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1. Introduction

Let $\Omega$ be a bounded open set of $\mathbb{R}^n$ with smooth boundary $\Gamma$. By $Q$ we represent the cylinder $\Omega \times ]0, T[\setminus T$ an arbitrary positive real number. Let $F: \mathbb{R} \mapsto \mathbb{R}$ be a function satisfying:

\[ F \text{ is continuous and } sF(s) \geq 0 \text{ for all } s \text{ in } \mathbb{R} \quad (1.1) \]

In the cylinder $Q$ we consider the semilinear hyperbolic equation:

\[ \frac{\partial^2 u}{\partial t^2} - \Delta u + F(u) = 0 \text{ in } Q \quad (1.2) \]
Let us represent by $G$ the function

$$G(s) = \int_0^s F(r) \, dr.$$

It was proved by Strauss [9], that if $F$ satisfies (1.1) and

$$u_0 \in H^1_0(\Omega), \quad G(u_0) \in L^1(\Omega), \quad u_1 \in L^2(\Omega),$$

then the equation (1.2), with initial conditions (1.3), has one solution $u$ such that

$$u \in L^\infty(0,T : H^1_0(\Omega)), \quad u' \in L^\infty(0,T; H^2(\Omega)),$$

and we have the energy inequality

$$E(t) \leq E(0) = E_0.$$

The energy $E(t)$ is given by:

$$E(t) = \frac{1}{2} \int_\Omega \left[ |u'(t)|^2 + |\nabla u(t)|^2 \right] dx + \int_\Omega G(u(t)) \, dx.$$

In this paper we prove the following.

**Theorem 1.1.** If we assume (1.1), (1.5), then the equation (1.2) has one solution $u$ satisfying (1.6) the initial conditions (1.3), and

$$\frac{\partial u}{\partial v} \in L^2(\Sigma)$$

such that:

$$\| \frac{\partial u}{\partial v} \|_{L^2(\Sigma)} \leq CE_0, \dagger$$

† By $\nu$ we represent the normal to $\Gamma$, directed towards the exterior of $\Omega$ and by $\Sigma = \Gamma \times [0,T]$ the lateral boundary of the cylinder $Q$. By $\|v\|_{L^2(\Sigma)}$ we represent the norm of $v$ in $L^2(\Sigma)$, that is,

$$\|v\|_{L^2(\Sigma)} = \left( \int_0^T \int_\Gamma |v|^2 \, d\Gamma \, dt \right)^{1/2}$$
the constant $C$ depending only on $T$ and $\Omega$.

**Remark 1.1.** — From the properties (1.6) of the solutions $u$ of (1.2) given by Theorem 1.1 we shall prove that:

$$
\frac{\partial u}{\partial \nu} \in L^1 \left( 0, T; W^{(1/p)-2,p'}(\Gamma) \right) + H^{-1} \left( 0, T; H^{(1/2)}(\Gamma) \right).
$$

(1.10)

For the proof, look Proposition 3.4, §3 of this paper, where $p = 2$ if $n = 1, 2, 3$, $p < \frac{n}{2}$ if $n \geq 4$, and $\frac{1}{p} + \frac{1}{p'} = 1$.

Observe that (1.8) does not follow from (1.10). This phenomenon was denominated “Hidden Regularity” by LIONS, cf. [6], for the case $F(s) = |s|^p s$. We also can find results of hidden regularity motivated by problems of optimal control in LIONS [5], for the linear case of (1.2), i.e., $F = F(x, t)$.

In §2 we give the proof of Theorem 1.1. In §3 we study the trace of the normal derivative $\frac{\partial u}{\partial \nu}$ for functions $u$ that belong to the space $E = \{ v; v \in L^{p'}(\Omega), \Delta v \in L^1(\Omega) \}$, $p'$ as in the Remark 1.1. We did not find in the literature this direct proof.

**2. Proof of Theorem 1.1**

We will represent by $(\cdot, \cdot)$, $|\cdot|$ and $((\cdot, \cdot))$, $\|\cdot\|$ the inner product and norm, respectively, in $L^2(\Omega)$ and $H_0^1(\Omega)$. By $H_0^1(\Omega)$ we represent the Sobolev space of order one whose functions have trace zero on the boundary of $\Omega$ and by $L^2(\Omega)$ the space of square integrable numerical functions on $\Omega$. All functions considered in this paper are real valued. The existence proof follows the idea of Strauss [9].

Suppose $u_0$, $u_1$ given by (1.5). For each natural number $j$, let us consider the function $\beta_j : \mathbb{R} \mapsto \mathbb{R}$ defined by:

\[ \beta_j(s) = s \text{ if } |s| \leq j; \quad \beta_j(s) = j \text{ if } s > j; \quad \beta_j(s) = -j \text{ if } s < -j. \]

It follows by KINDERLEHRER-STAMPACCHIA [2], that $\beta_j(u_0) = u_{0j}$ belongs to $H_0^1(\Omega)$ for all $j \in \mathbb{N}$.
Let $F$ and $G$ as in (1.1), (1.4) and represent by $F_k$ the Strauss approximation of $F$, that is, $F_k$, $k \in \mathbb{N}$, is a continuous function defined by:

$$
F_k(s) = \begin{cases} 
-k \left[ G \left( s - \frac{1}{k} \right) - G(s) \right] & \text{if } -k \leq s \leq -\frac{1}{k} \\
k \left[ G \left( s + \frac{1}{k} \right) - G(s) \right] & \text{if } \frac{1}{k} \leq s \leq k \\
	ext{linear by parts} & \text{in } -\frac{1}{k} < s \leq \frac{1}{k} \text{ with } F_k(0) = 0 \\
\text{appropriate constants} & \text{for } |s| > k.
\end{cases}
$$

(2.1)

It follows by Strauss [9], Cooper-Meideros [1], that $F_k$ is Lipschitz for each $k$, $sF_k(s) \geq 0$ and $(F_k)$ converges to $F$ uniformly on the compacts subsets of $\mathbb{R}$. Represent by $G_k(s) \int_0^s F_k(r) \, dr$ and we obtain $G_k(0) = F_k(0)$, for all $k \in \mathbb{N}$.

Since $u_{0j} \in H^1_0(\Omega)$, let $(\varphi_{\mu j})_{\mu \in \mathbb{N}}$ and $(\Psi_{\mu})_{\mu \in \mathbb{N}}$ two sequences of elements of $D(\Omega)$, space of $C^\infty$ functions with compact support in $\Omega$, such that

$$
\varphi_{\mu j} \to u_{0j} \quad \text{in } H^1_0(\Omega), \quad \Psi_{\mu} \to u_1 \quad \text{in } L^2(\Omega), \quad \text{as } \mu \to \infty. \quad (2.2)
$$

It follows by the above hypothesis, that there exists only one function $u_{\mu j k}$ which we represent by $u$ such that:

$$
\begin{cases}
  u \in L^\infty(0,T; H^2(\Omega) \cap H^1_0(\Omega)) \\
  u' \in L^\infty(0,T; H^1_0(\Omega)) \\
  u'' \in L^2(0,T; L^2(\Omega))
\end{cases}
$$

(2.3)

and $u$ is a weak solution of the problem

$$
\begin{cases}
  u'' - \Delta u + F_k(u) = 0 \\
  u(0) = \varphi_{\mu j}, \quad u'(0) = \Psi_{\mu}.
\end{cases}
$$

(2.4)

The energy identity is verified by the solution $u = u_{\mu j k}$, i.e.,

$$
\frac{1}{2} |u'(t)|^2 + \frac{1}{2} |u(t)|^2 + \int_\Omega G_k(u(t)) \, dx = \frac{1}{2} |\Psi_{\mu}|^2 + \frac{1}{2} |\varphi_{\mu j}|^2 + \int_\Omega G_k(\varphi_{\mu j}) \, dx.
$$

(2.5)

This result can be found in Lions [4], Strauss [8].

The next step is to prove that $(u_{\mu j k})$ converges to a solution of the initial value problem (1.2), (1.3) and the conditions (1.8), (1.9) are verified. So, we divide the proof in two parts. First on the existence of solutions and second on the estimate (1.9) of the normal derivative.
1.. — Existence of Solutions

In this step we bounded the second member of (2.5) by a constant independent of $\mu$, $j$ and $k$. We obtain:

$$\|u_{0j}\| \leq \|u_0\|$$  \hspace{1cm} (2.6)

and

$$\int_{\Omega} G_k(\varphi_{\mu j}) \, dx \to \int_{\Omega} G_k(u_{0j}) \, dx \quad \text{as} \quad \mu \to \alpha. \hspace{1cm} (2.7)$$

We have:

$$G_k(u_{0j}(x)) \to G(u_{0j}(x)), \quad k \to \infty, \quad \text{uniformly a.e. in} \ \Omega,$$

hence there exists a subsequence $(G_{k_j})$ of $(G_k)$, which is denoted by $(G_j)$, such that:

$$\int_{\Omega} |G_j(u_{0j}) - G(u_{0j})| \, dx \to 0, \quad j \to \infty. \hspace{1cm} (2.8)$$

We also have $G(u_{0j}) \to G(u_0)$ a.e. in $\Omega$ and $G(u_{0j}) \leq G(u_0)$. As $G(u_0) \in L^1(\Omega)$, we have then

$$\int_{\Omega} |G(u_{0j}) - G(u_0)| \, dx \to 0, \quad j \to \infty. \hspace{1cm} (2.9)$$

From (2.8) and (2.9) we obtain

$$\int_{\Omega} G_j(u_{0j}) \, dx \to \int_{\Omega} G(u_0) \, dx \quad \text{as} \quad j \to \infty. \hspace{1cm} (2.10)$$

Thus, from the convergences (2.2), (2.7), (2.10) and the property (2.6), it follows that for every $\varepsilon > 0$, the energy equality (2.5) can be estimated as follows:

$$\frac{1}{2}|u_{\mu j}(t)|^2 + \frac{1}{2}\|u_{\mu j}(t)\|^2 + \int_{\Omega} G_j(u_{\mu j}(t)) \, dx \leq E_0 + \varepsilon \hspace{1cm} (2.11)$$

for all $t \in [0, T]$ and $\mu \geq \mu_0$, $j \leq j_0$, where $E_0$ is defined by (1.7).

It follows from the estimate (2.11) that there exists subsequences $(u_{\mu j})$, $(u_j)$ and a function $u$ such that:

$$\begin{align*}
\begin{cases}
  u_{\mu j} \to u_j & \text{in } L^\infty(0, T; H^1_0(\Omega)) \text{ weak star as } \mu \to \infty \\
  u'_{\mu j} \to u'_j & \text{in } L^\infty(0, T; L^2(\Omega)) \text{ weak star as } \mu \to \infty,
\end{cases} \hspace{1cm} (2.12)
\end{align*}$$
Taking limits in the approximated system (2.4) and using the convergences (2.12), we obtain:

\[
\begin{cases}
  u_j \to u & \text{in } L^\infty(0, T; H_0^1(\Omega)) \text{ weak star} \\
  u_j' \to u' & \text{in } L^\infty(0, T; L^2(\Omega)) \text{ weak star}.
\end{cases}
\]  

(2.13)

Taking limits in the approximated system (2.4) and using the convergences (2.12), we obtain:

\[
\begin{align*}
  u'' - \Delta u_j + F_j(u_j) &= 0 \\
  u_j(0) &= u_0, \quad u_j'(0) = u_1.
\end{align*}
\]  

(2.14)

Remark 2.1. STRAUSS proved in [9], cf. LIONS [4], Lemma 1.3, a convergence theorem for sequence of measurable functions, which permit us to pass to the limit in (2.14). This result says that if \(F_j(u_j) \to F(u)\) a.e. in \(Q\) and

\[
\int_0^T (F_j(u_j), u_j) \, dt < C, \forall j
\]  

(2.15)

then

\[
f_j(u_j) \to F(u) \text{ strongly in } L^1(Q).
\]  

(2.16)

Let us apply the result of Remark 2.1 in order to obtain the limit of (2.14) as \(j \to \infty\). It is sufficient to verify the conditions (2.15). In fact, from (2.14) we obtain

\[
\int_0^T (F_j(u_j), u_j) \, dt = (u_1, u_0) - (u_j'(T), u_j(T)) + \int_0^T |u_j'|^2 \, dt - \int_0^T \|u_j\|^2 \, dt,
\]

which by the inequality (2.11) is bounded by a constant independent of \(j\), thus conditions of Remark 2.1 are verified.

Therefore, it is permissible to pass to the limit in (2.14) and obtain a solution \(u\) of (1.2). To verify the initial conditions (1.3) we use the usual argument, as in LIONS [4], STRAUSS [9].

2. — Estimates for the Normal Derivative

The method used in this section is one applied by LIONS [6]. First of all we prove a Lemma. Note that we use in this section the summation convention, i.e., terms like \(h_i \frac{\partial u}{\partial x_i}\) means summation in \(i\) from one to \(n\).

We consider functions \(h_i\) such that

\[
h_i \in C^2(\overline{\Omega}) \text{ and } h_i = \nu_i \text{ on } \Gamma, \quad i = 1, 2, \ldots, n.
\]
LEMMA 2.1. — Let $w \in H^2(\Omega) \cap H^1_0(\Omega)$. Then

$$\frac{\partial w}{\partial x_i} = \nu_i \frac{\partial w}{\partial \nu}, \quad \nu = (\nu_1, \nu_2, \ldots, \nu_n).$$

From this it follows that $|\nabla w|^2 = \left( \frac{\partial w}{\partial \nu} \right)^2$.

Proof. — In fact, let $\xi \in D(\Gamma)$ and let $\xi \in H^m(\Omega)$, with $m > \max(n/2, 2)$, such that trace $\gamma_0 \xi$ on $\Gamma$ is $\xi$. We know that $\xi$ exists because $D(\Gamma) \subset H^{m-1/2}(\Gamma)$. We have:

$$\int_\Omega \frac{\partial}{\partial x_i} \left( \omega_j \xi \right) dx = \int_\Gamma \nu_i \frac{\partial}{\partial x_j} \left( \omega_j \xi \right) d\Gamma = \int_\Gamma \nu_i \frac{\partial w}{\partial \nu} \xi d\Gamma$$

for all $\xi \in D(\Gamma)$. Note that $\Omega$ is regular. We also obtain

$$\int_\Omega \frac{\partial}{\partial x_j} \left( \omega_j \xi \right) = \int_\Gamma \nu_j \frac{\partial}{\partial x_i} \left( \omega_j \xi \right) d\Gamma = \int_\Gamma \nu_j \frac{\partial w}{\partial \nu} \nu_j \xi = \int_\Gamma \frac{\partial w}{\partial \nu} \xi d\Gamma.$$

It follows that

$$\int_\Gamma \nu_i \frac{\partial w}{\partial \nu} \xi d\Gamma = \int_\Gamma \frac{\partial w}{\partial x_i} \xi d\Gamma \text{ for all } \xi \in D(\Gamma)$$

which implies the proof of Lemma 2.1.

Let $u_{\mu} = u$ in the class (2.3) which is the solution of (2.4). We use $F_j = F$, $G_j = G$ to simplify the notation. Multiply both terms of (2.4) by $h_i \frac{\partial u}{\partial x_i}$ and integrate on $Q$, which is permissible. We obtain:

$$\int_Q u'' h_i \frac{\partial u}{\partial x_i} dx dt - \int_Q \Delta u \cdot h_i \frac{\partial u}{\partial x_i} dx dt + \int_Q (u) h_i \frac{\partial u}{\partial x_i} dx dt = 0. \quad (2.15)$$

We obtain:

$$\int_Q u'' h_i \frac{\partial u}{\partial x_i} dx dt = N - \frac{1}{2} \int_Q h_i \frac{\partial}{\partial x_i} (u')^2 dx dt,$$

where

$$N = \left| \int_\Omega u' h_i \frac{\partial u}{\partial x_i} dx \right|_{t=T}^{t=0};$$

$$\int_Q h_i \frac{\partial}{\partial x_i} (u')^2 dx dt = \int_\Sigma h_i (u')^2 \nu_i d\Sigma - \int_Q (u')^2 \frac{\partial hi}{\partial x_i} dx dt,$$
consequently, observing that $u'(t) \in H_0^1(\Omega)$ in $]0, T[$, we have:

$$
\int_Q u'' h_i \frac{\partial u}{\partial x_i} \, dx \, dt = N + \frac{1}{2} \int_Q (u')^2 \frac{\partial h_i}{\partial x_i} \, dx \, dt.
$$

(2.16)

We also obtain:

$$
- \int_Q \Delta u h_i \frac{\partial u}{\partial x_i} \, dx \, dt = \int_Q \frac{\partial u}{\partial x_j} \frac{\partial}{\partial x_j} \left( h_i \frac{\partial u}{\partial x_i} \right) \, dx \, dt - \int_{\Sigma} \left( \frac{\partial u}{\partial \nu} \right)^2 \, d\Sigma
$$

(2.17)

and

$$
\int_Q \frac{\partial u}{\partial x_i} \frac{\partial}{\partial x_j} \left( h_i \frac{\partial u}{\partial x_i} \right) \, dx \, dt = \frac{1}{2} \int_Q h_i \frac{\partial}{\partial x_i} \left( \frac{\partial u}{\partial x_j} \right)^2 \, dx \, dt + \int_Q \frac{\partial u}{\partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial h_i}{\partial x_j} \, dx \, dt =
$$

$$
= \frac{1}{2} \int_{\Sigma} h_i \left( \frac{\partial u}{\partial x_j} \right)^2 \, d\Sigma - \frac{1}{2} \int_Q \left( \frac{\partial u}{\partial x_j} \right)^2 \frac{\partial h_i}{\partial x_i} \, dx \, dt + \int_Q \frac{\partial u}{\partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial h_i}{\partial x_j} \, dx \, dt.
$$

Applying Lemma 2.1 to the first integral in second member of the above inequality, we get:

$$
- \int_Q \Delta u h_i \frac{\partial u}{\partial x_i} \, dx \, dt =
$$

$$
= - \frac{1}{2} \int_{\Sigma} \frac{\partial u}{\partial \nu} \, d\Sigma - \frac{1}{2} \int_Q |\nabla u|^2 \frac{\partial h_i}{\partial x_i} \, dx \, dt + \int_Q \frac{\partial u}{\partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial h_i}{\partial x_j} \, dx \, dt. \quad (2.18)
$$

Nothing that $G$ is of class $C^1$ with bounded derivative and $G(0) = 0$, i.e., $G(u) \in L^2(0, T; H_0^1(\Omega))$, we obtain

$$
\int_Q F(u) h_i \frac{\partial u}{\partial x_i} \, dx \, dt = - \int_Q G(u) \frac{\partial h_i}{\partial x_i} \, dx \, dt. \quad (2.19)
$$

Substituting (2.16), (2.18), (2.19) in (2.15) we obtain:

$$
\frac{1}{2} \int_{\Sigma} \left( \frac{\partial u}{\partial \nu} \right)^2 \, d\Sigma = N + \int_Q \frac{\partial h_i}{\partial x_i} \left[ \frac{1}{2} u^2 - \frac{1}{2} |\nabla u|^2 - G(u) \right] \, dx \, dt + \int_Q \frac{\partial u}{\partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial h_i}{\partial x_j} \, dx \, dt.
$$
Using the inequality (2.11) in the second member of the last equality, we get:

\[ \int_\Sigma \left( \frac{\partial}{\partial \nu} u_{\mu j} \right)^2 \, d\Sigma \leq C(E_0 + \varepsilon), \]

for all \( \mu \geq \mu_0, j \geq j_0, \varepsilon > 0 \), where \( C > 0 \) does not depend of \( \mu, j, E_0, \varepsilon \). Thus, we obtain a subsequence, still represented by \( (u_{\mu j}) \), such that

\[ \frac{\partial}{\partial \nu} u_{\mu j} \rightharpoonup \chi \quad \text{weakly in } L^2(0,T; L^2(\Gamma)) \quad \text{as } \mu, j \to \infty, \tag{2.20} \]

and as \( \varepsilon \) is arbitrary, we have:

\[ \|\chi\|_{L^2(\Sigma)} \leq CE_0. \tag{2.21} \]

In the next section we will prove that

\[ \frac{\partial}{\partial \nu} u_j \to \frac{\partial u}{\partial \nu} \quad \text{weak star in } \]

\[ \left( L^\infty \left( 0,T; W^{2-1/p}(\Gamma) \right) \right) \cap H^1_0 \left( 0,T; H^{-1/2}(\Gamma) \right), \]

for \( p \geq 2 \) and \( p > \frac{n}{2} \). We note that by \( W' \) we represent the topological dual of \( W \). It follows from (2.20) that \( \left( \frac{\partial}{\partial \nu} u_j \right) \) converges to \( \chi \) in the above space and consequently \( \chi = \frac{\partial u}{\partial \nu} \). This fact and (2.21) complete the proof of Theorem 1.1. QED

3. Trace of Normal Derivative

We summarize this section as follows. First of all we prove that \(-\Delta u = -F(u) - u''\) can be written in the form \(-\Delta u = \Delta y + \Delta z';\) then we show that \( u = -y - z'; \) we prove that the traces of \( \frac{\partial y}{\partial \nu}, \frac{\partial z'}{\partial \nu} \) are defined, consequently the trace of \( \frac{\partial u}{\partial \nu} \) is defined, and to complete the argument we obtain the convergence of \( \frac{\partial}{\partial \nu} u_j = -\frac{\partial}{\partial \nu} y_j - \frac{\partial}{\partial \nu} z'_j \) to \( \frac{\partial u}{\partial \nu} = -\frac{\partial y}{\partial \nu} - \frac{\partial z'}{\partial \nu} \) in an appropriate space which contains \( L^2(\Sigma) \), equipped with the weak topology. The main difficult in this procedure is because the nonlinear term \( F(u) \) belongs to \( L^1(0, T; L^1(\Omega)) \).

In order to have a better notation we represent by \( \gamma_0 w, \gamma_1 w \) the traces, respectively, of the function \( w \) and of its normal derivative, as is done usually.
By the symbol $(f, g)$ we still represent the integral on $\Omega$ of $fg$ and by $\langle f, g \rangle$ the duality pairing between $W$ and its topological dual $W'$. In all this section the numbers $p, p'$ satisfy the conditions:

$$ p = 2 \text{ if } n = 1, 2, 3; \quad p > \frac{n}{2} \text{ if } n \geq 4; \quad \text{ and } \quad \frac{1}{p} + \frac{1}{p'} = 1. \quad (3.1) $$

It follows that $W^{2,p}(\Omega)$ is continuously embedded in $C(\bar{\Omega})$.

The begin we prove the existence of solutions for the problem:

\[
\begin{aligned}
-\Delta y &= f \quad \text{in } \Omega, \text{ with } f \in L^1(\Omega) \\
y &= 0 \quad \text{on } \Gamma.
\end{aligned}
\]

This will be proved by transposition method, cf. LIONS [3] and LIONS-MAGENES [7].

**Proposition 3.1.** If $f \in L^1(\Omega)$, there exist only one function $y \in L^{p'}(\Omega)$ such that

\[
\int_{\Omega} y(-\Delta w) \, dx = \int_{\Omega} fw \, dx, \quad \text{for each } w \in W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega). \quad (3.2)
\]

The application $Tf = y$ from $L^1(\Omega)$ in $L^{p'}(\Omega)$ is linear and continuous and $-\Delta y = f$.

**Proof.** Let $h \in L^p(\Omega)$ and $w$ be the solution of the problem:

\[
\begin{aligned}
-\Delta w &= h \\
w &= 0 \quad \text{on } \Gamma.
\end{aligned}
\]

Then, by the regularity of the solutions of elliptic equations, it follows that $w \in W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega)$.

Let $S$ be the application

\[ Sh = w \text{ from } L^p(\Omega) \text{ in } C(\bar{\Omega}), \]

where $w$ is the solution of (3.3). Then $S$ is linear and continuous. Let $S^*$ be the transpose of $S$, that is:

\[ S^*: (C(\bar{\Omega}))' \to L^{p'}(\Omega). \]

The function $y = S^*f$ satisfies the conditions (3.2). In fact, $\langle S^*f, h \rangle = \langle f, Sh \rangle$, that is:

\[
\int_{\Omega} y(-\Delta w) \, dx = \int_{\Omega} fw \, dx.
\]
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To prove the uniqueness, let \( y_1, y_2 \) in \( L^p(\Omega) \) satisfying (3.2). Then

\[
\int_{\Omega} (y_1 - y_2)(-\Delta w) \, dx = 0, \quad \text{for all } w \in W^{2,p}(\Omega) \cap W_0^{1,p}(\Omega).
\]

Let \( h \in L^p(\Omega) \) and \( w \) solution of problem (3.3). Then by the last equality we have:

\[
\int_{\Omega} (y_1 - y_2)h \, dx = 0, \quad \text{for all } h \in L^p(\Omega),
\]

which implies \( y_1 = y_2 \). Therefore, the uniqueness is proved.

Since \( T = S^* \) on \( L^1(W) \) and \( S^* \) is linear and continuous, it follows that \( T \) has the same properties. QED

Let us represent by \( E \) the Banach space

\[
E = \{ v \in L^p(\Omega); \Delta v \in L^1(\Omega) \}
\]

with the norm:

\[
\|v\|_E = \|v\|_{L^p(\Omega)} + \|\Delta v\|_{L^1(\Omega)}.
\]

The next step in our argument, is to prove that \( \gamma_1 v \) is defined for all \( v \in E \). We follows the usual method, as in Lions [3]. By \( D(\bar{\Omega}) \) we represent the restrictions of the test functions \( \varphi \) of \( D(\mathbb{R}^n) \) to the bounded open set \( \Omega \).

**Lemma 3.1.** — \( D(\bar{\Omega}) \) is dense in \( E \).

**Proof.** — Let \( M \in E' \) be such that \( M\varphi = 0 \) for all \( \varphi \in D(\bar{\Omega}) \).

We must prove that \( M = 0 \).

We can consider \( E \) as a closed subspace of \( L^p(\Omega) \times L^1(\Omega) = \mathcal{W} \). Let \( \widetilde{M} \) be the continuous linear extension of \( M \) to \( \mathcal{W} \). Then there exists \( f \in L^p(\Omega) \) and \( h \in L^\infty(\Omega) \) such that

\[
\widetilde{M}([\xi, \eta]) = (f, \xi) + (h, \eta) \quad \text{for all } [\xi, \eta] \in \mathcal{W}.
\]

In particular,

\[
Mv = (f, v) + h, \Delta v \quad \text{for all } v \in E. \quad (3.4)
\]

Let \( \tilde{f} \) and \( \tilde{h} \) be the extension of \( f \) and \( h \) to \( \mathbb{R}^n \), zero outside \( \Omega \). Consider \( \emptyset \in D(\mathbb{R}^n) \) and let \( \varphi = \emptyset \) on \( \bar{\Omega} \). By (3.4) we have:

\[
\int_{\mathbb{R}^n} [\tilde{f} + \tilde{h} \Delta \emptyset] \emptyset \, dx = \int_{\mathbb{R}^n} \tilde{f} \emptyset \, dx + \int_{\mathbb{R}^n} \tilde{h} \Delta \emptyset \, dx = \int_{\Omega} f \varphi \, dx + \int_{\Omega} h \Delta \varphi \, dx = 0
\]
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that is,
\[
\tilde{f} + \Delta \tilde{h} = 0. \tag{3.5}
\]
We have \( \tilde{f} \in L^p(\mathbb{R}^n) \), \( \tilde{h} \in L^p(\mathbb{R}^n) \) and by (3.5) \( -\Delta \tilde{h} = \tilde{f} \). As \( p \geq 2 \) and \( \Omega \) is bounded it follows that
\[
\tilde{f} \in L^2(\mathbb{R}^n), \quad \tilde{h} \in L^2(\mathbb{R}^n) \quad \text{and} \quad -\Delta \tilde{h} = \tilde{f}.
\]

By Fourier transform we obtain \( \tilde{h} \in H^2(\mathbb{R}^n) \). As \( \Omega \) is regular, we deduce from there that
\[
h \in H^2_0(\Omega). \tag{3.6}
\]

Consider an open ball \( B \) of \( \mathbb{R}^n \) which contains \( \Omega \). Let \( w \) be the solution of the problem:
\[
\begin{cases}
-\Delta w = \tilde{f} & \text{in } B \\
w = 0 & \text{on the boundary of } B.
\end{cases} \tag{3.7}
\]

As \( \tilde{f} \in L^p(B) \), \( \tilde{f} \) restrict to \( B \), it follows by the regularity theorem, that
\[
w \in W^{2,p}(B) \cap W^{1,p}_0(B). \tag{3.8}
\]

By (3.6) and (3.8) it follows that
\[
\tilde{h}, w \in H^2(B) \cap H^1_0(B)
\]
and by (3.5), (3.7) these both functions are solutions of
\[
\begin{cases}
-\Delta z = \tilde{f} & \text{in } B \\
z = 0 & \text{on the boundary of } B.
\end{cases}
\]

By the uniqueness result, we have \( \tilde{h} = w \). It then follows that \( \tilde{h} \) belongs to \( W^{2,p}_{\text{loc}}(\mathbb{R}^n) \), hence
\[
h \in W^{2,p}_0(\Omega). \tag{3.9}
\]

Let \( v \in E \). By (3.9) there exists a sequence \( (\varphi_\nu) \) of elements of \( D(\Omega) \) such that \( (\varphi_\nu) \) converges to \( h \) in \( W^{2,p}_0(\Omega) \). By the limits in \( (\varphi_\nu, \Delta v) = (\Delta \varphi_\nu, v) \) it follows that
\[
(h, \Delta v) = (\Delta h, v). \tag{3.10}
\]
Substituting (3.10) in (3.4) and observing that \( f + \Delta h = 0 \) in \( \Omega \) we prove that \( M = 0 \). QED
PROPOSITION 3.2. — There exists an application \( \gamma v = [\gamma_0 v, \gamma_1 v] \) from \( E \) to \( W^{1/p'}(\Gamma) \times W^{2/p'}(\Gamma) \), linear and continuous such that:

\[
\gamma \varphi = \left[ \varphi, \frac{\partial \varphi}{\partial v} \right] \Gamma, \quad \text{for all } \varphi \text{ in } D(\overline{\Omega}).
\]

Proof. — We shall use the notation:

\[
X = W^{2-1/p'}(\Gamma), \quad Y = W^{1-1/p'}(\Gamma), \quad Z = X \times Y.
\]

By the trace theorem, LIONS [3], for each \( [\xi, \eta] \in Z \), there exists a function \( w \in W^{2,p}(\Omega) \) such that \( \gamma_0 w = \xi \) and \( \gamma_1 w = \eta \). The condition (3.1) implies by Sobolev theorem that \( W^{2,p}(\Omega) \) is continuously embedded in \( C(\overline{\Omega}) \). For each \( v \in E \) we define the functional \( T_v \) on \( Z \) by

\[
T_v([\xi, \eta]) = (v, \Delta w) - (\Delta v, w).
\]  

(3.11)

It is easy to show that \( T_v \) is well defined. We have:

\[
|T_v[\xi, \eta]| \leq C \left[ \|v\|_{L^p'} + \|\Delta v\|_{L^1} \right] \left[ \|\xi\|_X + \|\eta\|_Y \right] = C\|v\|_E \|[\xi, \eta]\|_Z.
\]

Thus,

\[
T_v \in Z' \quad \text{and} \quad \|T_v\|_{Z'} \leq C\|v\|_E. \quad (3.12)
\]

Let \( \varphi \in D(\overline{\Omega}) \). By the definition (3.11) and Green formula, we obtain:

\[
T_v([\xi, \eta]) = \langle \gamma_0 \varphi, \eta \rangle - \langle \gamma_1 \varphi, \xi \rangle = \langle [\gamma_1 \varphi, \gamma_0 \varphi], [\xi, \eta] \rangle.
\]

From (3.12) and (3.13) it follows that we have established an application \( \sigma \) given by:

\[
\sigma(\varphi) = [-\gamma_1 \varphi, \gamma_0 \varphi] \quad \text{from } D(\overline{\Omega}) \text{ to } X' \times Y',
\]

linear and continuous, where \( D(\overline{\Omega}) \) is equipped with the topology induced by that one of \( E \).

Let \( \tau \) be the application

\[
\tau([-\gamma_1 \varphi, \gamma_0 \varphi]) = [\gamma_0 \varphi, \gamma_1 \varphi] \quad \text{from } Z' \text{ to } Z'.
\]

Since \( D(\overline{\Omega}) \) is dense in \( E \), it follows that the extension of \( \gamma = \tau \cdot \sigma \) to \( E \) satisfies the conditions of Propsição 3.2. QED
Let $u$ be the solution obtained in Theorem 1.1. Then
\[-\Delta u = - F(u) - u'',\]
with $F(u) \in L^1(0,T; L^1(\Omega))$ and $u' \in L^2(0,T; L^2(\Omega))$. By the Propositions 3.1, 3.2 and regularity Theorem for elliptic equations, it follows that there exists unique functions
\[y \in L^1\left(0,T; L^{p'}(\Omega)\right) \text{ and } z \in L^2\left(0,T; H^2(\Omega) \cap H^1_0(\Omega)\right)\]
(3.14)
such that
\[-\Delta y = F(u) \text{ and } -\Delta z = u'.\]
Consequently
\[-\Delta u = \Delta y + (\Delta z)'.\]

**Remark 3.1.** Let $v \in L^{p_1}(0,T; L^{q_1}(\Omega))$, $\Delta v \in L^{p_2}(0,T; L^{q_2}(\Omega))$, $1 \leq p_i, q_i \leq \infty$, $i = 1, 2$. Then
\[\Delta \int_0^T v(t) \theta(t) \, dt = \int_0^T (\Delta v)(t) \theta(t) \, dt \text{ for all } \theta \in D(0,T).\]
This is a consequence or the fact that $\langle \Delta v, \theta \varphi \rangle = \langle v, \theta \Delta \varphi \rangle$ for all $\varphi \in D(\Omega)$.

**Proposition 3.3.** We have
\[u = -y - z',\]
where $y, z$ are defined by (3.15).

**Proof.** We observe that $u \in L^\infty(0,T; H^1_0(\Omega))$. Let $\theta \in D(0,T)$. By Remark 3.1 and nothing that $-\Delta$ is continuous from $H^1_0(\Omega)$ to $H^{-1}(\Omega)$, we obtains from (3.15):
\[-\Delta \int_0^T u \theta \, dt = \Delta \int_0^T y \theta \, dt - \Delta \int_0^T z \theta' \, dt,\]
that is
\[-\Delta \left[ \int_0^T u \theta \, dt - \int_0^T z \theta' \, dt \right] = -\Delta \int_0^T (-y) \theta \, dt.\]
Let us consider:

\[ U = \int_0^T u \theta \, dt - \int_0^T z \theta' \, dt, \quad V = \int_0^T (-y) \theta \, dt \quad \text{and} \quad f = (-\Delta) V. \]

We want to show that \( U \) and \( V \) are solutions of the problem

\[
\begin{aligned}
& v \in L^p' (\Omega) \\
\int_{\Omega} v (\Delta w) \, dx = \int_{\Omega} f w \, dx, \quad \text{for all } w \in W^{2,p} (\Omega) \cap W_0^{1,p} (\Omega). 
\end{aligned}
\]  

(3.17)

Therefore, by the uniqueness given by Proposition 3.1, we get \( U = V \) and we have the proof of the Proposition 3.3.

We have \( U \in L^p' (\Omega) \) because \( p \geq 2 \). Let \( w \in W^{2,p} (\Omega) \cap W_0^{1,p} (\Omega) \). Then

\[
\int_{\Omega} U (\Delta w) \, dx = \int_0^T \theta \left[ \int_{\Omega} u (\Delta w) \, dx \right] \, dt - \int_0^T \theta' \left[ \int_{\Omega} z (\Delta w) \, dx \right] \, dt.
\]

As \( -\Delta u \in W^{-1,p'} (\Omega) \), because \( p \geq 2 \), it follows that \( \langle -\Delta u, w \rangle = \langle u, -\Delta w \rangle \). Also, \( \langle -\Delta z, w \rangle = \langle z, -\Delta w \rangle \). Therefore,

\[
\int_{\Omega} U (\Delta w) \, dx = \left\langle \int_0^T (\Delta u) \theta \, dt, w \right\rangle - \left\langle \int_0^T (\Delta z) \theta', w \right\rangle.
\]

From (3.15) and Remark 3.1, it follows:

\[
\int_{\Omega} U (\Delta x) \, dx = \int_{\Omega} f w \, dx.
\]

It is clear that \( V \) is a solution of (3.17). Then \( U, V \) are solutions of (3.17) which proves Proposition 3.3. QED

To know in what space \( \gamma_1 u \) is localized we need the following lemma.

**Lemma 3.2.** — We have \( \gamma_1 z' = (\gamma_1 z)' \).

**Proof.** — The set

\[
\{ \alpha \varphi \ , \ \alpha \in D (0, T) , \ \varphi \in D (\Omega) \}
\]

is total in \( L^2 (0, T; H^2 (\Omega)) \). Then there exists a sequence \( (z_\mu) \) such that

\[
z_\mu = \sum_{j=1}^\mu \alpha_{j\mu} \varphi_{j\mu} \rightarrow z \text{ in } L^2 (0, T; H^2 (\Omega)).
\]

(3.18)
We have then
\[ \int_0^T z_\mu^t \, dt \to \int_0^T z \, dt \quad \text{in } H^2(\Omega), \quad \theta \in \mathcal{D}(0,T) \]
whence
\[ \gamma_1 \int_0^T z_\mu^t \, dt \to \gamma_1 \int_0^T z \, dt \quad \text{in } H^{1/2}(\Gamma). \quad (3.19) \]
Also, by (3.18) we have:
\[ \gamma_1 z_\mu \to \gamma_1 z \quad \text{in } L^2 \left(0, T; H^{1/2}(\Gamma)\right) \]
therefore,
\[ \int_0^T (\gamma_1 z_\mu)^t \, dt \to \int_0^T (\gamma_1 z)^t \, dt \quad \text{in } H^{1/2}(\Gamma). \quad (3.20) \]
From (3.19), (3.20), since
\[ \gamma_1 \int_0^T z_\mu^t \, dt = \int_0^T (\gamma_1 z_\mu)^t \quad \text{for all } \theta' \in \mathcal{D}(0,T). \]
It follows the proof of Lemma 3.2. QED

Remark 3.2. — As \( u \in L^2 \left(0, T; H^1_0(\Omega)\right) \), by the same argument used in the proof of Lemma 3.2, we obtain:
\[ \gamma_0 u^{(k)} = (\gamma_0 u)^{(k)} = 0, \quad u^{(k)} = d^k u / dt^k, \]
for all natural number \( k \).

As a consequence of (3.14), Proposition 3.2, 3.3 and Lemma 3.2, it follows that

Proposition 3.4. — We have
\[ \gamma_1 u \in L^1 \left(0, T; W^{1-2,p'}(\Gamma)\right) + H^{-1} \left(0, T; H^{1/2}(\Gamma)\right). \]
Let \( u_j \) be the approximate solution introduced in the proof of Theorem 1.1, that is, \(-\Delta u_j = -F_j(u_j) - u_j''\). By the Proposition 3.3 we can write
\[ u_j = -y_j - z_j' \quad \text{where} \quad -\Delta y_j = F_j(u_j) \quad \text{and} \quad -\Delta z_j = u_j'. \quad (3.21) \]
We have that \( \gamma_1 u_j \) belongs to the space given in Proposition 3.4.
In this conditions we obtain the following result:

**PROPOSITION 3.5.** — *We have*

\[ \gamma_1 u_j \to \gamma_1 u \quad \text{in} \quad \left( L^\infty \left( 0, T; W^{2-\frac{1}{p}, p}(\Gamma) \right) \cap H^1_0 \left( 0, T; H^{\frac{1}{2}}(\Gamma) \right) \right)' \quad (3.22) \]

*weak star.*

**Proof.** — We note that \( F_j(u_j) \to F(u) \) in \( L^1(0, T; L^1(\Omega)) \); consequently from

\[ \|y_j - y\|_E = \|y_j - y\|_{L^p(\Omega)} + \|\Delta y_j - \Delta y\|_{L^1(\Omega)} \leq c\|F_j(u_j) - F(u)\|_{L^1(\Omega)}, \]

it follows that

\[ y_j \to y \quad \text{in} \quad L^1(0, T; E), \]

which, by Proposition 3.2 implies:

\[ \gamma_1 y_j \to \gamma_1 y \quad \text{in} \quad L^1 \left( 0, T; W^{\frac{1}{2} - 2, p'}(\Gamma) \right). \quad (3.23) \]

Also nothing that \( u'_j \to u' \) in \( L^2(0, T; L^2(\Omega)) \) weak and by

\[ \|\gamma_1 z_j - \gamma_1 z\|_{H^{1/2}(\Gamma)} \leq c\|z_j - z\|_{H^2(\Omega)} \leq c\|u'_j - u'\|_{L^2(\Omega)}, \]

we obtain that

\[ \gamma_1 z_j \to \gamma_1 z \quad \text{in} \quad L^2 \left( 0, T; H^{1/2}(\Gamma) \right) \quad \text{weak.} \quad (3.24) \]

Let \( \xi \in W \) where \( W' \) is the space in (3.22). One has by Lemma 3.2

\[ \langle \gamma_1 u_j, \xi \rangle = -\langle \gamma_1 y_j, \xi \rangle + \langle \gamma_1 z_j, \xi' \rangle. \]

Then, by (3.23), (3.24) we obtain

\[ \langle \gamma_1 u_j, \xi \rangle \to \langle \gamma_1 u, \xi \rangle \]

which proves Proposition 3.5 and consequently the proof of Theorem 1.1 is complete. – QED
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