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ABSTRACT. – A family of one-dimensional branching random walks indexed by an interval define a martingale taking values in the space of continuous functions. We propose a new approach to study the differentiability of the limit of this martingale. Under suitable conditions, this differentiability is obtained by assuming that the functions defining the martingale are differentiable only once; there is no loss of regularity. In this sense there is a progress with respect to the corresponding result of Biggins (1991).
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RÉSUMÉ. – Etant donnée une famille de marches aléatoires de branchemen sur $\mathbb{R}$ indexée par un intervalle, nous proposons une nouvelle façon d’étudier la dérivabilité de la limite de la martingale à valeurs dans les fonctions continues qu’elles définissent. Sous de bonnes hypothèses, cette dérivabilité est obtenue en supposant que les fonctions définissant la martingale sont dérivables une fois seulement ; il n’y a pas de perte de régularité, et en ce sens il y a un progrès par rapport au résultat de Biggins.
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1. INTRODUCTION

Let $T = \bigcup_{n \geq 0} \mathbb{N}^n$ be the set of finite words on $\mathbb{N}$, equipped with the concatenation operation ($\varepsilon$ stands for the empty word and $\mathbb{N}^0 = \{\varepsilon\}$). Let $(\Omega, \mathcal{F}, P)$ stand for the probability space on which the random variables (r.v.) in this paper are defined.

Let $A$ be the set of random sequences $A = (A_i)_{i \geq 0} \in \mathbb{R}^\mathbb{N}$ such that almost surely (a.s.) $\sum_{i \geq 0} I_{\{A_i > 0\}} < \infty$ and $\mathbb{E}(\sum_{i \geq 0} A_i) = 1$.

If $A \in A$ and $(A(a))_{a \in T}$ are independent copies of $A$ then the following sequence

$$Y_{A,n} = \sum_{a_1 \ldots a_n \in \mathbb{N}^n} A_{a_1}(\varepsilon) A_{a_2}(a_1) \ldots A_{a_n}(a_1 \ldots a_{n-1})$$

is a non-negative martingale with mean 1, which converges with probability one to a r.v. $Y_A > 0$ and such that $\mathbb{E}(Y_A) \leq 1$. This martingale is introduced in particular by Mandelbrot in a model for turbulence [12,13] in the case where there exists $c \geq 2$ such that a.s. $A_i = 0$ for all $i \geq c$. In a different notation it was used by Kingman to study a general branching process [8], and it can also be found in [1], where Biggins constructs it from the branching random walk with points $\{-\log 0\}$ at the first generation (by convention $\log 0 = +\infty$). Necessary and sufficient conditions for $Y_A$ to be non degenerate and to have finite moments of orders greater than 1 are given in the following result

**THEOREM 0.** – (1) Assume that $\mathbb{E}(\sum_{i \geq 0} A_i \log A_i)$ exists and is finite. The following assertions are equivalent:

(i) $\mathbb{P}(Y_A = 0) < 1$;
(ii) $\mathbb{E}(Y_A) = 1$;
(iii) $\mathbb{E}(Y_{A,1} \log^+(Y_{A,1})) < \infty$ and $\mathbb{E}(\sum_{i \geq 0} A_i \log A_i) < 0$.

($\log^+(.) = \max(0, \log(.))$).
(2) Assume the hypothesis of (1) and one of the assertions (i), (ii) or (iii). Then, for each \( p > 1 \), \( \mathbb{E}(Y_A^p) < \infty \) if and only if

\[
\mathbb{E}\left( \sum_{i \geq 0} A_i^p \right) < 1 \quad \text{and} \quad \mathbb{E}(Y_{A,1}^p) < \infty.
\]

Parts (1) and (2) are due to Lyons [11] and Liu [10] respectively, after similar results due to other authors under stronger hypotheses or in particular cases (Kingman [8], Kahane [7], Biggins [1,2], Durrett and Liggett [5], Liu [9]).

Given \( I \) an open subinterval of \( \mathbb{R} \), \( t \mapsto A_t \) is a random process from \( I \) to \( \mathbb{R}_+^N \) such that for every \( t \in I \), \( A_t \in \mathcal{A} \), and \( (t \mapsto A_t(a))_{a \in T} \) a sequence of independent copies of \( t \mapsto A_t \). Now one obtains for every \( t \in I \) a martingale \( Y_{A_t,n} \) and its limit \( Y_{A_t} \). By the regularity of \( t \mapsto A_t \), we mean the regularity of its components, the \( t \mapsto A_t(i) \)'s. Then, it is natural to ask whether the martingales \( Y_{A_t,n} \) converge simultaneously, and if so, whether some regularity of \( t \mapsto A_t \) implies that \( t \mapsto Y_{A_t} \) has some related regularity. These problems were studied by Joffe et al. [6] and Biggins [3,4] for particular cases of the previous construction, and for related processes by Watanabe [18]. Biggins [3] considers the random walk \( \{ -\log A_i; i \geq 0 \} \) and the following family: \( \{ -\log A_{t,i} = -t \log A_i + \log \mathbb{E}(\sum_{i \geq 0} A_i^t); i \geq 0 \} \). It is not difficult to show that his results hold in the general case studied in this paper. His Theorem 2 [3] claims that under suitable conditions, if \( t \mapsto A_t \) is a.s. continuously differentiable, then the sequence \( t \mapsto Y_{A_t,n} \) converges uniformly a.s. on compact sets to \( t \mapsto Y_{A_t} \), and so \( t \mapsto Y_{A_t} \) is continuous (he also extends his result to the case where \( t \mapsto A_t \) is a.s. \( C^{n+1} \) and obtains that \( t \mapsto Y_{A_t} \) is of class \( C^n \)). If \( t \mapsto A_t \) has an analytic extension in a complex neighbourhood of \( I \), Biggins gives also conditions for \( t \mapsto Y_{A_t} \) to have an analytic extension in this neighbourhood (Theorem 1 [3]), and in [4] he extends his result to the case of branching random walks indexed by a parameter taking values in an open subset of \( \mathbb{C}^n \). The aim of this paper is to give conditions under which if \( t \mapsto A_t \) is a.s. continuously differentiable, then \( t \mapsto Y_{A_t,n} \) converges uniformly a.s. on compact sets and \( t \mapsto Y_{A_t} \) is also continuously differentiable (we also give conditions to extend our result to the case of processes \( n \) times continuously differentiable). Our approach has elements in common with [3] and also [6], where Joffe et al. use a result on the convergence of martingales taking values in a Banach space. The new ideas here are the use of a criterion on the second differences of a function to show
this function is continuously differentiable, and to exploit the functional equation satisfied for all \( t \in I \) by \( Y_{A_t} \), a.s.: \( Y_{A_t} = \sum_{i \geq 0} A_{t,i} Y_{A_t}(i) \), where the \( Y_{A_t}(i) \)'s are independent copies of \( Y_{A_t} \), and the \( \sigma \)-algebra that they generate is independent of the one generated by \( A_t \).

The main result is the following one.

**Theorem 1.**— Let \( I \) be an open subinterval of \( \mathbb{R} \). For every \( i \in \mathbb{N} \), let \( t \mapsto A_{t,i} \) be a random continuously differentiable mapping from \( I \) to \( \mathbb{R}_+ \). Assume that for every \( t \in I \), \( A_t = (A_{t,i})_{i \geq 0} \) is in \( A \) and let \((t \mapsto A_t(a))_{a \in T}\) be a sequence of independent copies of \( t \mapsto A_t \). Denote by \( t \mapsto Y_{A_t,n} \) the sequence of functions \( t \mapsto Y_{A_t,n} \), and for every \( t \in I \), denote by \( Y_t \) the almost sure limit of \( Y_{A_t,n} \). Suppose the following two conditions hold.

(i) For every \( t \in I \), \( A_t \) satisfies the assumption and condition (i) of Theorem 0.

(ii) For every compact subinterval \( K \) of \( I \), there exists \( p \in ]1, 2[ \) such that

(a) \( \sup_{t \in K} \mathbb{E}(\sum_{i \geq 0} A_{t,i}^p) < 1 \) and \( \sup_{t \in K} \mathbb{E}(\sum_{i \geq 0} A_{t,i}) < \infty \);

(b) there exists \( C > 0 \) such that for all \((t, h) \in K \times \mathbb{R}_+\) such that \( t + h \in K \)

\[
\mathbb{E}\left( \sum_{i \geq 0} |A_{t+h,i} - A_{t,i}|^p \right) + \mathbb{E}\left( \left| \sum_{i \geq 0} A_{t+h,i} - A_{t,i} \right|^p \right) \leq C h^p; \quad (1.1)
\]

(c) there exist two positive functions \( \varphi \) and \( \gamma \) on \( \mathbb{R}_+^\ast \), both monotonically decreasing in a neighbourhood of 0 such that \( \varphi(h)/h \) and \( \max(\gamma(h), h^2/2) \) are integrable near 0, and a constant \( C > 0 \) such that for all \((t, h) \in K \times \mathbb{R}_+\) such that \( t + h \in K \) and \( t - h \in K \)

\[
\mathbb{E}\left( \sum_{i \geq 0} |A_{t+h} + A_{t-h} - 2A_t|^p \right) + \mathbb{E}\left( \left| \sum_{i \geq 0} A_{t+h} + A_{t-h} - 2A_t \right|^p \right) \leq C \gamma(h). \quad (1.2)
\]

Then, with probability one, \( Y_{A_t,n} \) converges uniformly towards \( Y_t \) on compact sets and \( t \mapsto Y_t \) is continuously differentiable on \( I \).
Remark. – (1) Hypotheses (ii)(a)–(b) are stronger than those of [3, Theorem 2]. However hypotheses (ii)(c) is weaker than assuming that the process is twice differentiable as in [3].

(2) If the mappings \( t \mapsto A_{t,i} \)'s are only supposed to be continuous, and in (1.1) \( h^p \) is replaced by \( h^\alpha \) with \( \alpha > 1 \), then the process \( t \mapsto Y_t \), possesses a continuous modification.

(3) If the \( t \mapsto A_{t,i} \)'s are just supposed to be continuous, (1.1) and (1.2) imply that they are continuously differentiable, so the theorem could be reformulated to account for this.

(4) If one chooses suitably \( A \in A, \varepsilon > 0 \) and for all \( i \in \mathbb{N}, f_i \) a continuously differentiable function from \( I = ]-\varepsilon, \varepsilon[ \) to \( \mathbb{R} \) such that \( f_i(0) = 1 \), then defining for every \( t \in I, A_t = (A_{t,i}^{f_i(t)}/E(\sum_{i \geq 0} A_{t,i}^{f_i(t)}))_{i \geq 0} \) yields examples to which Theorem 1 applies.

(5) For a function \( f \) from a subinterval of \( \mathbb{R} \) to \( \mathbb{R} \) and \( h \in \mathbb{R} \), define (where it is possible) \( \Delta_h f : t \mapsto f(t + h) - f(t) \) and \( \Delta_h^2 f : t \mapsto \Delta_h \circ \Delta_h f(t) = f(t + 2h) + f(t) - 2f(t + h) \).

In Theorem 1, if one replaces (ii)(b) and (ii)(c) by the following:

(ii)(b) for all \( 0 \leq k \leq n - 1 \), there exists \( C_k > 0 \) such that for all \( (t, h_1, \ldots, h_{k+1}) \) in \( K \times \mathbb{R}^{k+1} \) such that the \( \Delta_{h_{k+1}} \circ \cdots \circ \Delta_{h_1} A_{..i}(t) \)'s, \( i \geq 0 \), are defined,

\[
E \sum_{i \geq 0} |\Delta_{h_{k+1}} \circ \cdots \circ \Delta_{h_1} A_{..i}(t)|^p + \sum_{i \geq 0} |\Delta_{h_{k+1}} \circ \cdots \circ \Delta_{h_1} A_{..i}(t)|^p
\leq C_k |h_1|^p \cdots |h_{k+1}|^p.
\]

(ii)(c) There exist two positive functions \( \varphi \) and \( \gamma \) on \( \mathbb{R}_+^* \), both monotonically decreasing in a neighbourhood of 0, such that \( \varphi(h)/h \) and \( \max(\gamma(h), h^2\varphi(h))/h^{p+1}(\varphi(h)/h) \) are integrable near 0, and a constant \( C > 0 \) such that for all \( (t, h_1, \ldots, h_n) \) in \( K \times \mathbb{R}^n \) such that the \( \Delta_{h_n} \circ \cdots \circ \Delta_{h_2} \circ \Delta_{h_1} A_{..i}(t) \)'s, \( i \geq 0 \), are defined,

\[
E \sum_{i \geq 0} |\Delta_{h_n} \circ \cdots \circ \Delta_{h_2} \circ \Delta_{h_1} A_{..i}(t)|^p
\leq C \gamma(|h_1|)|h_2|^p \cdots |h_n|^p.
\]
Then, with probability one, $Y_{t,n}$ converges uniformly on the compact sets towards $Y_t$ and the mappings $t \mapsto A_{t,i}$, $i \geq 0$, and $t \mapsto Y_t$ are $n$ times continuously differentiable.

2. PROOF OF THEOREM 1

We need a series of lemmas. The first one is a generalization of a result of Von Bahr and Esseen [17], which is also used in a refined form in [3].

**Lemma 2.1.** Let $(U_i)_{i \geq 0}$ and $(V_i)_{i \geq 0}$ be two sequences of real r.v.'s such that $\sigma(U_i, i \geq 0)$ and $\sigma(V_i, i \geq 0)$ are independent and the $V_i$'s are mutually independent. Assume that for all $i \geq 0$, $V_i$ is integrable and $\mathbb{E}(V_i) = 0$. Then, for every $p \in [1, 2]$,\[\mathbb{E}\left(|\sum_{i \geq 0} U_i V_i|^p\right) \leq 2^p \sum_{i \geq 0} \mathbb{E}(|U_i|^p) \mathbb{E}(|V_i|^p).\]

If $B = (B_i)_{i \geq 0}$ is a random vector taking values in $\mathbb{R}$, denote by $\psi_B$ and $S_B$ the functions from $\mathbb{R}^+ \to [0, \infty]$ defined by\[\psi_B(x) = \mathbb{E}\left(\left|\sum_{i \geq 0} B_i\right| x\right),\]
and
\[S_B(x) = \mathbb{E}\left[\left|\sum_{i \geq 0} B_i\right| x\right].\]

**Lemma 2.2.** Let $A_1, A_2$ and $A_3$ be elements of $A$ and let $(A_1(a), A_2(a), A_3(a))_{a \in T}$ be a sequence of independent copies of $(A_1, A_2, A_3)$. Assume that $A_1, A_2$ and $A_3$ satisfy the assumption and condition (i) of Theorem 0, and also that there exists $p' > 1$ such that for every $j \in \{1, 2, 3\}$, $Y_j = Y_{A_j}$ has a finite moment of order $p'$. Define $p = \min(p', 2)$. By Theorem 0, for $j \in \{1, 2, 3\}$, $\psi_{A_j}(p) < 1$ and $S_{A_j}(p) < \infty$. Choose an integer $m$ sufficiently large that $S_{A_3}(p) < 2^{-p/m+1}$. Then
\[\|Y_1 + Y_2 - 2Y_3\|_p \leq \frac{T_1(p) + T_2(p) + T_3(p)}{(1 - \psi_{A_3}^{1/p}(p))(1 - 2\psi_{A_3}^{(m+1)/p}(p))},\]
with
\[T_1(p) = \|Y_2 - Y_1\|_p (\psi_{A_2 - A_3}^{1/p}(p) + \psi_{A_1 - A_3}^{1/p}(p)).\]
\[ T_2(p) = (\| Y_1 - 1 \|_p + \| Y_2 - 1 \|_p) \psi_{A_1 + A_2 - 2A_3}(p) \]
and \[ T_3(p) = 2S_{A_1 + A_2 - 2A_3}(p). \]

**Proof.** – First, it is easily seen that for \( n \geq 1 \) and \( j \in \{1, 2, 3\} \):

\[ Y_j = \sum_{a=a_1 \ldots a_n \in \mathbb{N}^n} A_{j,a_1}(e) A_{j,a_2}(a_1) \cdots A_{j,a_n}(a_1 \ldots a_{n-1}) Y_j(a), \]

where

\[ Y_j(a) = \lim_{p \to \infty} \sum_{a_1' \ldots a_p' \in \mathbb{N}^p} A_{j,a_1'}(a) A_{j,a_2'}(aa_1') \cdots A_{j,a_p'}(aa_1' \ldots a_{p-1}' \ldots a_{n-1}) \]

and the r.v.’s \( (Y_1(a), Y_2(a), Y_3(a)), a \in \mathbb{N}^n \), are independent copies of \( (Y_1, Y_2, Y_3) \), which are also independent of the \( (A_1(b), A_2(b), A_3(b)), b \in \bigcup_{k=0}^{n-1} \mathbb{N}^k \) and satisfy a.s.

\[ Y_j(a) = \sum_{i \geq 0} A_{j,i}(a) Y_j(ai). \]

So

\[ Y_1 + Y_2 - 2Y_3 = \sum_{i \geq 0} A_{3,i}(Y_1(i) + Y_2(i) - 2Y_3(i)) \]

\[ + \sum_{i \geq 0} (A_{2,i} - A_{3,i})(Y_2(i) - Y_1(i)) \]

\[ + \sum_{i \geq 0} (A_{1,i} + A_{2,i} - 2A_{3,i})(Y_1(i) - 1) \]

\[ + \sum_{i \geq 0} (A_{1,i} + A_{2,i} - 2A_{3,i}), \]

and using this decomposition repeatedly in the first term on the right, one obtains for every integer \( m \geq 0 \)

\[ Y_1 + Y_2 - 2Y_3 = Q_m + \sum_{k=0}^{m} R_k + S_k + S'_k \]

with

\[
Q_m = \sum_{a \in \mathbb{N}^m} \sum_{i \geq 0} \left[ \prod_{\ell=0}^{m-1} A_{3,a_{\ell+1}}(a_1 \ldots a_\ell) \right] \\
\times A_{3,i}(Y_1(ai) + Y_2(ai) - 2Y_3(ai)),
\]
\( R_k = \sum_{a \in \mathbb{N}^k} \sum_{i \geq 0} \left[ \prod_{\ell=0}^{k-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}) \right] \times \left( A_{2,i}(a) - A_{3,i}(a) \right) \left( Y_2(ai) - Y_1(ai) \right) \),

\( S_k = \sum_{a \in \mathbb{N}^k} \sum_{i \geq 0} \left[ \prod_{\ell=0}^{k-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}) \right] \times \left( A_{1,i}(a) + A_{2,i}(a) - 2A_{3,i}(a) \right) \left( Y_1(ai) - 1 \right) \)

and

\[ S'_k = \sum_{a \in \mathbb{N}^k} \left[ \prod_{\ell=0}^{k-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}) \right] \left[ \sum_{i \geq 0} A_{1,i}(a) + A_{2,i}(a) - 2A_{3,i}(a) \right]. \]

Now the fact that \( A_1, A_2, \) and \( A_3 \) are in \( \mathcal{A} \), the equalities \( \mathbb{E}(Y_1) = \mathbb{E}(Y_2) = \mathbb{E}(Y_3) = 1 \) and the independences between r.v.'s allow the application of Lemma 2.1 successively with, instead of the \((U_i, V_i)'s\), the \((m-1)\)

\( \left( \prod_{\ell=0}^{m-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}) \right) A_{3,i}(a), \ Y_1(ai) + Y_2(ai) - 2Y_3(ai) \)'s

in \( Q_m \), the

\( \left( \prod_{\ell=0}^{k-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}) \right) (A_{2,i}(a) - A_{3,i}(a)), \ Y_2(ai) - Y_1(ai) \)'s

in \( R_k \), the

\( \left( \prod_{\ell=0}^{k-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}) \right) (A_{1,i}(a) + A_{2,i}(a) - 2A_{3,i}(a)), \ Y_1(ai) - 1 \)'s

in \( S_k \) and the

\( \left( \prod_{\ell=0}^{k-1} A_{3, a_{\ell+1}}(a_1 \ldots a_{\ell}), \sum_{i \geq 0} A_{1,i}(a) + A_{2,i}(a) - 2A_{3,i}(a) \right)'s \n
in \( S'_k \).

Then, standard calculus yields

\[ \|Q_m\|_p \leq 2\psi_{A_3}^{(m+1)/p} (p) \|Y_1 + Y_2 - 2Y_3\|_p, \]

\[ \|R_k\|_p \leq 2\psi_{A_3}^{k/p} (p)\psi_{A_2-A_3}^{1/p} (p) \|Y_1 - Y_2\|_p, \]

\[ \|S_k\|_p \leq 2\psi_{A_3}^{k/p} (p)\psi_{A_1+A_2-2A_3}^{1/p} (p) \|Y_1 - 1\|_p. \]
and

\[ \|S_k\|_p \leq 2\psi^{k/p}_{A_3}(p)S^{1/p}_{A_1+A_2-2A_3}(p). \]

Now, the conclusion comes from the inequality

\[ \|Y_1 + Y_2 - 2Y_3\|_p \leq \frac{\sum_{k=0}^{m}(\|R_k\|_p + \|S_k\|_p + \|S'_k\|_p)}{1 - 2\psi^{(m+1)/p}_{A_3}(p)}, \]

and a symmetrization of the right-hand side. \(\square\)

The following lemma is a slightly stronger form of a well known result [15].

**Lemma 2.3.** Let \(a < b\) be in \(\mathbb{R}\). Let \(f\) be a continuous function from \([a, b]\) to \(\mathbb{R}\). Assume that there exists a positive function \(\varphi\) on \(\mathbb{R}_+\), monotonically decreasing in a neighbourhood of 0, such that \(\varphi(h)/h\) is integrable near 0, and for some constant \(C > 0\): \(\forall j \in \mathbb{N}\) and \(0 \leq k < 2^j\)

\[
\left| f\left(a + \frac{k(b-a)}{2^j}\right) + f\left(a + \frac{(k+1)(b-a)}{2^j}\right) - 2f\left(a + \frac{(k+\frac{1}{2})(b-a)}{2^j}\right) \right| \leq C \frac{b-a}{2^{j+1}} \varphi\left(\frac{b-a}{2^{j+1}}\right). 
\]

Then, \(f\) is continuously differentiable.

**Proof of Theorem 1.** Fix \(K = [a, b]\) a non-trivial compact subinterval of \(I\) and choose an integer \(m_K \geq 0\) such that \(\sup_{t \in K} S_{A_t}(p) < 2^{-(m_k+1)/p}\). By the proof of Theorem 5.1 of [9] and the hypothesis (ii)(a), for all \(t \in K\),

\[ \mathbb{E}(Y_t^p) \leq \frac{\sup_{t \in K} S_{A_t}(p)}{1 - \sup_{t \in K} S_{A_t}(p)}. \]

So, hypothesis (ii)(b) together with Lemma 2.2 applied with \(A_1 = A_2 = A_{t+h}, A_3 = A_t\) and \(m = m_K\) yield a constant \(C_1\) such that for all \((t, h) \in K \times \mathbb{R}_+\) such that \(t + h \in K\)

\[ \mathbb{E}(|Y_{t+h} - Y_t|^p) \leq C_1 h^p. \quad (2.1) \]

Then, the Kolmogorov–Tchentov Theorem [16] yields a continuous modification \(t \mapsto Y_t\) of \(t \mapsto Y_t\).

Now, hypothesis (ii)(c), (2.1) and Lemma 2.2 applied with \(A_1 = A_{t+h}, A_2 = A_{t-h}, A_3 = A_t\) and \(m = m_K\) yield a constant \(C_2\) such that for all \((t, h) \in K \times \mathbb{R}_+\) such that \(t + h \in K\) and \(t - h \in K\),

\[ \mathbb{E}(|\tilde{Y}_{t+h} + \tilde{Y}_{t-h} - 2\tilde{Y}_t|^p) \leq C_2 \max(|\gamma(h), h^2|^p). \]
Thus, for all $j \in \mathbb{N}$,

$$p_j = \mathbb{P}\left( \max_{0 \leq k < 2^j} \left| \frac{\tilde{Y}}{a + \frac{(b-a)}{2^j}} + \frac{\tilde{Y}}{a + \frac{(b-a)}{2^j} - 2\frac{\tilde{Y}}{a + \frac{(k+1)(b-a)}{2^j}}} \right| > \frac{b - a}{2^{j+1}} \varphi \left( \frac{b - a}{2^{j+1}} \right) \right) \leq 2^j \frac{2^{(j+1)p}}{(b - a)^p} \varphi^{-p} \left( \frac{b - a}{2^{j+1}} \right) C_2 \max \left( \gamma \left( \frac{b - a}{2^{j+1}} \right), \frac{(b - a)^{2p}}{2^{2p(j+1)}} \right),$$

and as $\max(\gamma(h), h^{2p})/(h^{n+2}\varphi^p(h/2))$ is integrable near 0 and $\varphi$ and $\gamma$ are monotonically decreasing in a neighborhood of 0, $\sum_{j \geq 0} p_j < \infty$.

Then, by the Borel–Cantelli Lemma, with probability one, $t \mapsto \tilde{Y}_t$ satisfies the hypothesis of Lemma 2.3 with the function $\varphi$, so it is continuously differentiable on $I$.

Recall that each random continuous function $t \mapsto Y_{t,n}$ take values in the separable Banach space $(C^0(K, \mathbb{R}^+), \| \cdot \|_{\infty})$. For $n \geq 1$, denote by $B_n$ the $\sigma$-algebra generated in $\Omega$ by the $t \mapsto Y_{t,k}$’s, $1 \leq k \leq n$, and define $B_\infty = \bigcup_{n \geq 1} B_n$. The r.v. $t \mapsto \tilde{Y}_t$ is $B_\infty$-measurable, and if we can show that it is integrable, that is $\mathbb{E}(\max_{t \in K} \tilde{Y}_t) < \infty$, then (proceeding as Joffe et al. [6]), it is easily verified that for all $n \geq 1$, $\mathbb{E}(\tilde{Y}_n \mid B_n) = Y_{.,n}$, and by Proposition V-2-6 of [14], with probability one, $t \mapsto Y_{t,n}$ converges uniformly towards $t \mapsto \tilde{Y}_t$. So with probability one, $\tilde{Y}_t = Y_t$ for all $t \in K$ and one has the conclusion of the theorem, but with $K$ instead of $I$.

The fact that $\mathbb{E}(\max_{t \in K} \tilde{Y}_t) < \infty$ comes from (2.1) together with the differentiability of $t \mapsto \tilde{Y}_t$, which yield $\sup_{t \in K} \mathbb{E}\left(\left| \frac{d}{dt} Y_t \right|^p \right) \leq C_1$ by the Fatou Lemma.

One ends the proof by writing $I$ as a countable union of compact subintervals. $\square$
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