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ABSTRACT. – A vortex structure based on 3-dimensional Brownian motion is introduced. The interaction energy \( H_{xy} \), between different vortex filaments \( (x + W_t) \) and \( (y + W_t) \) is rigorously defined and proved to be finite. The divergence of \( H_{xy} \) as \( |x - y| \to 0 \) is analyzed and used to prove that the total energy of the vortex structure is finite, under suitable assumptions. A relation with the intersection local time is established.

RéSUMÉ . – Une structure tourbillonnaire basée sur le mouvement brownien tri-dimensionnel est introduite. L’énergie d’interaction \( H_{xy} \) entre les différents filaments tourbillonnaires \( (x + W_t) \) et \( (y + W_t) \) est définie de manière rigoureuse et il est démontré qu’elle est finie. La divergence de \( H_{xy} \) quand \( |x - y| \to 0 \) est analysée et utilisée pour montrer, sous certaines hypothèses, que l’énergie totale de la structure tourbillonnaire est finie. Une relation avec le temps local d’intersection est établie.

1. Introduction

The geometry and statistics of small scale structures in turbulent flows is only partially understood. By small scales we mean the inertial range scales, i.e., those between the large scales where energy is injected into the fluid and the Kolmogorov scale where the kinetic energy is dissipated into heat. A. Chorin, in his book [5] and related works, suggests certain probabilistic descriptions of the vortex structures that are observed in a number of experiments. His theories throw light on the possible geometry of these structures and their statistics. One of the main purposes of a statistical description of small scale structures is to recover, or correct, statistical laws of turbulent flows, like the well-known Kolmogorov–Obukov law for the structure function and energy spectrum in the inertial range. The probabilistic models proposed by Chorin are very attractive and capture many aspects of the problem; some other aspects are less clearly understood, and our aim here is to discuss one of the remaining difficulties and show some partial positive results. Part of the intuitive idea contained in the present work has been in fact suggested by A. Chorin in private discussions.
In general terms, one would like to define a space $\Omega$ of fluid configurations, with a $\sigma$-algebra $\mathcal{F}$ and a probability measure $\mu$, such that a number of requirements are fulfilled: the configurations have to be objects at least phenomenologically similar to the observed structures of 3D fluids; statistics like the energy spectrum should be similar to those measured in experiments, etc. In principle one should take a probability space $(\Omega, \mathcal{F}, \mu)$ rigorously arising from the Navier–Stokes equations (a set of velocity fields with an invariant mesure), but this complete program does not yield interesting quantitative results at present (see [2,7–9,27] for theoretical results in this direction). If one believes, as it seems from several experiments, that the vorticity is concentrated in filament-like structures that dominate the small scale evolution, one can look for a phenomenological model based on vorticity curves (the elements of $\partial \Omega$) endowed with a suitable probability measure. In analogy with statistical mechanics, a first attempt is to take a Gibbs measure with weight

$$\frac{1}{Z} e^{-\beta H(\gamma)}$$

(1)

where $H(\gamma)$ is the kinetic energy associated to the vorticity configuration $\gamma \in \Omega$. The choice of a Gibbs prescription for a vortex system is not obvious a priori, but it has some motivations and may lead to interesting results, see [5,18], and also references therein on statistical mechanics of two-dimensional point vortices.

One of the main technical problems in this approach is that the energy of a curve is infinite. This fact is easy and well known for smooth curves, see Section 2.1. One could hope that a fractal curve, like a Brownian trajectory, may have finite energy (the foldings of the curve reduce the energy, see [5], so the irregularity of the curve may play a positive role). However, the (natural) definition of energy given below shows that also Brownian trajectories have infinite energy. A theorem of Akao, see [1], also provides a certain evidence that any kind of vortex curve has infinite energy. On an informal ground (not reported here) we have also computed (part of) the energy for a fractional Brownian trajectory for any Hurst parameter, and we have obtained divergences as well.

One of the basic models proposed in [5] is made of lattice vortex filaments. The lattice approximation provides, besides other advantages, the cut-off necessary to get a finite energy. The problem of the limit structures, as the lattice spacing goes to zero, remains open. Addressing this problem has been the main motivation of our work. The continuous-space structures should be more intrinsic objects, and provide more accurate small scale statistics.

As suggested by Chorin, and as it emerges from the previous negative results, the limit structures cannot reduce to single curves, but should include some sort of cross section. One can artificially define tubes around the curves which provide again a cut-off, but they are similar to lattice approximation from the view-point of the drawbacks. Moreover, a fractal cross section looks more convincing in comparison with certain numerical experiments, see for instance [3].

We introduce a very preliminary model based on vorticity fields concentrated over sets of the form

$$C_A = \{ x + W_t; x \in A, t \in [0, T] \}$$
where \((W_t)_{t \in [0,T]}\) is a Brownian motion in \(\mathbb{R}^3\), and \(\mathcal{A} \subset \mathbb{R}^3\) is a compact set supporting a probability measure \(\rho\) such that
\[
\int_{\mathcal{A}} \int_{\mathcal{A}} \frac{1}{|x-y|} \rho(dx)\rho(dy) < \infty.
\]
(2)

As we shall see later, a certain interaction energy \(H_{xy}\) behaves as \(\frac{1}{|x-y|}\), so (2) will be the natural condition to have finite total energy. Condition (2) is well known in potential theory (see [13]). As we recall in the next section, every compact set \(\mathcal{A}\) with positive capacity supports a probability measure \(\rho\) satisfying (2). In particular, this is true for every compact set \(\mathcal{A}\) with Hausdorff dimension strictly greater than one. The geometry of the sets \(C_{\mathcal{A}}\) is certainly unrealistic to model regions of high vorticity; for instance, one expects that the cross section varies with the position along the filament. However, we believe that one can find generalization of the random sets \(C_{\mathcal{A}}\), possibly based on the notion of random attractor (see [6]), with more realistic features.

We prove that the energy of vorticity configurations based on sets \(C_{\mathcal{A}}\) is finite. Our analysis is based on the control of the mutual interaction between the (close but different) Brownian curves \(x+W_t\) and \(y+W_t\) with \(x \neq y\). The interaction energy \(H_{xy}\) is formally given by the double Stratonovich integral
\[
H_{xy} = \frac{\Gamma^2}{8\pi} \int_0^T \int_0^T \frac{1}{|x+W_s-(y+W_t)|} \circ dW_s \circ dW_t.
\]

Our first result is a rigorous definition of \(H_{xy}\). Then, roughly speaking, we prove that the interaction energy \(H_{xy}\) diverges as
\[
H_{xy} \sim \frac{1}{|x-y|}.
\]
The self interaction \((x=y)\) would give an infinite contribution to the energy, but the total energy is the \(\rho\)-average of the mutual interactions, which is finite by assumption (2).

A remarkable fact is that the interaction energy contains, as one of the two dominating terms, the intersection local time of the 3-dimensional Brownian motion. This shows rigorously the expected importance of the self-intersections in the computation of the energy. When the Gibbs measure (1) will be considered, the penalization of self-intersections of polymer theories (Westwater [28], Bolthausen [4], etc.) will be automatically taken into account. In this connection it is important to understand whether other processes with less self-intersections may yield better results (see, for instance, Toth and Werner [26]).

To summarize, the three informations on Brownian vortex structures provided by this paper are a rigorous definition of \(H_{xy}\) for \(x \neq y\), the scaling of \(H_{xy}\) as \(|x-y| \to 0\) (and therefore the finiteness of the total energy under assumption (2)), and the relation with the intersection local time.

Although the energy of a single curve is infinite (we need the cross section \(\mathcal{A}\) to have finite energy), there is still the possibility that a Gibbs ensemble \(\mu_\beta\) for single
curves is well defined by a renormalization procedure (namely when the distribution \( \rho \) tends to a Dirac mass). This direction of research is further motivated by the similarity of the present problem with polymers and the success of renormalization for them, see [28,4]. More precisely, the decomposition proved in this paper suggests that the dominating divergencies are similar to those of polymers and only the double Itô integral of Definition 4 below seems to contain new terms. Nonetheless, the arguments of [28,4] cannot be easily extended since it would require the positivity of the interaction energy between different parts of a filament, a fact that is not true. So the renormalization of vortex filaments remains an open problem.

Once the space of configurations \( \partial \Omega \omega \) and the energy of configurations is well defined, it is possible to address many questions concerning the Gibbs measures, the computation of important moments as the structure function, the existence of an Hamiltonian dynamic and its relations with Euler equation (see, for instance, [17] in two dimensions), the existence of Glauber type dynamics and their use for simulations, some form of invariance principle in connection with the theory of [5], and not last the attempt to go back to a single filament by renormalization. As we have remarked above, it is also very important to look for more realistic models, not based on a fixed set \( \mathcal{A} \) and perhaps not on Brownian motion. All these problems contain nontrivial points and are open at present, but we hope to report on some of them in future works.

Let us finally remark that also the work of Gallavotti [10], Section II.11, has been a source of motivation for the present investigation, as well as the results of P.L. Lions and A. Majda [18] reported also in [16].

2. Preliminary formal considerations

2.1. Formal expression of the energy

The kinetic energy \( H = \frac{1}{2} \int_{\mathbb{R}^3} |u(x)|^2 \, dx \) of a velocity field \( u(x) \) can be written, under suitable regularity and decay assumptions, in terms of the vorticity field \( \xi(x) = \text{curl} \, u(x) \) as (see [5])

\[
H = \frac{1}{8\pi} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{\xi(x) \cdot \xi(x')}{|x - x'|} \, dx \, dx'.
\]

(3)

In the ideal case of a vorticity field concentrated along a curve \( \gamma(t), \ t \in [0, T], \) i.e. a field formally defined as (the parameter \( \Gamma \) is the circuitation)

\[
\xi(x) = \Gamma \int_0^T \delta(x - \gamma(t)) \dot{\gamma}(t) \, dt,
\]

(4)

the energy formally takes the form

\[
H = \frac{\Gamma^2}{8\pi} \int_0^T \int_0^T \frac{\dot{\gamma}(t) \cdot \dot{\gamma}(s)}{|\gamma(t) - \gamma(s)|} \, dt \, ds.
\]

(5)
For smooth curves this integral contains a non-integrable divergence along the diagonal.

Nonregular curves can be better, in principle. The term $|\gamma(t) - \gamma(s)|$ may be infinitesimal of order less than one (so $\frac{1}{|\gamma(t) - \gamma(s)|}$ is less divergent than in the smooth case), and very fast changes in direction may produce further cancellation in the term $\dot{\gamma}(t) \cdot \dot{\gamma}(s)$. Unfortunately this naïve hope is not confirmed by rigorous computations until now; the problems partially come from the very frequent self-intersections and for the major part it seems to come from the integrability requirements on $\frac{1}{|\gamma(t) - \gamma(s)|}$ imposed by the stochastic or generalized integrals appearing in $H$.

In order to construct vorticity fields with finite energy but still with an appealing fractal structure and suitable for a probabilistic treatment, we consider a distributional vorticity field formally expressed as

$$ \xi(x) = \Gamma \int_A \left( \int_0^T \delta(x - y - W_t) \circ dW_t \right) \rho(dy) $$  \hspace{1cm} (6)

where $A$ is a compact set in $\mathbb{R}^3$, $\rho$ is a probability measure supported by $A$, and $(W_t)_{t \in [0, T]}$ is a Brownian motion in $\mathbb{R}^3$. For a rigorous definition see Section 2.2. The corresponding kinetic energy, in analogy with (3) and (5) (compare (4) and (6)) takes the form

$$ H = \frac{\Gamma^2}{8\pi} \int_A \int_A \left( \int_0^T \int_0^T \frac{1}{|x + W_t - (y + W_s)|} \circ dW_t \circ dW_s \right) \rho(dx) \rho(dy). $$

If we introduce the interaction energy between the curves $(x + W_t)_{t \in [0, T]}$ and $(y + W_t)_{t \in [0, T]}$, with $x \neq y$, formally defined as

$$ H_{xy} = \frac{\Gamma^2}{8\pi} \int_0^T \int_0^T \frac{1}{|x + W_t - (y + W_s)|} \circ dW_t \circ dW_s, $$  \hspace{1cm} (7)

then we have

$$ H = \int_A \int_A H_{xy} \rho(dx) \rho(dy). $$  \hspace{1cm} (8)

The purpose of this paper is to show that (7) has a meaningful definition, and (8) is also well defined under the assumption (2). Notice that for smooth curves $\gamma(t)$ in place of $W_t$, the interaction energy $H_{xy}$ can be infinite; however, this flaw of the smooth case has to be compared with the open problems mentioned in Remark 8.

Concerning condition (2), let us recall a few facts from potential theory, see [13]. A probability measure $\rho$ satisfying (2) is called a measure with finite energy (we restrict the attention to space dimension 3 and the Riesz kernel $\frac{1}{|x|}$, so we take $p = 3$ and $\alpha = 2$ in the notations of [13]). The capacity of a compact set $A$ is the nonnegative number $W(A)^{-1}$, where $W(A)$ is the infimum of the double integral in (2), over all probability measures $\rho$ supported by $A$, with the obvious convention $W(A)^{-1} = 0$ when no such
measures exist. Therefore, by definition, there exists a probability measure $\rho$ supported by $A$ with finite energy if and only if the capacity of $A$ is strictly positive. In such a case the infimum of the double integral in (2) is reached by a probability measure, proportional to the so-called equilibrium measure, which therefore provides a sort of canonical example of measure satisfying (2). Finally, by Theorem 3.13 of [13], every compact set with Hausdorff dimension $d > 1$ has positive capacity. Therefore, it supports a probability measure $\rho$ satisfying (2).

### 2.2. Motivations for the Stratonovich integration

From the viewpoint of fluid dynamics the choice (6) for a vorticity field is artificial for a number of reasons, so it has to be considered only as a first step. A part from the major question of the physical realism, one problem with (6) is that it does not fulfill the necessary constraint $\text{div} \, \xi(x) = 0$ of incompressible fluid dynamics, the one we deal with here. To remedy this problem we should either consider closed curves (thus a Brownian bridge) or curves with parameter $t$ over all $\mathbb{R}$. Both ways complicate considerably the analysis, and probably they would not lead to very different quantitative results as far as interesting mean values are concerned, so for sake of simplicity we restrict the attention to the artificial case above. However, we keep in mind the constraint $\text{div} \, \xi(x) = 0$ in the fact that we take Stratonovich integrals, as we show below. The choice of Stratonovich integrals is more natural also from the viewpoint of the approximation by regular fields (a problem not treated here). In addition, if we replace Stratonovich integrals by Itô ones in (8) above we formally get $E[H] = 0$ which is physically meaningless.

On the other side, the choice of Stratonovich integrals is the origin of certain technical difficulties, since we have to understand the correction terms in the Itô formulation. However, we shall also discover the interesting fact that one of the correction terms is the intersection local time.

**Remark 1.** – Neglecting the condition $\text{div} \, \xi(x) = 0$ we are not able to prove $H \geq 0$. We only have $E[H] > 0$.

Let us see the relation between the Stratonovich integration and the condition $\text{div} \, \xi(x) = 0$. Let $(W_t)_{t \in \mathbb{R}}$ be a two-sided Brownian motion in $\mathbb{R}^3$ (defined for instance as a forward Brownian motion for $t \geq 0$ glued with a backward Brownian motion for $t \leq 0$, both equal to zero for $t = 0$, adapted to the filtration $\mathcal{F}_t = \sigma\{W_s - W_t; \ r \leq s \leq t\}$). Consider the distributional vorticity field

$$\xi(x) = \int_{\mathcal{A}} \left( \int_{-\infty}^{+\infty} \delta(x - y - W_t) \circ dW_t \right) \rho(dy).$$

The rigorous definition is the following one: for all vector fields $\phi : \mathbb{R}^3 \to \mathbb{R}^3$, of class $C^\infty$ with compact support (shortly $\phi \in \mathcal{D}(\mathbb{R}^3, \mathbb{R}^3)$), we set

$$\xi(\phi) = \int_{\mathcal{A}} \left( \int_{-\infty}^{+\infty} \phi(y + W_t) \circ dW_t \right) \rho(dy).$$ (9)
Thanks to the transience of $W$ in $\mathbb{R}^3$ and the compact support of $\phi$, the integration $\int_{-\infty}^{+\infty}$ reduces to an integration over a random bounded interval; the integration is understood in the Stratonovich form, and the scalar product of the vector fields $\phi(x' + W_t)$ and $dW_t$ is taken; the Stratonovich integral is well defined since $\phi(x' + W_t)$ is a semimartingale; all the other operations on the right-hand-side of (9) are well defined, so $\xi(\phi)$ is a real valued random variable. In this sense, as an operator from $\mathcal{D}(\mathbb{R}^3, \mathbb{R}^3)$ to the set of random variables, $\xi(\phi)$ is a generalized random field.

For all smooth scalar fields $q$ with compact support, we have

$$
\xi(\nabla q) = \int_\mathcal{A} \left( \int_{-\infty}^{+\infty} \nabla q(y + W_t) \circ dW_t \right) \rho(dy)
$$

$$
= \int_\mathcal{A} \left( \lim_{T \to \infty} \left[ q(y + W_T) \right]_{t=-T}^{t=T} \right) \rho(dy) = 0.
$$

This means $\text{div} \xi(x) = 0$ in the sense of distributions. The same property fails if we take an Itô integral. The definitions and results of this section are not used below, so we have taken the freedom to express them in a slightly informal way.

### 2.3. Difficulties and strategy to define the energy

A rigorous definition of the energies (7) and (8) has to overcome the following difficulties:

- The double stochastic integral in (7) contains anticipative integrands.
- The Itô formulation of the Stratonovich integrals introduces correction terms with singularities of higher order than $\frac{1}{|x + W_t - (y + W_s)|}$.

To deal with the first difficulty we do not need to use anticipative calculus. If we define rigorously “half” of the interaction energy, namely the quantity

$$
H^{(\frac{1}{2})}_{xy} = \frac{\Gamma^2}{8 \pi} \int_0^T \left( \int_0^t \frac{1}{|x + W_i - (y + W_s)|} \circ dW_i \right) \circ dW_t, \quad (10)
$$

then we set

$$
H_{xy} = H^{(\frac{1}{2})}_{xy} + H^{(\frac{1}{2})}_{yx}.
$$

To accept this decomposition (we cannot prove it, since we are still looking for a meaningful definition) notice that for smooth approximations $W^n_t$ of $W_t$, and a smooth approximation $\frac{1}{|x + W^n_t - (y + W^n_s)|}$ of $\frac{1}{|x + W_t - (y + W_s)|}$, we have

$$
\int_0^T \left( \int_0^t \frac{1}{|x + W^n_i - (y + W^n_s)|} dW^n_i \right) dW^n_t
$$

$$
= \int_0^T \left( \int_0^t \frac{1}{|x + W^n_i - (y + W^n_s)|} dW^n_i \right) dW^n_t
$$
\[
\int_0^T \left( \int_0^t \frac{1}{|x + W^n_t - (y + W^n_s)|_e} \, dW^n_s \right) \, dW^n_t = \int_0^T \left( \int_0^t \frac{1}{|y + W^n_t - (x + W^n_s)|_e} \, dW^n_s \right) \, dW^n_t.
\]

As a second step, the double stochastic integral in (10) can be approached either with the theory of multiple stochastic integrals (at least after it has been rewritten in Itô form), see, for instance, [22], or (as we shall do below), by using backward integration in the internal integral. We interpret

\[
\int_0^t \frac{1}{|x + W_t - (y + W_s)|} \, dW_s
\]

in (10) as the \textit{backward Stratonovich integral} (see [12]; the forward/backward calculus of Russo and Valois, [23,24], is also suitable for the following purposes)

\[
\int_0^t \frac{1}{|x + W_t - (y + W_s)|} \, \hat{d}W_s.
\]

To this end we recall that one has to introduce the \( \sigma \)-algebras

\[
\mathcal{F}_t^f = \sigma \{ W_r - W_s ; \ s \leq r \leq \tau \ \leq t \}.
\]

Given \( t > 0 \), the family \((\mathcal{F}_s^f)_{s \in [0,t]}\) is a backward filtration \((\mathcal{F}_s^f \supseteq \mathcal{F}_s^g \text{ if } s_1 \leq s_2)\), the process \((\hat{W}_s^f)_{s \in [0,t]}\) defined as \( \hat{W}_s^f = W_t - W_s \) is a backward Brownian motion adapted to \((\mathcal{F}_s^f)_{s \in [0,t]}\), and one can integrate in the Itô sense processes \((X_s)_{s \in [0,t]}\) backward adapted to \((\mathcal{F}_s^f)_{s \in [0,t]}\), with integrability conditions of the same kind as for the forward integration theory. We refer to [12] for details on backward stochastic calculus. For instance, if \((X_s)_{s \in [0,t]}\) is a continuous process, \( X_s \) measurable with respect to \( \mathcal{F}_s^f \) for all \( s \in [0,t] \), then the backward Itô integral \( \int_0^t X_s \, \hat{d}W_s \) is the limit in probability of the Riemann sums

\[
\int_0^t X_s \, \hat{d}W_s = \lim_{n \to \infty} \sum_{s \in \pi_n} X_{s+\tau/\ell} (W_{s+\tau/\ell} - W_s)
\]

where \( \{\pi_n\} \) is a sequence of partitions with lengths going to zero. We have recalled these facts also to point out the convention of taking the increments \((W_{s+\tau/\ell} - W_s)\) instead of \((W_s - W_{s+\tau/\ell})\), a difference in sign that has to be clarified in view of the computations of the next section. Similarly the backward Stratonovich integral \( \int_0^t X_s \, \hat{d}W_s \) is well defined for instance when \((X_s)_{s \in [0,t]}\) is a continuous backward semimartingale with respect to
in such a case

$$\int_0^t X_s \circ \hat{d}W_s = P_\cdot \lim_{n \to \infty} \sum_{s \in \pi_n \atop s < t} \frac{X_{s+1/2} + X_{s}}{2} (W_{s+1/2} - W_s). \quad (12)$$

With these notations in mind, we shall give a rigorous definition of

$$H_{xy}^{(1)} = \frac{\Gamma^2}{8\pi} \int_0^T \left( \int_0^t \frac{1}{|x + W_t - (y + W_s)|} \circ \hat{d}W_s \right) \circ dW_t. \quad (13)$$

This solves the first difficulty mentioned above (anticipative integrands). The second one (high singularities arising from the correction terms of Stratonovich integrals) is dealt with by means of the lemma of the next section. It is a careful way to rewrite the correction terms in order to identify the leading singularities. More naïve expressions produce higher or more obscure singularities which in fact should cancel each other, but it is not trivial to detect the cancellations.

### 3. A preliminary identity

Consider a smooth function $\sigma(x)$ from $\mathbb{R}^3$ to $\mathbb{R}$, with compact support (a good decay at infinity like $\sigma(u) \sim \frac{1}{|u|}$ and $|\nabla \sigma(u)| \sim \frac{1}{|u|^2}$ is sufficient, as well as the regularity $\sigma \in C^2(\mathbb{R}^3; \mathbb{R})$). Consider the double stochastic integral

$$I = \int_a^b \left( \int_a^t \sigma(u + W_t - W_s) \circ \hat{d}W_s \right) \circ dW_t$$

with the notations introduced before. Here we take a generic time interval $[a,b]$ (possibly with negative $a$, if we consider a two-sided Brownian motion), and $u$ is a given point in $\mathbb{R}^3$. This may be useful for future investigations on filaments with unbounded parameter range $t \in \mathbb{R}$.

The integral $I$ is well defined. Indeed, for every $t \in [a,b]$, the internal Stratonovich (backward) integral is well defined since $\sigma(u + W_t - W_s)$ is a backward continuous semimartingale with respect to $(\mathcal{F}_s^\beta)_{s \in [a,t]}$. The internal integral is forward progressively measurable with respect to $(\mathcal{F}_s^\beta)_{t \in [a,b]}$, from (12). Moreover, one has

$$\sup_{t \in [a,b]} \mathbb{E} \left[ \left( \int_a^t \sigma(u + W_t - W_s) \circ \hat{d}W_s \right)^2 \right] < \infty \quad (14)$$

since $\sigma$ is smooth with compact support (a decay at infinity like $\sigma(u) \sim \frac{1}{|u|}$ and $|\nabla \sigma(u)| \sim \frac{1}{|u|^2}$ is sufficient, see Section 4). However this property would allow us to define the external integral only in the Itô sense. The external Stratonovich integral is
well defined because

\[ \left( \int_a^t \sigma(u + W_t - W_s) \circ \hat{d}W_s \right)_{t \in [a,b]} \]

is a (forward) continuous semimartingale with respect to \((\mathcal{F}_t)_{t \in [a,b]}\). The proof of this fact is embodied in step 1 of the following lemma (see in particular (15) and (17)).

The next lemma shows that the double Stratonovich integral is equal to a double Itô integral plus correction terms, carefully chosen to identify the main divergences in the application to (10). The term with \(\Delta \sigma\) is remarkable for later considerations.

**Lemma 2.** – We have

\[
I = \int_a^b \left( \int_a^t \sigma(u + W_t - W_s) \circ \hat{d}W_s \right) dW_t
\]

\[
- \frac{1}{4} \int_a^b \left( \int_a^t (\Delta \sigma)(u + W_t - W_s) ds \right) dt
\]

\[
+ \frac{1}{2} \int_a^b \sigma(u) dt
\]

\[
+ \frac{1}{2} \int_a^b (\sigma(u + W_t - W_a) + \sigma(u + W_b - W_t)) dt.
\]

**Proof.** – Step 1. The forward Stratonovich integral

\[
J_t(z) = \int_a^t \sigma(z - W_s) \circ \hat{d}W_s (15)
\]

is well defined, since \(\sigma(z - W_s)\) is a continuous semimartingale, and is the limit in probability (uniformly in \(t\) over compact sets) of

\[
\sum_{s_i \in \pi_n, s_i < t} \frac{\sigma(z - W_{s_{i+1} \wedge t}) + \sigma(z - W_{s_i})}{2} (W_{s_{i+1} \wedge t} - W_{s_i})
\]

where \(\{\pi_n\}\) is a sequence of partitions with lengths going to zero. Therefore it is equal to the backward Stratonovich integral:

\[
J_t(z) = \int_a^t \sigma(z - W_s) \circ \hat{d}W_s. (16)
\]
By the regularity of $\sigma$ and the backward adaptedness (we use the representation (16)) we have

$$J_t(u + W_t) = \int_a^t \sigma(u + W_t - W_s) \circ dW_s. \quad (17)$$

Here we have used a substitution argument similar for instance to Corollary 7.9 of [12] for the Itô part, and a classical argument for the Riemann integral that gives us the Stratonovich correction.

Since (by (15))

$$dJ_t(z) = \sigma(z - W_t) \circ dW_t,$$

by Itô–Wentzell formula, $J_t(u + W_t)$ is also given by

$$J_t(u + W_t) = \int_a^t \sigma(u) \circ dW_s + \int_a^t (DJ)_t(u + W_s) \circ dW_s \quad (18)$$

(in the latter stochastic integral we have a product matrix-vector). Therefore

$$I = \int_a^b \left( \int_a^t \sigma(u + W_t - W_s) \circ dW_s \right) dW_t + \frac{1}{2} [J(u + W), W]_a^b$$

$$= \int_a^b \left( \int_a^t \sigma(u + W_t - W_s) \circ dW_s \right) dW_t$$

$$+ \frac{3}{2} \int_a^b \sigma(u) \, dt + \frac{1}{2} \int_a^b (\text{div}_z J)_r(u + W_t) \, dr$$

because

$$[J(u + W), W]_a^b = \sum_i [J^i(u + W), W^i]_a^b$$

$$= \sum_i \int_a^b \sigma(u) \, dt + \sum_i \sum_j \int_a^b \frac{\partial J^i}{\partial z_j}(u + W_t) \, d[W^j, W^i],$$

from (18).

**Step 2.** From (15) (since $\sigma \in C^2$, we can differentiate in $z$ under the integral, see [12]) we have

$$(\text{div}_z J)_r(z) = \sum_i \int_a^t \left( \frac{\partial \sigma}{\partial z_i} \right)(z - W_s) \circ dW_s^i = \int_a^t (\nabla \sigma)(z - W_s) \circ dW_s$$

$$= -\sigma(z - W_t) + \sigma(z - W_a),$$

so

$$(\text{div}_z J)_r(u + W_t) = -\sigma(u) + \sigma(u + W_t - W_a).$$
Hence
\[ \int_a^b (\text{div}_z J)_t(u + W_t) \, dt = \int_a^b [-\sigma(u) + \sigma(u + W_t - W_a)] \, dt, \]
which implies
\[
I = \int_a^b \left( \int_a^t (\sigma(u + W_t - W_s) \circ \hat{d}W_s) \right) dW_t \\
+ \int_a^b \sigma(u) \, dt + \frac{1}{2} \int_a^b \sigma(u + W_t - W_a) \, dt.
\]

Step 3. Let us now transform the internal Stratonovich integral. From the rules of backward calculus ([12]) we have
\[
\int_a^t (\sigma(u + W_t - W_s) \circ \hat{d}W_s) \\
= \int_a^t \sigma(u + W_t - W_s) \, \hat{d}W_s - \frac{1}{2} \left[ \sigma(u + W_t - W_s), W_t \right]_a \\
= \int_a^t \sigma(u + W_t - W_s) \, dW_s + \frac{1}{2} \int_a^t (\nabla \sigma)(u + W_t - W_s) \, ds. \tag{19}
\]
Since the positive sign of the second term is very important for the sequel, we simply recall that the rules of backward calculus used above is based on the identity
\[
\sum_{s_i \in \tau_0 \atop s_i < t} \frac{\sigma(u + W_t - W_{s_{i+1}}} \rangle - \sigma(u + W_t - W_{s_i})}{2} (W_{s_{i+1}} - W_{s_i}) \\
= \sum_{s_i \in \tau_0 \atop s_i < t} \sigma(u + W_t - W_{s_{i+1}}) (W_{s_{i+1}} - W_{s_i}) \\
- \sum_{s_i \in \tau_0 \atop s_i < t} \frac{\sigma(u + W_t - W_{s_{i+1}}) - \sigma(u + W_t - W_{s_i})}{2} (W_{s_{i+1}} - W_{s_i}).
\]
The second term of (19) inserted into the external integral gives us (by the Stochastic Fubini theorem, see [29] for similar computations)
\[
\int_a^b \left( \frac{1}{2} \int_a^t (\nabla \sigma)(u + W_t - W_s) \, ds \right) dW_t
= \frac{1}{2} \int_a^b \left( \int_s^b (\nabla \sigma)(u + W_t - W_s) \, dW_t \right) ds. \tag{20}
\]
But
\[ \sigma(u + W_b - W_s) = \sigma(u) + \int_a^b (\nabla \sigma)(u + W_t - W_s) \cdot dW_t \]
\[ + \frac{1}{2} \int_a^b (\Delta \sigma)(u + W_t - W_s) dt. \quad (21) \]

Hence
\[
\int_a^b \left( \frac{1}{2} \int_a^t (\nabla \sigma)(u + W_t - W_s) ds \right) dW_t \\
= \frac{1}{2} \int_a^b \left( \sigma(u + W_b - W_s) - \sigma(u) - \frac{1}{2} \int_a^b (\Delta \sigma)(u + W_t - W_s) dt \right) ds \\
= -\frac{1}{4} \int_a^b \left( \int_a^t (\Delta \sigma)(u + W_t - W_s) ds \right) dt \\
- \frac{1}{2} \int_a^b \sigma(u) dt + \frac{1}{2} \int_a^b \sigma(u + W_b - W_s) ds. \quad (22) \]

In conclusion, we have
\[
I = \int_a^b \left( \int_a^t \sigma(u + W_t - W_s) dW_s \right) dW_t + \int_a^b \left( \frac{1}{2} \int_a^t (\nabla \sigma)(u + W_t - W_s) ds \right) dW_t \\
+ \int_a^b \sigma(u) dt + \frac{1}{2} \int_a^b \sigma(u + W_t - W_a) dt \\
= \int_a^b \left( \int_a^t \sigma(u + W_t - W_s) dW_s \right) dW_t - \frac{1}{4} \int_a^b \left( \int_a^t (\Delta \sigma)(u + W_t - W_s) ds \right) dt \\
+ \frac{1}{2} \int_a^b \sigma(u) dt + \frac{1}{2} \int_a^b (\sigma(u + W_t - W_a) + \sigma(u + W_b - W_t)) dt. \]

The proof is complete.

**Remark** 3. – Yor’s version [29] of Rosen–Tanaka formula includes computations of the form (20), (21) and (22), in the reversed order: the aim of [29] is is to express the difficult integral \( \int_a^b \int_a^t (\Delta \sigma)(u + W_t - W_s) ds dt \) in terms of easier integrals. Our motivation here to apply a reversed procedure with respect to [29] is to put in evidence the dominating singularities and display the (conceptually important) presence of the intersection local time, deeply investigated in the literature.
4. Definitions

Recall that (in the sense of distributions)
\[
\frac{1}{4\pi} \frac{1}{|x|} = -\delta(x).
\]
The identity of the previous section, along with the first steps indicated in previous sections, motivate the following definition (we replace \(\sigma(x)\) by \(\frac{1}{|x|}\)).

Definition 4. – We call interaction energy, over the parameter interval \([0, T]\), between the vortex filaments \((x + W_t)_{t\in[0,T]}\) and \((y + W_t)_{t\in[0,T]}\) with \(x \neq y\), where \((W_t)_{t\in[0,T]}\) is a Brownian motion in \(\mathbb{R}^3\), the expression \(H_{xy}\) defined as

\[
H_{xy} = H_{xy}^{(4)} + H_{xy}^{(\frac{4}{3})}
\]

where

\[
\frac{8\pi}{3} H_{xy}^{(4)} = I_1(x - y) + I_2(x - y) + I_3(x - y) + I_4(x - y),
\]

\[
I_1(x - y) = \int_0^T \left( \int_0^t \frac{1}{|x + W_t - (y + W_s)|} \hat{d}W_s \right) dW_t,
\]

\[
I_2(x - y) = \pi \alpha(x - y; T),
\]

\[
I_3(x - y) = \frac{1}{2} \int_0^T \frac{1}{|x - y|} \, dt,
\]

\[
I_4(x - y) = \frac{1}{2} \int_0^T \left( \frac{1}{|x + W_t - y|} + \frac{1}{|x + W_t - (y + W_t)|} \right) dt,
\]

and where \(\alpha(u; T), u \in \mathbb{R}^3\), is the intersection local time of the Brownian motion \((W_t)\), formally given by

\[
\alpha(u; T) = \int_0^T \left( \int_0^t \delta(u + W_s - W_t) \, ds \right) \, dt.
\]

The intersection local time of the Brownian motion has been rigorously defined by Rosen [20,21], and further studied by many authors, including Le Gall [14,15], Yor [29,30], Imkeller et al. [11], works that contain relevant results for the sequel. The first theorem below states that the previous definition of \(H_{xy}\) is meaningful. The second theorem deals with the divergence of \(H_{xy}\) as \(|x - y| \to 0\). Let us anticipate the final definition of energy.
Definition 5. – We call kinetic energy of the vortex structure $(C_A, \rho)$, where $C_A$ is the random set \( \{ x + W_t; \; x \in A, t \in [0, T] \} \) with $(W_t)_{t \in [0, T]}$ a Brownian motion in $\mathbb{R}^3$ and $A \subset \mathbb{R}^3$ a compact set, and where $\rho$ is a probability measure supported by $A$ such that (2) holds true, the expression

\[
H = \int_A \int_A H_{xy} \rho(dx) \rho(dy).
\]

The third theorem below states that this definition is meaningful, and $H$ is finite.

Theorem 6. – For every $x \neq y$, $H_{xy}$ is a well defined real valued random variable, with finite moments of every order. The family \( \{ H_{xy}; \; x, y \in \mathbb{R}^3 \} \) is a measurable random field; more precisely, \( \{ I_1(x - y); \; x, y \in \mathbb{R}^3 \} \) is a measurable random field, \( \{ \alpha(x - y; T); \; x, y \in \mathbb{R}^3, x \neq y \} \) is a continuous random field, \( \{ I_4(x - y); \; x, y \in \mathbb{R}^3 \} \) is a continuous random field (see steps 2 and 3 for further regularity of these fields).

Proof. – Step 1. In this step we discuss the properties of $I_1(x - y)$. First, let $x \neq y$ be given. The internal backward integral

\[
\int_0^t \frac{1}{|x + W_t - (y + W_s)|} \, dW_s
\]

is well defined, for every given $t$, since the process

\[
\left( \frac{1}{|x + W_t - (y + W_s)|} \right)_{s \in [0, T]}
\]

is $P$-a.s. continuous (the point $x - y$ is polar) and adapted to the filtration $(\mathcal{F}_t)_{t \in [0, T]}$. In addition, we shall see below that

\[
\sup_{t \in [0, T]} E \left[ \int_0^t \frac{1}{|x + W_t - (y + W_s)|^2} \, ds \right] < \infty \quad (23)
\]

so that the internal integral is of class $L^2_P$. Since the internal integral is the $L^2_P$-limit of Riemann sums, see (11), it is easy to check that it is jointly measurable in $(t, \omega)$, and also progressively measurable with respect to the filtration $(\mathcal{F}_t)_{t \in [0, T]}$. Therefore, from (23), it follows that also the external stochastic integral is well defined and is of class $L^2_P$. Concerning the joint measurability also in the space variable $x - y$, it follows from a simple limit argument when $\frac{1}{|x + W_t - (y + W_s)|}$ is approximated by $\frac{1}{|x + W_t - (y + W_s)|_\epsilon}$ where $\frac{1}{|\cdot|_\epsilon}$ denotes a smooth compact support approximation of $\frac{1}{|\cdot|}$.

Let us prove that $I_1(x - y)$ is of class $L_{P}^{2n}$ for all positive integers $n$, when $x \neq y$ are given. Using the Burkholder–Davis–Gundy inequality, we have (we use obvious notations for the constants, without further comments)
Preliminary, for every $\gamma$ where

$$\
\frac{1}{|x + W_t - (y + W_s)|} \, dW_s \bigg]_{t=0}^{T}
$$

Now the random variable $C_n$ Notice that the constants $x$ with $ds$

$$\
\left(\frac{1}{|x + W_t - (y + W_s)|} \, dW_s \bigg]_{t=0}^{T}
$$

along the lines of Khasminskii lemma, [21, p. 146], [25, p. 8], since this is another recurrent theme in the sequel. Denote by $(Z_t)_{t \geq 0}$ an auxiliary one-dimensional Brownian motion. We give another proof, of the Brownian motion starting from $0$, $x$

$$\
\log |x + W_t - y| - \log |x - y| = \int_0^t \frac{1}{|x + W_t - (y + W_s)|} \, d\beta_s
$$

with $x \neq y$, is known to have finite moments to all orders, see Yor [29], p. 345, due to the identity (obtained from the Itô formula for $d_s \log |x + W_t - (y + W_s)|$)

$$\
- \frac{1}{2} \int_0^t \frac{1}{|x + W_t - (y + W_s)|^2} \, ds
$$

where $(\beta_s)$ is an auxiliary one-dimensional Brownian motion. We give another proof, along the lines of Khasminskii lemma, [21, p. 146], [25, p. 8], since this is another recurrent theme in the sequel. Denote by $(Z_t)_{t \geq 0}$ the canonical process over the Wiener space $\mathcal{C}(\mathbb{R}^3; \mathbb{R}^3)$, and denote by $E_x$ the expectation with respect to the Wiener measure $P_x$ of the Brownian motion starting from $x \in \mathbb{R}^3$. Let us set $\log r = 0 \vee \log r$. Preliminary, for every $\gamma \in (0, 3)$, $k \geq 0$, and $u, x \in \mathbb{R}^3$, $u + x \neq 0$, we have

$$\
E_x \int_0^T \frac{\log^k \frac{1}{|u + Z_t|^{\gamma'}}}{|u + Z_t|^{\gamma'}} \, dt = \int_0^T \int_{\mathbb{R}^3} \frac{\log^k \frac{1}{|u + x + v|^\gamma}}{|u + x + v|^\gamma} \frac{1}{\sqrt{2\pi t}} e^{-\frac{|v|^2}{2t}} \, dv \, dt
$$

$$\
= \int_{\mathbb{R}^3} \frac{\log^k \frac{1}{|u + x + v|^\gamma}}{|u + x + v|^\gamma} \int_0^T \frac{1}{\sqrt{2\pi t}} e^{-\frac{|v|^2}{2t}} \, dt \, dv
$$

$$\
= \int_{\mathbb{R}^3} \frac{\log^k \frac{1}{|u + x + v|^\gamma}}{|u + x + v|^\gamma} \frac{\infty}{\sqrt{8\pi^3}} e^{-s} \, ds \, dv
$$
\[
\leq c_T \int_{\mathbb{R}^3} \frac{\log^k (1 + |u + v|)}{|u + x + v|} e^{-v^2/2} \, dv \\
\text{(since } \int_{|v| > 2} e^{-v^2} \, dv \leq c + c \int e^{-\frac{v^2}{2}} \, dv) \\
\leq c'_T \left( 1 + |u + x|^2 \log^{k+1} (1 + |u + x|) \right). \tag{25}
\]

The last inequality requires a few computations, but it can be shortly explained as follows. For \(|u + x| \geq 1\) it is very easy. For \(|u + x| < 1\), one can reduce the problem to estimate the integral over \(|v| \leq 2\), and further to estimate the integral

\[
\int_{|v| \leq 2} \frac{\log^k (1 + |v|)}{|ue_1 + v|} e^{-v^2} \, dv
\]

where, without loss of generality, \(e_1 = (1, 0, 0)\), \(t = |u + x| \in (0, 1)\). By the change of variable \(v = tz\) this is bounded by

\[
t^{2-\gamma} \int_{|z| \leq \frac{1}{t}} \frac{(\log \frac{1}{|z|} + \log \frac{1}{|u + z|})^k}{|e_1 + z|} \, dz.
\]

As \(t \to 0\) one can replace asymptotically \(e_1 + z\) by \(z\), and then use spherical coordinates to obtain the desired bound.

Now we proceed as in the proof of Khasminskii lemma to estimate the moments of the integral of interest to us:

\[
E \left[ \left( \int_0^t \frac{1}{|x + W_s - (y + W_s)|^2} \, ds \right)^n \right]_{u = x - y} = E_0 \left[ \left( \int_0^t \frac{1}{|u + Z_s|^2} \, ds \right)^n \right]
\]

\[
= n! \int_{0 \leq s_1 \leq \ldots \leq s_n \leq t} E_0 \left[ \frac{1}{|u + Z_{s_1}|^2} \frac{1}{|u + Z_{s_2}|^2} \ldots \frac{1}{|u + Z_{s_n}|^2} \right] \, ds_1 \ldots ds_n
\]

\[
= n! \int_{0 \leq s_1 \leq \ldots \leq s_{n-1} \leq t} E_0 \left[ \frac{1}{|u + Z_{s_1}|^2} \frac{1}{|u + Z_{s_2}|^2} \ldots \frac{1}{|u + Z_{s_{n-1}}|^2} \right] \times \int_{s_{n-1}}^t E |Z_{s_{n-1}}| \frac{1}{|u + Z_{s_{n-1}}|^2} \, ds_n \, ds_1 \ldots ds_{n-1}. \tag{26}
\]
From the estimate (25), the previous expression can be bounded by
\[ \begin{aligned}
&n! c'_T \int_{0 \leq s_1 \leq \ldots \leq s_{n-1} \leq t} E_0 \left[ \frac{1}{|u + Z_{s_1}|^2} \cdot \frac{1}{|u + Z_{s_{n-1}}|^2} \cdot \left( 1 + \log_n \left\| u + Z_{s_1} \right\|^2 \right) \right] ds_1 \ldots ds_{n-1}.
\end{aligned} \]

By induction we estimate this expression by (recall that \( u = x - y \))
\[ n! (c'_T)^n \left( 1 + \log_n \frac{1}{|x - y|} \right). \tag{27} \]

We have completed the proof that the moments are finite. All the claims of the theorem concerning \( I_1(x - y) \) are proved.

**Remark 7.** – For \( x = y \), one has
\[ \int_{0}^{t} \frac{1}{|W_t - W_s|^2} ds = +\infty \quad P\text{-a.s.} \]
see [25, p. 9]. So \( x = y \) in (26) is not admissible even without taking the expectation.

**Step 2.** Let us recall some well-known facts about \( \alpha(x - y; T) \) needed to prove the theorem. The existence of a continuous field \( \alpha(u; T), u \neq 0 \), called intersection local time can be found in Rosen [20,21], Le Gall [14] (with the easiest proof of continuity), Yor [29]. In fact \( \alpha(u; T) \) has Hölder continuity properties that can be found in these references. In Yor [29] the representation
\[ 2\pi \alpha(u; T) = \int_{0}^{t} \left( \frac{1}{|u|} - \frac{1}{|u + W_s - W_t|} \right) ds + \int_{0}^{t} \left( \int_{0}^{s} \frac{u + W_r - W_s}{|u + W_r - W_s|^3} dr \right) dW_s \tag{28} \]
is proved (similar to the one of Rosen [21]) which easily implies that the moments of all orders are finite: this property for the first integral is recalled in step 3 below, while for the stochastic integral we have
\[ E \left[ \sup_{t \in [0,T]} \left\| \int_{0}^{s} \frac{u + W_r - W_s}{|u + W_r - W_s|^3} dr \right\| dW_s^{2n} \right] \leq C_{n,T} \int_{0}^{T} E \left[ \int_{0}^{s} \frac{1}{|u + W_r - W_s|^2} dr \right] ds \leq C_{n,T} \int_{0}^{T} E \left[ \int_{0}^{s} \frac{1}{|u + W_r - W_s|^2} dr \right] ds \]
which is finite by step 1 above. These are the properties needed to prove the theorem.
Step 3. Finally, we have to deal with $I_4(x - y)$. It is clear that it is a measurable field with finite moments, since it is bounded above by the similar integrals of step 1. However, the computations of Khasminskii lemma in this case readily give us

$$E[I_4(x - y)^{2n}] \leq (2n)! (c_T^{*})^{2n}$$

for some constant $c_T^{*} > 0$. It has also a continuous version, in fact Hölder continuous with any exponent $\alpha < 1$, with $x - y$ varying over the whole $\mathbb{R}^3$, as it is proved by Rosen [21, Lemma 1]. This completes the proof of the theorem.

Remark 8. – We do not know whether $I_1(x - y)$ has a continuous version for $x \neq y$; and in particular we cannot say whether $H_{xy}(\omega)$ is finite for all $x \neq y$, for $P$-a.e. given $\omega \in \Omega$. An obvious attempt to apply the classical Kolmogorov criterium lead us to the estimate

$$E[|I_1(u) - I_1(v)|^{2n}] \leq C_{n,T} \int_0^T E\left[\left(\int_0^t \frac{1}{|u + W_t - W_s|} - \frac{1}{|v + W_t - W_s|} \right)^2 ds\right]^n dt.$$

Using a bound employed by Rosen [21] we end up to estimate the term

$$\leq C_{n,T} |u - v|^{2n\alpha} \int_0^T E\left[\left(\int_0^t \frac{1}{|u + W_t - W_s|^{2 + 2\alpha}} ds\right)^n \right] dt$$

and the similar one with $v$ in place of $u$. But now the iterative procedure, similar to Khasminskii lemma, recalled in step 2 above fails, since at every step we increase the singularity by $2\alpha$, and we cannot pass the threshold $2 + 2n\alpha < 3$ (otherwise we get divergent integrals also for $u \neq 0$, see the computations of step 1 in the proof of Theorem 6). This implies $2n\alpha < 1$, in contrast to the requirement $2n\alpha > 1$ necessary to apply Kolmogorov regularity theorem (at least radially). Similarly, we have not been able to adapt the interesting approach of Le Gall [14] to the continuity of $I_1$.

Next theorem describes the scaling properties of the interaction energy when $|x - y| \to 0$. Essentially, the result says that $H_{xy}$ behaves like $1/|x - y|$, up to lower order terms (just logarithmic corrections). This is the origin of the condition (2) to have a finite energy $H$.

Theorem 9. – There exists a constant $C_{n,T} > 0$ such that

$$E\left[\left(H_{xy} - \frac{\Gamma^2}{8\pi} \frac{2T}{|x - y|}\right)^{2n}\right] \leq C_{n,T} \left(1 + \log_+ \frac{1}{|x - y|}\right)$$

for all $x \neq y$. The dominating term in $H_{xy}^{(\dagger)}$ (similarly for $H_{yx}^{(\dagger)}$) is

$$\frac{\Gamma^2}{8\pi} \left(\pi \alpha(x - y; T) + \frac{1}{2} \frac{T}{|x - y|}\right)$$
which behaves as $\frac{r^{2} - \frac{T}{2\pi|\mathbf{x} - \mathbf{y}|}}{8\pi|\mathbf{x} - \mathbf{y}|}$ as $|\mathbf{x} - \mathbf{y}| \to 0$, while the other terms have a lower order; we understand these statements in the following sense:

$$E[I_1(x - y)^{2n}]^{1/2} \leq C_{n,T}' \left( 1 + \log \frac{1}{|x - y|} \right),$$  \hspace{1cm} (31)$$

$$E[I_4(x - y)^{2n}]^{1/2} \leq \left( (2n)! \right)^{1/2} C_T,$$  \hspace{1cm} (32)

($C_{n,T}$, $C_{n,T}'$ and $C_T$ are suitable constants depending on the indicated arguments; see also Remark 12 for $C_{n,T}'$)

$$\frac{1}{\sqrt{\log \frac{1}{|x - y|}}} \left\{ \omega(x - y; T) - \frac{T}{2\pi|x - y|} \right\} \to 2B_T$$  \hspace{1cm} (33)

as $|x - y| \to 0$, where $B_T$ is a standard Brownian motion at time $T$, and the convergence is in law.

Remark 10. – Imkeller et al. [11] prove that the convergence (33) holds true in the weak sense of $D^{2,\alpha}$ for any $\alpha < \frac{1}{2}$, where $D^{2,\alpha}$ is the Sobolev space of order $\alpha$ over the Wiener space.

Proof. – Properties (31) and (32) have been proved above, see (24), (27) and (29). From (28), (31) and (32) we have (by the same computations following (28))

$$E\left[ \left( 2\pi \omega(x - y; T) - \frac{T}{|x - y|} \right)^{2n} \right]^{1/2} \leq C_{n,T}'' \left( 1 + \log \frac{1}{|x - y|} \right)$$  \hspace{1cm} (34)

for some constant $C_{n,T}''$. Now (30) follows from (31), (32) and (34). Finally, (33) has been proved by Yor [30].

Theorem 11. – Under the condition (2), the kinetic energy $H$ of the vortex structure $(C_A, \rho)$ is a well defined real valued random variable, with finite moments of every order.

Proof. – Since $H_{xy}$ is a measurable random field (i.e., jointly measurable in $(x, y, \omega)$), the double integral

$$\int_A \int_A |H_{xy}|\rho(dx)\rho(dy)$$

is well defined $P$-a.s., maybe infinite, and it is measurable in $\omega$. We have

$$E \int_A \int_A |H_{xy}|\rho(dx)\rho(dy) = \int_A \int_A E[H_{xy}]\rho(dx)\rho(dy) \leq \int_A \int_A \frac{C}{|x - y|}\rho(dx)\rho(dy) < \infty$$

by the result of the previous theorem and assumption (2). Therefore

$$\int_A \int_A |H_{xy}|\rho(dx)\rho(dy) < \infty \quad P\text{-a.s.}$$
which in turn implies that \( \int_A \int_A H_{xy} \rho(dx) \rho(dy) \) is well defined and finite \( P \)-a.s.

Concerning the moments, they are finite since \( \rho \) is a probability measure and \( H_{xy} \) has property (30):

\[
E \left[ \left( \int_A \int_A H_{xy} \rho(dx) \rho(dy) \right)^2 \right] \leq C_n E \left[ \left( \int_A \int_A \left( H_{xy} - \frac{\Gamma^2}{8\pi |x-y|} \right) \rho(dx) \rho(dy) \right)^2 \right] + C'_n
\]

\[
\leq C_n \int_A \int_A E \left( \left( H_{xy} - \frac{\Gamma^2}{8\pi |x-y|} \right)^2 \right) \rho(dx) \rho(dy) + C'_n
\]

\[
\leq C''_n \int_A \int_A \left( 1 + \log^2 \left( \frac{2n}{|x-y|} \right) \right) \rho(dx) \rho(dy) + C'_n < \infty.
\]

The proof is complete.

**Remark** 12. – Unfortunately, the estimates on the moments given in the proof of Theorem 6 give us only \( E[|H|^n] \leq C'n^{2n} \) for some \( C > 0 \). Therefore it is not clear if \( E[e^{\lambda H}] \) is finite, at least for small \( |\lambda| \). In view of Gibbs measures, one is interested in \( \lambda = -\beta \), first with \( \beta > 0 \), but also with (at least small) \( \beta < 0 \) in the framework of vortex structures. Even for positive inverse temperature \( \beta \) we do not have a final answer, see Remark 1, but a work in progress seems to give us hope.
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