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ABSTRACT. – Stroock and Yor have posed the following problem: let \( B \) be a Brownian motion and \( n \in \mathbb{N}^* \); which of the martingales \( M_n(t) := \int_0^t B^n_s dB_s \) are pure? In the case where \( n \) is odd, they have proved that \( M_n(.) \) is pure. Whether or not \( M_{2n} \) is pure has remained an open question. We show that \( M_{2n} \) is pure and consequently the filtration generated by a symmetric Bessel process of dimension between 1 and 2 is Brownian.
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0. Introduction

Among the laws of continuous martingales, the subset of pure laws, first considered by Dubins and Schwarz [8] (i.e. the laws of \( M_t = B_{\langle M \rangle_t}, t \geq 0 \), such that the continuous increasing process \( \langle M \rangle_t \) is measurable with respect to the Brownian motion \( B \)) is quite remarkable. The problem of determining whether a continuous martingale \( (M_t) \) is pure has been the object of several works (see [13,19,20]). These works have shown a simple relation between this problem and the study of stochastic differential equations.

In [20], the authors asked whether martingales \( M_n(t) = \int_0^t B^n_s dB_s \) are pure, where \( B \) is a Brownian motion and \( n \in \mathbb{N}^* \). The case where \( n \) is odd, has been resolved in the affirmative.

Recall how the authors have proved the purity of the martingales \( M_{2n+1} \): if \( C \) is the inverse of \( \langle M_{2n+1} \rangle \) and \( \gamma \) is the Dambis–Dubins–Schwarz (DDS) Brownian motion of \( M_{2n+1} \), then the pair \( (\frac{B_{2n+2}}{2n+2}, \gamma) \) satisfies a Bessel stochastic equation of dimension \( d = 1 + \frac{2n+1}{2n+2} \).
This proof makes it clear that there is a relation between the above problem posed in [20] and the stochastic Bessel equation of dimension \(d\) between 1 and 2, which will be studied in Section 1 of this paper.

In Section 2 we give a definitive affirmative answer to the question of [20]. The proof is completed in Section 3, where we establish that the martingales \(M_{2p}\) are pure. Other properties of the solutions of the stochastic Bessel equation can be found in Section 4. Finally, four technical points are gathered in Appendix A.

Besides the study contained in this paper, let us mention that pure martingales enjoy some remarkable properties, among which Barlow’s property [3]: If \(\mathcal{F}\) is a filtration generated by a pure martingale then for every \(\mathcal{F}\)-honest time \(L\), we have: \(\mathcal{F}_{L}^{+} = \mathcal{F}_{L} \vee \sigma(A)\), for a certain set \(A\) of \(\mathcal{F}_{L}^{+}\). Nonetheless, although both the filtration of a pure martingale and the Brownian filtration enjoy Barlow’s property, Emery and Schachermayer have constructed a pure martingale whose filtration is not Brownian, i.e. it is not the natural filtration of a Brownian motion.

1. The stochastic Bessel equation with dimension between 1 and 2

Stroock and Yor have proved the purity of the martingales \(M_t = \int_0^t B_{2n+1}^2 dB_s\) using the stochastic Bessel equation (with dimension between 1 and 2):

\[
d\chi_t = dB_t + a\frac{dt}{\chi_t}
\]

with

\[
\int_0^t \frac{ds}{|\chi_s|} < \infty, \quad \forall t > 0.
\]

The dimension is \(d = 2a + 1\).

Zvonkin [23] has established the pathwise uniqueness for the equation:

\[
dx_t = dB_t + b(X_t)dt
\]

(\(\tilde{\mathcal{E}}\))

where \(b: \mathbb{R} \rightarrow \mathbb{R}\), is a bounded measurable function.

In the case of Eq. (E), \(b\) is not bounded and Eq. (E) does not admit uniqueness in law: indeed, the \(d\)-dimensional Bessel process \(Y^1\) and its opposite \(-Y^1\) are weak solutions of Eq. (E) (see [7]).

Furthermore, we can easily construct a solution of Eq. (E) which is not strong: let \(\eta\) be a symmetric Bernoulli random variable which takes the values \(-1\) and \(+1\) and is independent of \(B\). The process \(\tilde{\chi} = Y^1\mathbb{1}_{|x|>1} + Y^1\mathbb{1}_{|x|=-1}\) is a solution of Eq. (E), where \(Y^1\) is the negative solution of Eq. (E).

In the first part of [7], the authors have established that if \((X^\varepsilon, B)\) is the unique solution of Eq. (\(\tilde{\mathcal{E}}\)) with \(b(x) = \frac{a^2}{x^2} \mathbb{1}_{|x|>\varepsilon}\) for \(\varepsilon > 0\), then:

1. in the case where \(a \geq \frac{1}{2}\) the family \((X^\varepsilon)_{\varepsilon>0}\) converges in law to \(\tilde{\chi}\) when \(\varepsilon \rightarrow 0\),

(1) the dimension is \(d = 1 + 2a \geq 2\),
(2) if \( a \in \left[-\frac{1}{2}, \frac{1}{2}\right] \), then, \((X^\varepsilon)_{\varepsilon > 0}\) converges in law to a symmetric Bessel process of dimension \( d = 1 + 2a \in ]0, 2[ \).

A symmetric Bessel process of dimension \( d = 1 + 2a \in ]0, 2[ \) is the solution \( \chi \) of Eq. (E) such that \(|\chi|^{1-2a} \text{ sgn } \chi\) is a martingale, see Theorem 1.1 below.

For more details on the bilateral Bessel process, we refer to Watanabe [21] and [22].

In this paper, we suppose that \( 0 < a < \frac{1}{2} \) and we denote \( \alpha = \frac{1}{1 - 2a} > 1 \).

**Theorem 1.1.** – Whenever \((\chi, B)\) is a solution of Eq. (E), the pair \((\chi|\chi|^{1/\alpha} \text{ sgn } \chi, B)\) is a solution of the equation:

\[
dX_t = \frac{1}{|X_t|^{\alpha - 1}} dB_t + dV^X_t,
\]

(we suppose that \( \int_0^t \frac{ds}{|X_s|^{\alpha - 1}} < \infty, \forall t > 0 \)) where \((V^X_t)\) is a continuous process of finite variation and \(dV^X_t\) is carried by the set \( \{t, X_t = 0\} \), i.e. \(V^X_t = \int_0^t \mathbb{1}_{\{X_s = 0\}} dX_s\).

Conversely, if \( X \) is a solution of Eq. (E'), then \(|X|^{\alpha/\alpha} \text{ sgn } X\) is a solution of Eq. (E).

So, there exists a bijection between the sets of solutions of Eqs. (E) and (E').

We begin by the following lemma:

**Lemma 1.2.** – For a solution \( \chi \) of Eq. (E) we have \( L_t(\chi) = 0 \), where \( L(\chi) \) is the local time of \( \chi \) at 0.

**Proof.** – By the occupation times formula (see Corollary 1.6, Chapter VI of [18]) we have:

\[
\int_0^t \frac{1}{|X_s|} ds < +\infty \Rightarrow \int_{-\infty}^{+\infty} \frac{1}{|x|} L^x_t(\chi) dx < +\infty.
\]

Thus \( L^0_t(\chi) = 0 \). \( \square \)

**Proof of Theorem 1.1.** – Remark that if \((\chi, B)\) is a solution of Eq. (E), then \((Y, \bar{B})\) is also a solution of Eq. (E), where for every \( t \geq 0 \),

\[
Y_t = |\chi_t| \quad \text{and} \quad \bar{B}_t = \int_0^t \text{ sgn } \chi_s dB_s.
\]

Indeed, using Tanaka’s formula we have

\[
dY_t = d\bar{B}_t + \frac{a dt}{Y_t} + dL_t(\chi),
\]

but by Lemma 1.2, \( L_t(\chi) = 0 \).

For \( \varepsilon > 0 \), we write Itô’s formula for

\[
\alpha(Y_t + \varepsilon)^{1/\alpha} = \alpha(Y_0 + \varepsilon)^{1/\alpha} + \int_0^t (Y_s + \varepsilon)^{1-\alpha} dB_s + \frac{\alpha - 1}{2\alpha} \int_0^t \frac{1}{Y_s(Y_s + \varepsilon)^{2\alpha}} ds.
\]
Since $1 - \alpha < 0$ the term $(Y_s + \varepsilon)^{2(1-\alpha)/\alpha}$ is decreasing in $\varepsilon$, then for $t \geq 0$, 

$$
\mathbb{E} \left[ \int_0^t (Y_s + \varepsilon)^{2(1-\alpha)/\alpha} ds \right] \leq \mathbb{E} \left[ \int_0^t \frac{ds}{Y_s^{2(1-\alpha)/\alpha}} \right] = \int_0^t \frac{ds}{Y_s^{2(1-\alpha)/\alpha}} \mathbb{E} \left[ \frac{1}{Y_s^{2(1-1/\alpha)}} \right] < +\infty
$$

because $\int_0^1 \frac{d^{-1-2\alpha}}{d^{2(1-1/\alpha)}} d\rho < +\infty$. So, the family of martingales $\int_0^t (Y_s + \varepsilon)^{1-\alpha} dB_s$ converges in $L^2(\mathbb{P})$ to $\int_0^t Y_s^{1-\alpha} dB_s$ when $\varepsilon$ tends to 0.

Consequently, the family

$$
V_t^\varepsilon = \frac{\alpha - 1}{2\alpha} \int_0^t \frac{ds}{Y_s(Y_s + \varepsilon)^{2(1-\alpha)/\alpha}}
$$

of increasing processes, converges to an increasing continuous process $(V_t)$.

It remains to prove that $dV_t$ is carried by the set of zeros of $Y$. Let $\delta > 0$ and $t \geq 0$, we have:

$$
\liminf_{\varepsilon \downarrow 0} \int_0^t \mathbb{1}_{\{Y_s > \delta\}} dV_s^\varepsilon \geq \int_0^t \mathbb{1}_{\{Y_s > \delta\}} dV_s.
$$

But

$$
\int_0^t \mathbb{1}_{\{Y_s > \delta\}} dV_s^\varepsilon \leq \frac{\alpha - 1}{\alpha} t \int_0^t \frac{1}{\delta(\delta + \varepsilon)^{2(1-\alpha)/\alpha}} \to 0.
$$

Finally,

$$
\int_0^t \mathbb{1}_{\{Y_s > \delta\}} dV_s = 0, \quad \forall \delta > 0, \quad \forall t \geq 0.
$$

This proves that $dV_t$ is carried by the set $\{t, Y_t = 0\}$ and $\alpha Y^{1/\alpha}$ is a solution of Eq. (E').

From Theorem 1 of [15], the process $X_t := \frac{|X_t|^{1/\alpha}}{\alpha} \text{sgn } X_t$ is a semimartingale, we can then apply Tanaka’s formula:

$$
X_t = X_0 + \int_0^t \text{sgn } X_s d|X_s|_s + L_t(X) = X_0 + \int_0^t \frac{1}{|X_s|^{\alpha-1}} dB_s + V_t^X,
$$

where $V_t^X$ is a process of finite variation and $dV_t^X$ is carried by $\{t, X_t = 0\}$. □

**Proposition 1.3.** Let $(\chi, B)$ and $(\chi', B)$ be two solutions of Eq. (E) with $\chi_0 = \chi'_0$, the following properties hold:

(i) $\chi_t = 0$ or $g_t = t$ where $g_t = \sup\{s < t, \chi_s = \chi'_s\}$.

(ii) The set $\{\chi_t = \chi'_t \neq 0\} = A_1 \cup A_2$, where

- $t \in A_1$ if and only if there exists a neighborhood $V$ of $t$ such that $\chi = \chi'$ on $V$. 

- \( t \in A_2 \) if and only if \( t \) is a first zero of \( \chi - \chi' \) and there exists \( \varepsilon > 0 \) such that \( \chi = \chi' \) on \( [t, t + \varepsilon] \).

(iii) The measure \( d\mu_t(X - X') \) is carried by \( \{ t, X_t = X'_t = 0 \} \) whenever \( (X, B) \) and \( (X', B) \) are two solutions of Eq. (E') with \( X_0 = X'_0 \).

Proof. -- 

(i) Suppose that \( \chi_{g_t} \neq 0 \) then, \( \chi_{g_t} \chi_{g_t} > 0 \) and so, there exists \( \varepsilon > 0 \) such that \( \forall s \in [g_t, g_t + \varepsilon] \), \( \chi_s \chi_s > 0 \).

Since

\[
D_s^2 := (\chi_s - \chi'_s)^2 = -2a \int_{g_t}^{t} \frac{D_u^2}{X_u X_u'} \, du \leq 0,
\]

we have \( D_s = 0 \) for \( s \in [g_t, g_t + \varepsilon] \) hence \( g_t = t \).

(ii) Let \( t \in \{ \chi = \chi' \neq 0 \} \) and \( a_t := \inf\{s > t, \chi_s = 0\} \), one has \( g_s \geq t \) for every \( s \in [t, a_t] \) and so \( \chi_{g_s} \neq 0 \), by (i) \( g_s = s \) i.e. \( \chi_s = \chi'_s \).

If now \( t \in \{ \chi = \chi' \neq 0 \} - A_1 \) and \( t \) is not a first zero of \( \chi - \chi' \), then there exists a sequence \( (s_n)_{n \geq 0} \subset \mathbb{R}^+ \) such that \( s_n \rightarrow t \) and \( s_n \notin \{ \chi = \chi' \} \). But this imposes \( \chi_{s_n} = 0 \) for every \( n \) and so \( \chi_t = 0 \) which gives a contradiction.

(iii) The assertion results immediately from Theorem 1.1, the part (ii) and [17].

\[\square\]

2. The strategy of the proof

We treat in this section, the following question posed by Stroock and Yor in [20]:

**Question 2.1.** - Let \( B \) be a Brownian motion and \( n \in \mathbb{N}^* \), we consider the martingale \( M_t = \int_0^t B_{2n}^t \, dB_s = \gamma_t(M_t) \), where \( \gamma \) is the DDS Brownian motion of \( M \). Is the martingale \( M \) pure? i.e. is \( \sigma(M_t, s \geq 0) = \sigma(\gamma_s, s \geq 0) \)?

We can easily prove that the martingale \( \overline{M}_t = \int_0^t \text{sgn} \, B_s \, dM_s \) which has the same increasing process as \( M \), is pure.

For, if \( C \) is the inverse of \( \langle M \rangle \) and \( X := B_C \), then \( \text{sgn} \, B_{\frac{2n+1}{2n+1}} \) is a \( d \)-dimensional Bessel process with \( d = 1 + \frac{2n+1}{2n+1} \) which is a strong solution of the stochastic Bessel Eq. (E).

More precisely, we have

\[
X_t = \int_0^t \frac{d\gamma_s}{X_{2n}^s} \quad \text{and} \quad \frac{|X_t|^{2n+1}}{2n+1} = \tilde{\gamma}_t + \frac{n}{2n+1} \int_0^t \frac{2n+1}{|X_s|^{2n+1}} \, ds,
\]

where \( \tilde{\gamma}_t = \int_0^t (\text{sgn} \, X_s) \, d\gamma_s \) (that is the DDS Brownian motion of \( \overline{M} \)).

On the other hand (for \( M \)):

\[
\frac{|X_t|^{2n+1}}{2n+1} = \frac{B_{2n+1}^t}{2n+1} = \gamma_t + \frac{n}{2n+1} \int_0^t \frac{2n+1}{|X_s|^{2n+1}} \, ds,
\]

i.e. \( \frac{|X_t|^{2n+1}}{2n+1} \) is a solution of Eq. (E) with \( a = \frac{n}{2n+1} \), seen the fact that \( X \) is a martingale, \( \frac{X_t}{2n+1} \) is a symmetric Bessel process with respect to the Brownian motion \( \gamma \).
There is the following reduction of the problem:

**Lemma 2.2.** – $M$ is pure if and only if the symmetric Bessel process is a strong solution of Eq. (E).

**Proof.** – The fact that the condition is sufficient is obvious.

Remark that $F_{\infty}^M = F_{\infty}^B = F_{\infty} = \mathcal{F}_\infty^X$ and $\tilde{\gamma}$, $C$ and $|X|$ have the same filtration. If $M$ is pure, then $C$ is $\mathcal{F}^\gamma$-adapted and so $|X|$ also. Since $\langle \gamma, \tilde{\gamma} \rangle_t = \int_0^t \text{sgn} \ X_s \, ds$ one has ($\text{sgn} \ X_t$) is $\mathcal{F}^\gamma$-adapted which finishes the proof. □

The main result of our paper is:

**Theorem 2.3.** – For every integer $n$, there is pathwise uniqueness for the stochastic differential equation:

$$dX_t = \frac{dB_t}{X_t^{2n}} \text{ with } \int_0^t \frac{1}{X_s^{4n}} \, ds < +\infty, \quad \forall t \geq 0.$$  

**Proof.** – Uniqueness in law is guaranteed by [11] because $\frac{1}{x} \neq 0, \forall x \in \mathbb{R}$. To obtain pathwise uniqueness it is enough to prove that whenever $(X, B)$ and $(X', B)$ are two solutions with $X_0 = X'_0 = 0$ we have $L_t(X - X') = 0$ (see Remark 2.4 below).

For $t_0 > 0$, denote by $H := \{ t \leq t_0, X_t = -X'_t \}$, $g$ the end of $H$, $Z_t := [X_t^{4n+2} - X'^{4n+2}]_{t \wedge t_0}$ and $Z_t^g := \mathbb{P}(g \geq t \mid \mathcal{F}_t)$. We also denote by $(\mathcal{F}^g_t)$ the smallest right continuous filtration $(\mathcal{H}_t)$ containing $(\mathcal{F}_t)$ and such that $g$ is a $(\mathcal{H}_t)$-stopping time.

We first remark that $(X_t^{4n+2} - X'^{4n+2})_{t \wedge t_0}$ is uniformly integrable martingale, indeed by Itô’s formula:

$$dX_t^{4n+2} = (4n + 2)X_t^{2n+1} \, dB_t + (2n + 1)(4n + 1) \, dt.$$  

Then

$$[X_t^{4n+2} - X'^{4n+2}]_{t \wedge t_0} = \int_0^{t \wedge t_0} (4n + 2)(X_s^{2n+1} - X'^{2n+1}) \, dB_s.$$  

This martingale is uniformly integrable because $X_t^{4n+2}$ is a Squared Bessel process and so $\int_0^t \mathbb{E}[X_s^{4n+2}] \, ds < +\infty, \forall t \geq 0$.

By Lemma 5.7 of [12] and formula (1) of [2] (see also Point #1 in Appendix A of this paper) we have:

$$\Delta_t := \mathbb{E}[Z_{t \wedge t_0} \mid \mathcal{F}^g_{t_0 + t}] = \frac{Z_{t + g}}{1 - Z_{t + g}}$$

and

$$\Delta'_t := \mathbb{E}[X + X'_t \mid \mathcal{F}^g_{t_0 + t}] = \frac{|X + X'|_{(t + g) \wedge t_0}}{1 - Z_{t + g}}.$$  

$\Delta$ and $\Delta'$ are two $((\mathcal{F}^g_{t_0 + t})_{t > 0}, \mathbb{P})$-uniformly integrable martingales, so they admit the $\mathbb{P}$ a.s. limits $\Delta_0$ and $\Delta'_0$ when $t$ decreases to 0.
Owing to the positivity of the martingale \( \Delta_t \) and using Theorem VI. 17 of [6] we obtain \( \{ T > 0 \} = \{ \Delta_0 > 0 \} \), with \( T := \inf \{ t > 0, Z_{t+g} = 0 \} \).

Then, on \( \{ T > 0 \} \)
\[
\lim_{t \downarrow 0} \frac{|X + X'|_{t+\varepsilon}^\Delta_{t+g}}{\Delta_t^0} 1_{\{ t < T \}} = \lim_{t \downarrow 0} \frac{\Delta'_t}{\Delta_t} 1_{\{ t < T \}} = \frac{\Delta'_0}{\Delta_0} < +\infty.
\]

But
\[
\frac{|X + X'|_{t+\varepsilon}^\Delta_{t+g}}{\Delta_t^0} 1_{\{ t \neq 0 \}} = \frac{1}{|X - X'|_{t+\varepsilon}^\Delta_{t+g}} \sum_{i=0}^{2n} X^{4n-2i} X'^{2i} 1_{\{ |X - X'|_{t+\varepsilon}^\Delta_{t+g} \neq 0 \}}.
\]

Hence, \( X_t \neq X'_t \) on \( \{ T > 0 \} \).

Now denote \( g_t := \{ \varepsilon < t \lor t_0, X_\varepsilon = -X'_\varepsilon \} \), \( \sigma_t := \limsup_{t \uparrow 0} \frac{1}{|X - X'|_{t \lor 0}} \) and \( Y_t := \sigma_{g_t} |X + X'|_{t \lor 0} \), and remark that on \( \{ Y_\infty \neq 0 \} = \{ T > 0 \} \) we have:
\[
g := \sup \{ t \geq 0, Y_t = 0 \} \notin \{ t \leq t_0, X_t = X'_t \}.
\]

In fact, this property entails by Lemma 3.1 that
\[
dL_t(Y) \perp dL_{t \lor 0}(X - X')
\]
and by Corollaries 3.3 and 3.5 (the proofs are given in Section 3) we get
\[
\forall t_0 > 0, \quad L_{t_0}(X - X') = 0. \quad \square
\]

Remark 2.4. –
(i) If \( (X, B) \) and \( (X', B') \) are two solutions of the SDE of Theorem 2.3 with \( X_0 = X'_0 \), the part (ii) of Proposition 1.3 gives \( L_T(X - X') = 0 \) where \( T := \inf \{ t > 0, X_t = X'_t = 0 \} \).

On the other hand \( (X_{T'}, B_{T'} - B_T) \) and \( (X'_{T'}, B'_{T'} - B_T) \) are solutions and we have \( X_T = X'_T = 0 \), Theorem 2.3 entails \( L(X - X') \equiv 0 \).

(ii) Let \( X \) and \( X' \) be two solutions of the SDE of Theorem 2.3, by Itô’s formula we get that the pairs \( (\frac{X^{4n+2}}{(2n+1)^2}, \int \text{sgn} \, X \, dB) \) and \( (\frac{X'^{4n+2}}{(2n+1)^2}, \int \text{sgn} \, X' \, dB) \) are two solutions of the squared Bessel stochastic equation. Then \( |X| \) and \( |X'| \) have the same law but are not necessary indistinguishable because the Brownian conductors (i.e. \( \int \text{sgn} \, X \, dB \) and \( \int \text{sgn} \, X' \, dB \)) are different.

(iii) The semimartingale \( Y \) introduced in the proof of Theorem 2.3 is constructed from the local martingale \( X + X' \) as follows: for \( t \geq 0 \), we take the excursion of \( X + X' \) which begin at \( g_t \).

1. if \( g_t = X'_{g_t} = 0 \) and \( g_t \) is not a last zero of \( X - X' \) then \( X \equiv X' \) along this excursion, remarking that we cannot have \( X = 0 \) at a point in the excursion, we pose \( Y_t = 0 \).

2. if \( g_t \) is a last zero of \( X - X' \) or \( X_{g_t} \neq X'_{g_t} \) then \( Y_t = |X + X'|_{t} \).

Corollary 2.5. –
(i) There exists a unique solution \( \chi \) of the stochastic Bessel equation of dimension \( \delta \in ]1, 2[ \) such that \( |\chi|^{2-\delta} \text{ sgn } \chi \) is a martingale, i.e. \( \chi \) is the symmetric Bessel process.
The martingales \( M_t = \int_0^t B_s^2 \, dB_s \) are pure.

**Proof.**

(i) Immediate by applying simultaneously Theorems 1.1 and 2.3.

(ii) Immediate from point (i) and Lemma 2.2. \( \square \)

## 3. The nullity of the local time

### 3.1. The orthogonality

We will prove that:

\[ dL_t(Y) \perp dL_t \wedge_{t_0} (X - X'), \]

where \( Y_t = \sigma_{g_t} |X + X'|_{t_0} \).

The following lemma is a refinement of a result of [2] (Corollary 3.9.5).

**Lemma 3.1.** Let \((X_t)\) and \((X'_t)\) be two continuous uniformly integrable martingales null at 0, \( H = \{ t, X_t = 0 \} \) and \( g' = \sup \{ t, X'_t = 0 \} \).

If \( g' \notin H \) on the set \(|X'_\infty| > 0 \cap \{ g' > 0 \} \), then \( dL_t(X) \) and \( dL_t(X') \) are mutually singular a.s.

**Proof.** By the balayage formula (see Theorem 4.2, Chapter VI of [18])

\[ |X'_t| 1_H(g'_t) = \int_0^t 1_H(s) \, sgn X'_s \, dX'_s + \int_0^t 1_H(s) \, dL_s(X') \]

and

\[ \mathbb{E} \left[ \int_0^{+\infty} 1_H(t) \, dL_t(X') \right] = \mathbb{E} [|X'_\infty| 1_H(g'), g' > 0] = 0. \]

Hence, \( dL_t(X) \) and \( dL_t(X') \) are mutually singular. \( \square \)

### 3.2. The absolute continuity

Let \( Y \) and \( Y' \) be two continuous semimartingales, we will state two conditions which are sufficient to yield \( dL_t(Y') \ll dL_t(Y) \).

**Proposition 3.2.** Suppose that \( Y' \geq Y \geq 0 \) and that \( \langle Y \rangle - \langle Y' \rangle \) is an increasing process, then \( (L_t(Y) - L_t(Y')) \) is an increasing process.

**Proof.** By the occupation times formula one has:

\[ L_t(Y) - L_t(Y') = \lim_{\epsilon \to 0} A^\epsilon_t, \]

where

\[ A^\epsilon_t = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_0^t 1_{[\epsilon, \epsilon]} \, d\langle Y \rangle_s - 1_{[\epsilon, \epsilon]} \, d\langle Y' \rangle_s, \]
but \( 1_{|Y| \leq c} \leq 1_{|Y| \leq e} \), then every \( A^e \) is a positive increasing process and so \( (L_t(Y) - L_t(Y')) \) is also increasing. □

**Corollary 3.3.** – Let \((X, B)\) and \((X', B)\) be two solutions of Eq. (E'), we have:

\[
dL_t(\|X - X'\|) \ll dL_t(\|X - |X'|\|).
\]

**Proof.** – One has:

\[
d\langle |X - X'|, \rangle_t = \left( \frac{1}{|X_t'|^{\alpha - 1}} + \frac{1}{|X_t|^\alpha} \right) dt - 2 \left( \frac{1}{|X_t||X_t'|^{\alpha - 1}} \right) dt
\leq d\langle |X| - |X'|, \rangle_t.
\]

**Proposition 3.4.** – Suppose that \( Y \geq Y' \) and \( \{Y = 0\} = \{Y' = 0\} \) a.s., then \( L(Y) - L(Y') \) is a positive increasing process.

**Proof.** – For \( \varepsilon > 0 \), we define a double sequence of stopping times by:

\[
\begin{align*}
\alpha_0^\varepsilon & = \alpha_0' = 0, \\
\tau_0^\varepsilon & = \inf\{t; Y_t = \varepsilon\}, \\
\alpha_n^\varepsilon & = \inf\{t > \tau_{n-1}^\varepsilon, Y_t = 0\}, \\
\tau_n^\varepsilon & = \inf\{t > \alpha_n^\varepsilon, Y_t = \varepsilon\}, \\
\end{align*}
\]

and

\[
d_t(\varepsilon) = \max\{n, \alpha_n^\varepsilon < t\}, \quad d_0'(\varepsilon) = \max\{n, \alpha_n^\varepsilon < t\}.
\]

For simplicity, we will write only \( \alpha_n, \tau_n, d(t) \) instead of \( \alpha_n^\varepsilon, \tau_n^\varepsilon, d_\varepsilon(t) \). One has \( Y_{\tau_0^\varepsilon} \geq \varepsilon \) because \( Y \geq Y' \), so owing to the continuity of \( Y, \tau_0^\varepsilon \leq \tau_0' \). Since \( \{Y = 0\} = \{Y' = 0\} \) we have \( \alpha_1 \leq \alpha'_1 \) and by induction on \( n, \alpha_n \leq \alpha_n', \forall n \geq 0 \). Then using Theorem 1.10, Chapter VI of [18], \( d(t) \geq d_\varepsilon(t) \) and \( L_t(Y) \geq L_t(Y') \).

Remark that for \( t \geq 0 \) and \( s \geq 0 \):

\[
(L_{t+s}(Y) - L_{t+s}(Y')) - (L_t(Y) - L_t(Y')) = L_{t+s}(Y) - L_{t+s}(Y') \geq 0
\]

and \( Y_{t+s} \) and \( Y'_{t+s} \) satisfy the same properties of \( Y \) and \( Y' \). This proves the proposition. □

**Corollary 3.5.** – Let \((X, B)\) and \((X', B)\) be two solutions of Eq. (E') such that \( X \) and \( X' \) are martingales, \( \sigma_t := \lim_{\varepsilon \downarrow 0} \sup_{s \in \mathbb{R}} 1_{\{X - X' > \varepsilon\}}, \) \( g_t := \sup\{s < t; X_s + X'_s = 0\} \) and \( Y := \sigma_g \{X + X'\} \). We have

\[
dL_t(\|X - |X'|\|) \ll dL_t(Y).
\]

**Proof.** – Denote \( \alpha_0^\varepsilon = 0, \alpha_n^\varepsilon = \inf\{t \geq \tau_{n-1}^\varepsilon, Y_t = 0\} \) \( Y' := \|X - |X'|\|, \) by [15], \( Y \) is a semimartingale, since \( \sigma \) is bounded, \( Y \) is continuous.

Using Proposition 1.3(ii), we can write: \( d'\varepsilon(t) - \max\{n, \alpha_n^\varepsilon < t\} \leq 1 \) (because \( \alpha_n^\varepsilon \neq \alpha_n' \Rightarrow X_{\alpha_n} \neq 0 \)).

Arguing as in Proposition 3.4, we establish the result. □
4. Other properties

Let us now come again to the beginning of Section 2 with the same notations and let $R$ be the submartingale: $R_t = \gamma_t + \sup_{s \leq t} \{-\gamma_s\}$, remark that $R$ generates the filtration $\mathcal{F}^{[X]}$. Furthermore:

**Lemma 4.1.** $\{t, X_t = 0\} \subset \{t, R_t = 0\}$.

*Proof.* By applying Itô’s formula to the semimartingale $|X|$, we get:

$$|X_t|^{2n+1} = (2n + 1)\gamma_t + \frac{2n(2n + 1)}{2} \int_0^t |X_s|^{2n+1} ds.$$  

So, $-\gamma_t = f(t) - \frac{|X_t|^{2n+1}}{2n+1}$, where $f(t) = n \int_0^t |X_s|^{2n} ds$, the function $f$ is positive, strictly increasing and $f(t) \geq -\gamma_t$, for each $t \geq 0$. This proves that the zeros of $X$ are increasing points of the process sup$_{s \leq t} \{-\gamma_s\} = \frac{1}{2} L_t(R)$.  

It is well known that if $B$ is a Brownian motion, then the Brownian motion $\int \text{sgn } B dB$ generates the filtration $\mathcal{F}^{[B]}$.

Here $\gamma$ generates the filtration $\mathcal{F}^{[X]}$ but:

**Theorem 4.2.** There is no $\mathcal{F}$-Brownian motion $\gamma'$ which satisfies $\gamma_t = \int_0^t \text{sgn } \gamma'_s dB'_s$.

Through the proof of Theorem 4.2, the reader will find an answer (in a particular case) to a question posed in [3, p. 290]: If $\mathcal{F}$ is a Brownian filtration and if $L$ is a honest time, how can one construct the event $\{\text{Mult}[\mathcal{F}^+_L \mid \mathcal{F}_L] = 1\}$ on which, the two $\sigma$-fields coincide? (For the definition of Mult, see [3].)

*Proof.* Denote

$$H = \{t, R_t = 0\}, \quad H' = \{t, X_t = 0\},$$

where $T^1 = \inf\{t > 0, R_t \geq 0\}$. We note the three following properties:

(i) $\mathcal{F}^+_g \subset \mathcal{F}^+_\gamma$ and $\mathcal{F}^+_\gamma \subset \mathcal{F}^+_g$,
(ii) $\mathcal{F}^+_\gamma = \mathcal{F}^+_g \vee \{X_{T^1} > 0\}$,
(iii) $\{\text{Mult}[\mathcal{F}^+_g \mid \mathcal{F}^+_\gamma] = 1\} = \{g' < g\}$.

Indeed,

(i) by Lemma 4.1, $g' \leq g$ and using Proposition 12 of [3] we get the result.
(ii) $X$ is a pure martingale and $\mathbb{P}(X_{T^1} = 0) = 0$ (because $R_{T^1} = 1 \neq 0$), using property (**) of [1] we immediately get the result.
(iii) Since $\mathcal{F}$ is a pure filtration and $g$ is a honest time Corollary 4 of [3] gives $\mathcal{F}^+_g = \mathcal{F}^+_\gamma \vee A$, for a subset $A$ of $\mathcal{F}^+_g$.

First we will show that $\text{Mult}[\mathcal{F}^+_g \mid \mathcal{F}^+_\gamma] = 1$ on the set $\{g' < g\}$. Let $R$ be the filtration generated by $R$, since $R$ is a reflecting Brownian motion, $\mathcal{R}^+_g = \mathcal{R}^+_\gamma$ [4] and so $\mathcal{F}^+_g = \mathcal{F}^+_\gamma \vee \{X_{T^1} > 0\}$ (Point #2). But $\{g' < g\} \cap \{X_{T^1} > 0\} = \{X_g > 0\} \in \mathcal{F}_g$.

Therefore, if $C$ is a set of $\mathcal{F}^+_g$, then $C \cap \{g' < g\}$ is $\mathcal{F}_g$-measurable, hence $\{\text{Mult}[\mathcal{F}^+_g \mid \mathcal{F}^+_\gamma] = 1\} \subset \{g' < g\}$.
For the other sense of the equality (iii), we remark that if \( U \) is a random variable \( \mathcal{F}_g^+ \)-measurable, then \( U 1\{g=0\} = U' 1\{g'=g\} \) where \( U' \) is \( \mathcal{F}_g^+ \)-measurable (because if \( V \) is a \( \mathcal{F} \)-progressive process, then \( V_g 1\{g'=g\} = V_g' 1\{g=0\} \).

Hence \( \mathcal{F}_{g'}^+ \bigcap \mathcal{F}_{g}^+ = \mathcal{F}_{g'}^+ \bigcap \mathcal{F}_{g}^+ \), using the same argument one has: \( \mathcal{F}_{g'}^+ |_{\{g'=g\}} = \mathcal{F}_{g}^+ |_{\{g=0\}} \). This entails that \( \text{Mult}[\mathcal{F}_g^+ | \mathcal{F}_g^+] = \text{Mult}[\mathcal{F}_g^+ | \mathcal{F}_g^+] \) in the set \( \{g'=g\} \).

But Mult[\( \mathcal{F}_g^+ | \mathcal{F}_g^+ \)] = 2 a.s. because \( \{X_{T_1} > 0\} \) is independent of \( \mathcal{F}_g^+ \): already \( T^1 \) is \( \mathcal{F}_{\infty}^{\{X\}} \)-measurable and \( \mathbb{P}(X_{T_1} > 0 | \mathcal{F}_g^+) = \frac{1}{2} \), finally \( \text{Mult}[\mathcal{F}_g^+ | \mathcal{F}_g^+] = 2 \) \( \subset \{g' < g\} \).

To be able to apply Theorem 3.5 of [2] and to conclude, one needs to show \( \mathbb{P}(g' = g) < 1 \). Indeed, if \( \mathbb{P}(g' = g) = 1 \), the saturation of \( H' \) implies: \( H \subset H' \cap [0, T^1] \), then \( H = H' \cap [0, T^1] \) which gives a contradiction (see Point #3).

**Proposition 4.3.** – Let \( X \) and \( X' \) be two solutions of Eq. (E'), \( Z := X - X' \), and \( Z' := X^{4n+2} - X'^{4n+2} \), then

(i) \( dL_t(Z) \perp dL_t(Z') \).

(ii) \( \text{Supp } dL_t(Z) \subset \text{Supp } dL_t(Z') \).

**Proof.**

(i) Remark that \( (X^{4n+2} \cup X'^{4n+2}) = (|X| \cup |X'|)^{4n+2} \) then, \( L_t(X^{4n+2} \cup X'^{4n+2}) = 0 \) (see Point #4 in the appendix of this paper). In particular (see [16]):

\[
\int_0^t 1_{\{X_t = X'_t = 0\}} dL_t(X^{4n+2} - X'^{4n+2}) = 0.
\]

But owing to Proposition 1.3(iii) \( dL_t(X - X') \) is carried by \( \{t, X_t = X'_t = 0\} \) which completes the proof.

(ii) Let \( H := \{t, Z_t = 0\} \) and \( H' := \{t, Z'_t = 0\} \), on the open set \( \hat{H}' \cap H' \) we have \( X = -X' \). But the interior of the set \( \{t, X_t = -X'_t\} \) is empty, so \( \hat{H}' \cap H' = \emptyset \) and \( \hat{H} = \hat{H}' \).

Since \( H \subset H' \) we get \( \hat{H} = \hat{H}' \), (ii) results immediately from [17].

**Appendix A**

**Point #1.**

Let \( H \) be a closed optional set, \( g \) the end of \( H \) and \( G \) be the set of the left extremities of \( H \), a semi-martingale \( X = M + V \) is said to be in \( \mathcal{R}(H) \) if \( M \) is uniformly integrable martingale, \( dV_t \) is carried by \( H \) and \( X \) is null on \( H \).

Under the hypothesis \( g < +\infty \), a.s. the three following properties were proved in [2]:

(1) If \( (X_t) \) is a process of \( \mathcal{R}(H) \), we have \( E[X_{\infty}, g \leq T | \mathcal{F}_T] = X_T \) for every stopping time \( T \).

(2) If \( G \) avoids stopping times and if \( X \) is a random integrable variable, then the right continuous version of the process \( X_t = E[X, g \leq t | \mathcal{F}_T] \) is in \( \mathcal{R}(H) \).

(3) \( E[\int_0^{+\infty} Z_s dV_s] = E[X_{\infty}Z_g, g > 0] \), where \( V \) is the finite variation part of \( (X_t) \) and \( (Z_t) \) is an optional process.

These formulae remain true if \( \mathbb{P}\{g = +\infty\} < 1 \) (by a suitable change of probability) and the hypothesis that \( G \) avoids stopping times becomes: \( G \) avoids stopping times on \( \{X_\infty \neq 0\} \) (with the same proofs of [2]).
Point #2. \( \forall \varepsilon > 0, \mathcal{F}_{g+\varepsilon} \subset \mathcal{R}_{g+\varepsilon} \lor C \) where \( C \) is the completion of \( \sigma (\Phi_n, n \geq 1) \), \( (\Phi_n)_{n \geq 1} \) is the sequence of signs of the excursions of \( B \) (with the same labeling of Barlow [5]).

Since \( C \) is independent of \( \mathcal{R}_\infty = \mathcal{F}^{[X]} = \mathcal{F}^{[B]} \), we have \( \mathcal{F}_{g}^+ \subset \mathcal{R}_{g}^+ \lor C \) (see [14]). So \( \mathcal{F}_{g}^+ \subset \mathcal{R}_{g}^+ \lor \sigma (\Phi_n, (X)_{\alpha_n} < g^+ \lor \{ X_{T_{1>0}} \}, \alpha_n \) is the beginning of the \( n \)th excursion, hence, \( \mathcal{F}_{g}^+ \subset \mathcal{F}_g \lor \{ X_{T_{1>0}} \} \), finally \( \mathcal{F}_{g}^+ = \mathcal{F}_g \lor \{ X_{T_{1>0}} \} \).

Point #3. We will prove that \( H \neq H' \). Assume on the contrary that \( H = H' \). Then by the Corollary 3.2.1 of [2], the process \( Y = (\text{sgn} X)R \) is a martingale, so \( M := \int B^{2n} dB = Y_{(M)} = Y_{(M)} \). This entails \( \{ t, B_t = 0 \} = \{ t, M_t = 0 \} \) which is not true, as it would imply by applying Itô’s formula to \( B^{2n+1}: n \int_0^{\tau} B^{2n-1} s ds = B^{2n+1} - (2n + 1)M_{t_{\tau}} = 0 \) where \( \tau \) is the inverse of the local time of \( B \) at zero. Indeed, \( \int_0^{\tau} B^{2n-1} s ds = \int_0^{\tau} a^{2n-1} (L^u_{t_{\tau}} - L^{-a}_{t_{\tau}}) da \) is a symmetric stable process (which is not identically null).

Point #4. Let \( Y \) be a continuous semi-martingale, then \( L^0_t(Y^2) = 0 \) for every \( t \geq 0 \), indeed:

\[
\int_0^t \frac{1}{Y^2_s} d\langle Y^2 \rangle_s = 4(Y)_t < +\infty.
\]

But by the occupation times formula (see Corollary 1.6, Chapter VI of [18]):

\[
\int_{-\infty}^{+\infty} \frac{1}{|x|} L^0_t(Y^2) dx < +\infty.
\]

Thus \( L^0_t(Y^2) = 0 \).
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