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ABSTRACT. – In this work we study connections between various asymptotic properties
nonlinear filter. It is assumed that the signal has a unique invariant probability measure. T
property of interest is expressed in terms of a relationship between the observationσ field and
the tailσ field of the signal, in the stationary filtering problem. This property can be viewe
the permissibility of the interchange of the order of the operations of maximum and cou
intersection for certainσ -fields. Under suitable conditions, it is shown that the above prope
equivalent to various desirable properties of the filter such as

(a) uniqueness of invariant measure for the signal,
(b) uniqueness of invariant measure for the pair (signal, filter),
(c) a finite memory property of the filter,
(d) a property of finite time dependence between the signal and observationσ fields and
(e) asymptotic stability of the filter.

Previous works on the asymptotic stability of the filter for a variety of filtering models
identify a rich class of filtering problems for which the above equivalent properties hold.
 2003 Éditions scientifiques et médicales Elsevier SAS

Keywords:Nonlinear filtering; Invariant measures; Asymptotic stability; Measure valued
processes

RÉSUMÉ. – Dans cet article, nous étudions les relations entre différentes propriétés as
tiques du filtre nonlinéaire. On suppose que le signal à une unique mesure de probabili
riante. La propriété principale nous donne une relation entre la tribu engendrée par les o
tions et la tribu asymptotique du signal dans le problème à du filtrage stationnaire. Cette pr
peut être vue comme la possibilité de changer l’ordre des opérations d’intersection dénom
et de maximum pour certaines tribus.

Sous des conditions adéquates, on peut montrer que cette derniére propriété est équi
certaines propriétés recherchées pour les filtres, telles que

(a) l’unicité de la mesure invariante du signal.
(b) l’unicité de la mesure invariante du couple (signal, filtre).
(c) Une propriété de mémoire finie du filtre.

E-mail address:budhiraj@email.unc.edu (A. Budhiraja).
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(d) Une relation entre la tribu du signal et la tribu engendrée par les observations.
(e) la stabilité asymptotique du filtre.

 2003 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

In this work we will consider the classical model of nonlinear filtering. Namely,
have a pair of stochastic processes(Xt, Yt)t�0 where(Xt ) is called the signal proces
and(Yt) the observation process. The signal is taken to be a Markov process with
in some Polish spaceE and the observations are given via the relation:

Yt =
t∫

0

h(Xs) ds +Wt, (1.1)

where (Wt) is a standardd-dimensional Brownian motion independent of(Xt) and
h, referred to as the observation function, is a map fromE → R

d . Tho goal of
nonlinear filtering is the study of the measure valued process(
t) which is the
conditional distribution ofXt given σ {Ys: 0 � s � t}. This measure valued proce
is called the nonlinear filter. In the current work we are primarily interested in
ergodicity and stability properties of the nonlinear filter. In recent years such a stud
generated significant interest [22,29,23,30,19,28,3,15,2,11,24,8,1,16,26,7,9,27,1
18,10,6,25,14].

The problem of invariant measures for filtering processes was first consider
Kunita [22]. In this classic paper Kunita showed, using the uniqueness of the so
of the Kushner–Stratonovich equation, that in the above filtering model if the sig
Feller–Markov with a compact, separable Hausdorff state spaceE then the optimal filter
is also a Feller–Markov process with state spaceP(E), whereP(E) is the space of al
probability measures onE. Furthermore, [22] shows that if the signal in addition h
a unique invariant measureµ for which (2.13) holds then the filter(
t) has a unique
invariant measure. In subsequent papers Kunita [23] and Stettner [29] extend
above results to the case where the state space is a locally compact Polish spac
above papers [22,23,29] the observation functionh is assumed to be bounded. In a rec
paper [4] the results of Kunita–Stettner were extended to the case of unboundedh and
signals with state space an arbitrary Polish space. The proofs in [4] are of indep
interest since unlike the arguments in [22,29] they do not rely on the uniquene
the solution to Kushner–Stratonovich equation. Using the results of Kunita [22], O
and Pardoux [28], in a pioneering paper, studied the problem of asymptotic st
of filters. Roughly speaking, the property of asymptotic stability says that the dis
between the optimal filter and an incorrectly initialized filter converges to 0 as
approaches∞. More precisely, forν ∈ P(E) denote byQν the measure induced b
(Yt) onC =̇C([0,∞): R

d) (the space of all continuous maps from[0,∞) to R
d ), when

the Markov process(Xt ) has the initial lawν. One can show that for everyν ∈ P(E)
there exists a family of measurable maps{�t(ν)}t�0 from C to P(E) such that ifµ1

is the law ofX(0), then�t(µ1)(Y·(ω)) is the optimal nonlinear filter whereas for a
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otherµ2 ∈ P(E), �t(µ2)(Y·(ω)) is a suboptimal filter which is constructed under
erroneous assumption that the initial law of the signal isµ2 instead ofµ1. We say that the
filter is (µ1,µ2) asymptotically stable if for allφ ∈Cb(E) (the space of real continuou
and bounded functions onE)

EQµ1

[〈
�t(µ1), φ

〉− 〈�t(µ2), φ
〉]2

(1.2)

converges to 0 ast →∞, whereEQµ1
denotes the expectation with respect to

measureQµ1. With a somewhat different goal in mind, Delyon and Zeitouni [19] (in
earlier work than [28]) had also studied the dependence of the optimal filter on the
condition. In recent years various authors have considered the problem of asym
stability under different hypothesis [28,3,15,2,11,24,8,1,16,26,12,17,4,18,10,25].

Recently, it has been pointed out [13] that there is a gap in the proof of Lemm
of [22] which is the key step in the proof of the uniqueness of the invariant measu
the filter. The difficulty, as will be described below, lies in the statement made just b
equation (3.21) of that paper. The gap is of serious concern since some of the
in [29,28,4,6] directly appeal to the argument of the above lemma. The basic proble
be described as follows. For the rest of this section we will assume that the signal p
has a unique invariant measureµ, namely Assumption 2.2 holds. Consider the family
σ -fields (Gts ,Z t

s )−∞<s<t<∞, defined in (2.17) and (2.16) respectively. Basically, theσ -
fields are obtained via a “stationary filtering problem” on(−∞,∞), with the signal
and observation processes(ξ̃t )−∞<t<∞, (αt)−∞<t<∞ defined on some probability spa
(�(1),B(�(1)),R(1)µ ) (see Section 2 for the precise definitions and construction).Z t

s is the
R(1)µ completion of theσ -field generated by the observations:(αu − αs; s � u� t) and

Gts is theR(1)µ completion of theσ -field generated by the signal(ξ̃u)s�u�t . We will extend
the definition of(Gts ,Z t

s ) for s, t =∞,−∞ in an obvious manner. So, for example,G−∞−∞
is defined to be

⋂−∞
t=−∞

⋃t
s=−∞ Gts . It is well known (cf. [31]) that under Assumption 2.

G−∞−∞ isR(1)µ trivial. Now the key difficulty is the following. In the course of the proof
Theorem 3.3 of [22] (which assumes that Assumptions 2.2 and 2.3 hold), the follo
result is used

Z0
−∞ =

∞⋂
t=−∞

(
Z0
−∞ ∨ Gt−∞

)
. (1.3)

Eq. (1.3) can be viewed as the permissibility of the interchange of the max operatio∨)
and the intersection operation (

⋂∞
t=−∞) for theσ -fieldsZ0−∞ and{Gt−∞}t∈R.

However, [22] does not provide a proof for (1.3). Moreover, the above state
in general, may not hold. By this we mean that one can construct a proba
space(�0,F0,P0) with sub-σ -fields F∗, (G∗n)n�0, such that all theσ fields areP0

complete and{G∗n}n�0 is a decreasing sequence such that
⋂
n�0G∗n is P0 trivial, however,⋂

n�0(F∗ ∨G∗n) strictly containsF∗. We refer the reader to [32] and [33] (Exercise 4.
for very instructive examples where the equality of the twoσ fields fails to hold. We
were pointed to these examples by Chigansky and Liptser [13] who also found an
in the example given by [32]. The problem is rather delicate in view of the follow
For a probability measureP1 on (�0,F0) and sub-σ -fieldsHi , i = 1,2, of F0, we will
say thatH1=H2 (modP1) if the twoσ fields are equal, moduloP1 null sets. The pape
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[32] shows that ifG∗n is separable for alln then the problem of equality of theσ -fields⋂
n�0(F∗ ∨ G∗n) andF∗ is equivalent to the statement that

⋂
n�0G∗n is P0(· | F∗) trivial,

a.s.P0. Now note that theP0 triviality of
⋂
n�0G∗n implies that

P0(A |F∗)= P0(A)= 0 or 1, a.s.[P0], ∀A ∈ ⋂
n�0

G∗n. (1.4)

Now suppose that there is a separableσ field H such that⋂
n�0

G∗n =H
(
modP0(· |F∗)

)
, a.s.P0. (1.5)

Then (1.4) implies that

P0(A |F∗)= P0(A)= 0 or 1 ∀A ∈ ⋂
n�0

G∗n, a.s.[P0], (1.6)

thus showing that
⋂
n�0G∗n is P0(· | F∗) trivial, a.s.P0. Therefore the key difficulty

in establishing the equality of the twoσ -fields is proving the separability property⋂
n�0G∗n stated in (1.5).
The objective of this work is to show that the equality (1.3) is the central issue i

asymptotic study of the nonlinear filter. Our main result, Theorem 2.7, shows that,
suitable conditions (Assumptions 2.2, 2.3, 2.6), this equality is equivalent to va
desirable properties of the nonlinear filter, such as: (a) uniqueness of invariant m
for the signal, (b) uniqueness of invariant measure for the pair (signal, filter), (c)
memory property of the filter (see Definition 2.4), (d) finite time dependence ofσ -fields
{Gt−∞}t<0 with respect to theσ -field Z0−∞ (see Definition 2.5) and (e) asympto
stability of the filter.

Of the above listed equivalent statements, the last statement, i.e., the asym
stability of the filters, has been the focus of most research. The first paper in this dir
is [28] where asymptotic stability for Kalman filters was proved. In a sequence of p
Atar and Zeitouni [3,2] identify several important filtering problems, with a com
or countable state space for the signal, for which asymptotic stability holds.
works on asymptotic stability for compact state space signals are [24,18]. The
[11,12,25] study some signals in discrete time with non-compact state space for
asymptotic stability can be shown to hold. Atar [1] considers a continuous time filt
problem with non-compact state space and establishes asymptotic stability of th
Asymptotic stability for Benes filters is proved in [26]. In [8], asymptotic stability of
filter, for a compact state space signal model and point process observations, is p

The results of the above papers identify a rich family of filtering problems for w
the equivalent conditions of Theorem 2.7 hold. However, we have been unable to
the equality of theσ fields in (1.3) without making any additional assumptions t
Assumptions 2.2, 2.3, 2.6. This remains a challenging open problem.

Finally we remark that the current work builds upon and borrows from se
previous works. In particular, many arguments in this work are similar to those in
23,29,28,4,6] and thus wherever possible we have referred the reader to previous
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2. Notation and the filtering model

LetE be a complete separable metric space and let(�,F,P ) be a probability space
Let (Xt) be a homogeneous Markov process with values inE with transition probability
functionp(x, t,B), i.e. for t, τ > 0, x ∈E andB ∈ B(E)

P
(
Xt+τ ∈ B | σ (Xu: u� τ)

)= p(Xτ , t,B) a.s., (2.1)

where for a Polish spaceS, B(S) denotes the Borel sigma field onS. Denote the
distribution ofX0 by γ , i.e.

γ = P ◦ (X0)
−1. (2.2)

Denote byD =̇D([0,∞),E), the Skorokhod space ofE valued cadlag functions o
[0,∞) and letξt (·) be the coordinate process onD, i.e.ξt (θ) =̇ θ(t) for θ ∈D.

We will assume that(Xt ) admits a cadlag version, i.e. for all(s, x) ∈ [0,∞)×E there
exists a probability measurePs,x onD such that for 0� s < t <∞, andU ∈ B(E),

Ps,x
(
ξt ∈U | σ (ξu: u� s)

)= p(ξs, t − s,U) a.s.Ps,x (2.3)

and

Ps,x(ξu = x, 0� u� s)= 1. (2.4)

For notational simplicity,P0,x will hereafter be denoted asPx .
We will also assume that the Markov process is Feller, i.e. the mapx → Ps,x is a

continuous map fromE to P(D), where for a Polish spaceS, P(S) denotes the spac
of probability measures on(S,B(S)). Let (Tt) denote the semigroup corresponding
the Markov process(Xt), i.e. forf ∈ BM(E) (for a Polish spaceS, BM(S) denotes the
space of bounded measurable functions onS),

(Ttf )(x) =̇
∫
D

f
(
ξt (θ)

)
dPx(θ).

The Feller property of the Markov process gives that forf ∈Cb(E), (Ttf ) ∈Cb(E).
The observation process is given as follows:

Yt =
t∫

0

h(Xu) du+Wt, (2.5)

whereh :E→ R
d is a continuous mapping and(Wt) is a R

d -valued standard Wiene
process, assumed to be independent of(Xt). Denote by
t the conditional distribution
of Xt given past and current observations, i.e. forA ∈ B(E),


t(A) =̇P (Xt ∈A | σ {Yu: 0 � u� t}). (2.6)

In order to study an incorrectly initialized filter we will introduce the followi
canonical setting, used in [4]. Let(βt) be the canonical process onC =̇ C([0,∞): R

d)
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(the space of continuous functions from[0,∞) to R
d ), i.e. βt(η) =̇ η(t) for η ∈ C. Let

Q be the standard Wiener measure on(C,B(C)). Also set

(�̂, F̂) =̇ (D,B(D))⊗ (C,B(C))
and define forν ∈P(E), s > 0

Rs,ν =̇Ps,ν ⊗Q,
wherePs,ν ∈P(D) is defined as:

Ps,ν(B) =̇
∫
E

Ps,x(B) ν(dx), B ∈ B(D).

We will sometimes writeP0,ν,R0,ν asPν andRν respectively. LetZt : �̂→ R be the
stochastic process such that for all 0� s � t :

Zt −Zs =
t∫
s

〈
h(ξu), dβu

〉
, a.s.Rs,ν

for all ν ∈ P(E), where〈· , ·〉 denotes the inner product inRd . For the existence of suc
a common version see Theorem 3 in [21]. Next, for 0� s � t , let

qst =̇ exp

(
Zt −Zs − 1

2

t∫
s

∥∥h(ξu)∥∥2
du

)
.

For a Polish spaceS let M(S) denote the space of positive, finite measures onS. For
f ∈ BM(S) andm ∈M(S) we will denote

∫
S f (x) dm(x) by 〈m,f 〉 orm(f ).

Forν ∈M(E) and 0� s � t <∞, define aM(E) valued process2st(ν) onC as

〈
2st(ν)(η), f

〉 =̇ ∫
E

∫
D

f
(
ξt (θ)

)
qst (θ, η) dPs,x(θ) dν(x), η-a.s.[Q]. (2.7)

The measurability of the map(s, t, η, ν)→ 2st(ν)(η) is a consequence of Theorem
in [21] which gives the measurability of the map(t,ω)→ Zt(ω).

Finally define for 0� s � t andν ∈M(E) a P(E) valued random variable�st(ν)
via the normalization of2st(ν), i.e.

�st(ν) =̇ 2st(ν)

〈2st(ν),1〉 .

Also, we define2t(ν) =̇20t (ν) and�t(ν) =̇�0t (ν).
As a consequence of the Kallianpur–Striebel formula (see [20]) it follows tha

f ∈ BM(E) 〈

t(ω), f

〉= 〈�0t (γ )
(
Y.(ω)

)
, f
〉
, ω-a.s.[P ], t ∈ (0,∞). (2.8)
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By a filter initialized incorrectly at the probability measureγ1 we mean theP(E)
valued process,
γ1

t defined as:〈

γ1
t (ω), f

〉 =̇ 〈�0t (γ1)
(
Y.(ω)

)
, f
〉
, f ∈ BM(E).

Let F̃ be theQ-completion ofB(C) and Ñ be the class ofQ-null sets in F̃ . For
0� s � t �∞, letAt

s be the sub-σ -fields ofF̃ defined by

At
s = σ

(
σ (βu− βs: s � u� t)∪ Ñ

)
. (2.9)

Next we introduce the probability measure onC under which the canonical proce
has the same law as the observation process. For an arbitraryν ∈ P(E) let Qν ∈ P(C)
be defined by

dQν

dQ
= 2t(ν)(E) onAt

0, t ∈ [0,∞). (2.10)

It is easy to see thatP ◦ Y−1=Qγ .
We now define our basic notion of asymptotic stability which was introduce

Ocone and Pardoux [28].

DEFINITION 2.1. – Let µ1,µ2 ∈ P(E). We say that the filter is(µ1,µ2)-asymptot-
ically stable if for allφ ∈ Cb(E)∣∣〈�t(µ1), φ

〉− 〈�t(µ2), φ
〉∣∣

converges to0 in Qµ1-probability ast→∞.

We now proceed to describe the Markov properties of the filter. It was shown
that{πt}t�0 is a Feller–Markov process with associated semigroup:

(TtF )(ν) =̇EQν

(
F
(
�t(ν)

)); F ∈ BM
(
P(E)

); ν ∈P(E).

In order to describe the Markov property of the (signal, filter) pair, we
introduce the following measure on(�̂, F̂) which corresponds to the law of the proce
(Xt, Yt)t�0. Forν ∈P(E) define

Kt
s (ν) =̇ σ

(
σ {βu− βs : s � u� t} ∪ σ {ξu: s � u� t} ∪N

)
, (2.11)

whereN is the class of allR0,ν null sets. Now for fixedν ∈P(E) defineR̂0,ν on (�̂, F̂)
as follows:

dR̂0,ν

dR0,ν
(θ, η) =̇ q0t (θ, η) onKt

0(ν), t � 0. (2.12)

Observing that

R0,γ = P ◦ (X·, Y·)−1,

it follows via an application of Girsanov’s theorem (cf. [4], Section 4) that

R̂0,γ = P ◦ (X·,W·)−1.
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Now, for fixedν ∈P(E) let
ν
t be the filter initialized atν, defined as


ν
t (ω) =̇�t(ν)

(
Y·(ω)

)
.

It was shown in [4] that((Xt,
ν
t ),Ft ) is aE ×P(E) valued Feller–Markov process o

(�,F,P ) with associated semigroup{St}0�t<∞ defined as follows. ForF ∈ BM(E ×
P(E)),

(StF )(x, λ) =̇E
R̂0,x

[
F(�t(λ), ξt )

]; (x, λ) ∈E ×P(E).

The following two conditions will be assumed in many results of this paper.

Assumption2.2. – There is a unique invariant probability measure,µ, for the
semigroup(Tt).

Assumption2.3. – For allf ∈ Cb(E):

lim sup
t→∞

∫
E

∣∣Ttf (x)− 〈µ,f 〉∣∣µ(dx)= 0. (2.13)

The above assumption in the asymptotic study of the filter was introduced by K
[22], it is equivalent to the statement thatG−∞−∞ isR(1)µ – trivial (cf. [31]).

Following Stettner [29], denote forν ∈P(E) andA ∈ B(P(E)),

mνt (A) =̇ (TtIA)(ν)=EQν
(
IA
(
�t(ν, ·))) (2.14)

and

Mν
t (A) =̇

∫
E

(TtIA)(δx) ν(dx), (2.15)

where IA is the indicator function of the setA. We will now give representation
for mµt andMµ

t as the laws of certain filtering processes in the stationary filte
problem introduced by Kunita [22]. Henceforth we will assume that Assumption
holds, i.e., there is a unique(Tt ) invariant measure,µ. Let DR ≡ D((−∞,∞);E)
denote the space of r.c.l.l. functions from(−∞,∞) into E with Skorokhod topology
andCR ≡ C((−∞,∞);Rd) denote the space of continuous functions from(−∞,∞)
into R

d with topology of uniform convergence on compact subsets of(−∞,∞). Let the
coordinate processes onDR andCR be denoted by(ξ̃t (·)) and(β̃t (·)) respectively. Le
P (1)µ be the unique measure on(DR,B(DR)) which satisfies forE1, . . . ,En ∈ B(R) and
−∞< t1< t2< · · ·< tn <∞,

P (1)µ (ξ̃t1 ∈E1, . . . , ξ̃tn ∈En)
=

∫
µ(dx1)p(t1, x1, t2, dx2) · · ·p(tn−1, xn−1, tn, dxn).
E1×···×En
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Now letQ(1) be a probability measure on(CR,B(CR)), such that for−∞ < t0 < t1 <

· · ·< tn <∞, (
1√
t1− t0 (β̃t1 − β̃t0), . . . ,

1√
tn − tn−1

(β̃tn − β̃tn−1)

)
are independentN(0, Id×d).

Let�1 =̇DR×CR andR(1)µ =̇P (1)µ ⊗Q(1). Without loss of generality, we will conside

the coordinate processes(ξ̃t ), (β̃t ) to be defined on the product space(�1,B(�1),R(1)µ ).
LetF∗ be the completion ofB(�1) underR(1)µ . Define the observation process:

αt − αs =̇
t∫
s

h(ξ̃u) du+ β̃t − β̃s

and the sigma fields

Z t
s =̇ σ

(
σ (αv − αu; s � u� v � t)∪N ∗), (2.16)

Gts = σ
(
σ (ξ̃u: s � u� t)∪N ∗), (2.17)

where−∞� s < t �∞ andN ∗ is the class ofR(1)µ null sets inF∗. Further, letG−∞−∞ be
defined as

G−∞−∞ = ⋂
−∞<t<∞

Gt−∞. (2.18)

Now define for−∞< s < t <∞,

π̄ (0)s,t =̇�t−s(µ)
(
αs
)
,

whereαs :�1→ C([0,∞);Rd) is defined asαsu(ω) =̇ αs+u(ω)− αs(ω). Also define

π̄ (1)s,t =̇�t−s(δξ̃s )
(
αs
)
.

Observe that forf in BM(E)

π̄ (0)s,t (f )= E
R
(1)
µ

[
f (ξ̃t ) |Z t

s

]
and π̄ (1)s,t (f )= E

R
(1)
µ

[
f (ξ̃t ) |Z t

s ∨ σ (ξ̃s)
]
.

(For two sigma fieldsL1 and L2, L1 ∨ L2 =̇ σ (L1 ∪ L2).) Also note that forF in
BM(P(E))

E
R
(1)
µ

[
F
(
π̄ (1)s,t

)]=E
R
(1)
µ

[
F
(
�t−s(δξ̃s )

(
αs
))]

=
∫
E

EQxF
(
�t−s(δx)

)
µ(dx)

=
∫
E

(Tt−sF )(δx)µ(dx) (2.19)

=Mµ (F). (2.20)
t−s
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In a similar manner it is seen that

E
R
(1)
µ

[
F
(
π̄ (0)s,t

)]=mµt−s(F ). (2.21)

A straightforward application of martingale convergence theorem shows that ass →
−∞, almost surely the measurēπ(0)s,t converges (weakly) to the measureπ̄ (0)t defined as
follows: For bounded and continuous functionf onE

π̄(0)t (f ) =̇E
R
(1)
µ

[
f (ξ̃t ) |Z t

−∞
]
. (2.22)

Furthermore we have that (cf. Lemma 3.3 of Kunita [22])

π̄ (1)s,t (f )= E
R
(1)
µ

[
f (ξ̃t ) |Z t

−∞ ∨ Gs−∞
]

and thus by the reverse martingale convergence theorem we have that ass→−∞, π̄ (1)s,t
converges weakly to the measureπ̄ (1)t defined as

π̄ (1)t (f ) =̇E
R
(1)
µ

[
f (ξ̃t ) |

∞⋂
s=−∞

(
Z t
−∞ ∨ Gs−∞

)]
. (2.23)

It is stated in [22] that under Assumptions 2.2 and 2.3, the above expectation is e
E
R
(1)
µ
[f (ξ̃t ) |Z t−∞]. However, we have been unable to prove that statement.

In view of (2.20) and (2.21) we have thatMµ
u andmµu converge weakly asu→∞

to the law ofπ̄ (0)t andπ̄ (1)t respectively, which also shows that the laws ofπ̄
(0)
t , π̄ (1)t are

independent oft . Denote these laws asmµ andMµ respectively. Thus we have that

mµu →mµ; Mµ
u →Mµ, asu→∞. (2.24)

Also note that since(Tt ) is a Feller semigroup, it follows from (2.14) and (2.15) that b
mµ andMµ have to be(Tt ) invariant. This shows that there is at least one(Tt ) invariant
probability measure. In a similar way it is shown (cf. [4]) that there is at least one(St)

invariant probability measure.
We now introduce the property of “finite memory of the filter”. This property s

that for large times(t), the filter initialized at any pointx ∈E can be well approximate
by a sub-optimal filter which is constructed using only the observations from the pτ
units of time, for sufficiently largeτ . This property was introduced in the filter stabil
problem by Ocone and Pardoux [28].

DEFINITION 2.4. – We say that the filter has the finite memory property if for
φ ∈ Cb(E)

lim sup
τ→∞

lim sup
t→∞

EQδx

∣∣〈�t(δx), φ〉− 〈�t−τ,t (δxTt−τ ), φ〉∣∣= 0; x-a.s.[µ]. (2.25)

Finally, we give the following definition regarding the dependence between the s
and the observation process.
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DEFINITION 2.5. – We say that the sequence ofσ -fields{Gt−∞}t<0 has a finite time
dependence with respect to theσ -field Z0−∞, if for all k ∈ N, −∞ < t1 < t2 < · · · <
tk <∞, φ1, . . . , φk ∈ Cb(E) andε > 0, there existsτε ∈ (−∞, t1) and tε < τε such that
∀t � tε

E
R
(1)
µ

∣∣∣∣∣ER(1)µ
[

k∏
i=1

φi(ξ̃ti )
∣∣∣Z0

−∞ ∨ Gt−∞

]
−E

R
(1)
µ

[
k∏
i=1

φi(ξ̃ti )
∣∣∣Z0

τε
∨ Gt−∞

]∣∣∣∣∣� ε.
The following assumption will be made at some places in this work.

Assumption2.6. – For allν1, ν2 ∈ P(E) there existst ∈ [0,∞) such thatν1Tt is
absolutely continuous with respect toν2Tt .

We can now state the main result in this work.

THEOREM 2.7. – Suppose that Assumptions2.2, 2.3and2.6hold. Then the following
are equivalent.

(i)
⋂∞
s=−∞(Z0−∞ ∨ Gs−∞)=Z0−∞ ∨ G−∞−∞ .

(ii) mµ =Mµ.
(iii) The filter has a unique invariant measure, i.e. there is a uniqueTt invariant

probability measure.
(iv) The signal-filter pair has a unique invariant measure, i.e. there is a uniquSt

invariant probability measure.
(v) For all ν1, ν2 ∈P(E), the filter is(ν1, ν2) asymptotically stable.
(vi) The filter is(δx,µ) asymptotically stable forµ-almost everyx ∈ E.
(vii) The filter has the finite memory property(Definition2.4).

(viii) Theσ -fields {Gt−∞}t<0 have finite time dependence with respect to theσ -field
Z0−∞ (Definition2.5).

Remark2.8. – We show, in fact, a stronger result. Namely under Assumption
(alone), (v)⇒ (vi); (viii) ⇒ (i); and (v)⇒ (iv) ⇒ (ii) ⇒ (iii). Assuming 2.3 in addition
(i) ⇒ (ii). Finally, assuming 2.6 in addition (iii)⇒ (v) and (vi)⇒ (vii) ⇒ (viii).

Proof. –(i)⇒ (ii ) (Kunita [22]). Observe thatmµ is the probability law ofπ̄ (1)0 and
Mµ is the probability law ofπ̄ (0)0 . Assumption 2.3 implies thatG−∞−∞ is R(1)µ trivial. This

combined with (i) immediately gives, in view of (2.22) and (2.23) thatπ̄
(1)
0 = π̄ (0)0 a.s.

and thusmµ =Mµ.
(ii )⇒ (iii ) (Kunita [22]). If = is some other(Tt ) invariant probability measure,

follows (Theorem 3.2 [22]) thatmµ(F)�=(F)�Mµ(F) for all convex bounded an
continuous functionsF onM(E). Now (ii) implies thatmµ(F)==(F)=Mµ(F) for
all suchF . Since the collection of all suchF is a measure determining class, we h
thatmµ ===Mµ.
(iii )⇒ (v) (Ocone and Pardoux [28]). Corollary 3.2 gives thatνiTt →µ, for i = 1,2,

ast→∞. Also Assumption 2.6 implies thatQν1 is mutually absolutely continuous wit
respect toQν2 (cf. Corollary 3.4 of [6]). Now Theorem 3.2 of [28] yield the implicatio
We remark that [28] considers the case whenE is locally compact andh is bounded,
however the result holds in the current setting as was shown in Theorem 7.3 of [4
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(v)⇒ (vi) This is immediate.
(vi)⇒ (vii) See Theorem 3.3.
(vii )⇒ (viii ) See Theorem 3.6.
(viii )⇒ (i) See Theorem 3.8.
(v)⇒ (iv) [7,6]. This is a direct consequence of Theorem 3.6 of [6].
(iv)⇒ (ii ) It is shown in Theorem 6.4 of [4] that if we define

�mµ =̇R(1)µ o
(
π̄
(1)
0 , ξ0

)−1
, �Mµ =̇R(1)µ o

(
π̄
(0)
0 , ξ0

)−1
,

then both�mµ and �Mµ are (St) invariant. Now (iv) implies that�mµ = �Mµ and thus
(�mµ)1= ( �Mµ)1, where forρ ∈P(P(E)×E), we denote by(ρ)1 the marginal onP(E).
Since(�mµ)1=mµ and(�Mµ)1=Mµ, (ii) follows. ✷

3. Proofs

Throughout this section we will assume that Assumption 2.2 holds. The follo
lemma will be used in the proof of Theorem 3.3.

LEMMA 3.1. – Suppose that Assumption2.3 holds. Letν ∈ P(E) be such tha
νTε�µ for someε > 0. ThenνTt →µ as t→∞.

Proof. –We begin by noticing that forf ∈Cb(E) andt � ε,

(νTt)(f )=
∫
E

(Tt−εf )(x)
(
dνTε

dµ
(x)

)
µ(dx).

This implies that for allK ∈ (0,∞)∣∣(νTt )(f )−µ(f )∣∣= ∣∣∣∣ ∫
E

(
(Tt−εf )(x)−µ(f ))(dνTε

dµ
(x)

)
µ(dx)

∣∣∣∣
�K

∫
E

∣∣(Tt−εf )(x)−µ(f )∣∣µ(dx)
+ 2sup

x∈E

∣∣f (x)∣∣ ∫
E

(
dνTε

dµ
(x)

)
I dνTε
dµ (x)>K

µ(dx).

Taking limit ast→∞, we have from Assumption 2.3 that

lim sup
t→∞

∣∣(νTt )(f )−µ(f )∣∣� 2sup
x∈E

∣∣f (x)∣∣ ∫
E

(
dνTε

dµ
(x)

)
I dνTε
dµ

(x)>K
µ(dx).

The result now follows on taking limit asK→∞ in the above display. ✷
As an immediate consequence of the above result we have the following corolla

COROLLARY 3.2. – Suppose that Assumptions2.3, 2.6hold. Then for allν ∈ P(E),
νTt → µ, ast→∞.
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We now give the proof of the statement in Theorem 2.7 that (vi) implies (vii).

THEOREM 3.3. – Suppose that Assumption2.3 and 2.6 hold. Further suppose tha
the filter is(δx,µ) asymptotically stable forµ-almost everyx ∈ E. Then the filter has
the finite memory property in the sense of Definition2.4.

Proof. –Fix φ ∈ Cb(E). In view of Definition 2.4 it suffices to show (2.25). We beg
by observing that from Definition 2.1 it follows that forµ almost everyx ∈E

lim
t→∞EQδx

∣∣〈�t(δx), φ〉− 〈�t(µ),φ〉∣∣= 0. (3.1)

Next, following [28], we have that

EQµ

∣∣〈�t(µ),φ〉− 〈�t−τ,t (µTt−τ ), φ〉∣∣2
= EQµ

(〈
�t(µ),φ

〉)2+EQµ

(〈
�t−τ,t (µTt−τ ), φ

〉)2
− 2EQµ

(〈
�t(µ),φ

〉〈
�t−τ,t (µTt−τ ), φ

〉)
= EQµ

(〈
�t(µ),φ

〉)2−EQµ

(〈
�t−τ,t (µTt−τ ), φ

〉)2
= EQµ

(〈
�t(µ),φ

〉)2−EQµ

(〈
�τ(µ),φ

〉)2
=mµt (Fφ)−mµτ (Fφ),

where the last step follows from (2.14) andFφ ∈ Cb(P(E)) is defined asFφ(ν) =̇ 〈ν,φ〉2,
ν ∈ P(E). Taking limit as t →∞ and thenτ →∞ in the above display, we hav
from (2.24) that

lim sup
τ→∞

lim sup
t→∞

EQµ

∣∣〈�t(µ),φ〉− 〈�t−τ,t (µTt−τ ), φ〉∣∣= 0. (3.2)

Next, from Assumption 2.6 it follows thatQδx �Qµ. For a proof of this statement w
refer the reader to Corollary 3.4 of [6]. Thus observing that∣∣〈�t(µ),φ〉− 〈�t−τ,t (µTt−τ ), φ〉∣∣� 2sup

x∈E

∣∣φ(x)∣∣,
we have from (3.2) that∀x ∈E,

lim sup
τ→∞

lim sup
t→∞

EQδx

∣∣〈�t(µ),φ〉− 〈�t−τ,t (µTt−τ ), φ〉∣∣= 0. (3.3)

We now note that

EQδx

∣∣〈�t(δx), φ〉− 〈�t−τ,t (δxTt−τ ), φ〉∣∣
� EQδx

∣∣〈�t(δx), φ〉− 〈�t(µ),φ〉∣∣
+EQδx

∣∣〈�t(µ),φ〉− 〈�t−τ,t (µTt−τ ), φ〉∣∣
+EQδx

∣∣〈�t−τ,t (µTt−τ ), φ〉− 〈�t−τ,t (δxTt−τ ), φ〉∣∣ (3.4)

From (3.1), (3.3) and (3.4) it follows that, in order to prove (2.25) it suffices to show
for µ almost everyx and every fixedτ

EQ

∣∣〈�t−τ,t (µTt−τ ), φ〉− 〈�t−τ,t (δxTt−τ ), φ〉∣∣ (3.5)

δx
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3.2
converges to 0 ast→∞. However (3.5) can be rewritten as

EQδxTt−τ
∣∣〈�τ(µTt−τ ), φ〉− 〈�τ (δxTt−τ ), φ〉∣∣. (3.6)

Next, Corollary 3.2 gives that,δxTt−τ converges toµ as t →∞. Also, µTt−τ , being
equal toµ, trivially converges toµ ast→∞. It now follows from Theorem 7.2 of [4
that the expression in (3.6), and therefore the expression in (3.5), converges t
t→∞. This proves the theorem.✷

The following lemma and the proposition following it will be used in the proo
Theorem 3.6.

LEMMA 3.4. – Let {νn} be a sequence inP(E) such thatνn→ ν for someν ∈ P(E).
Then for alla ∈ (0,∞)

lim sup
K→∞

lim sup
n→∞

∫
�̂

q0,a(θ, η)1q0,a(θ,η)>K dRνn(θ, η)= 0.

Proof. –The proof of this result is contained in Theorem 5.1 of [4] and Theorem
of [5], however we sketch the argument for the sake of completeness.

Sinceνn→ ν weakly asn→∞, the Feller property of(Tt) implies thatPνn → Pν

weakly asn→∞. Now let (X̃nt ) and (X̃t ) be processes with values inD defined on
some probability space(��, �F, �P) such that�P ◦ (X̃n· )−1 = Pνn , �P ◦ (X̃·)−1 = Pν and
X̃n· → X̃· a.s.�P . Define

(�0,F0,R) =̇ (��× C, �F ⊗ B(C), �P ⊗Q)
and the processesZn· , Z· on this space as

Zna(�ω,η) =̇ q0a
(
X̃n(�ω), η), Za(�ω,η) =̇ q0a

(
X̃(�ω ), η).

Then it follows from the continuity ofh that (cf. [5]) Zna → Za in L1(R). This
immediately yields that

lim sup
K→∞

lim sup
n→∞

∫
�̂

q0,a(θ, η)1q0,a(θ,η)>K dRνn(θ, η)

= lim sup
K→∞

lim sup
n→∞

∫
�0

Zna1Zna>K dR

= 0.

This proves the lemma.✷
PROPOSITION 3.5. – Letφi, i = 1, . . . , k, be inCb(E). LetC ∈ (1,∞) be such that

k∏∣∣φi(xi)∣∣� C, ∀xi ∈E; i = 1,2, . . . , k. (3.7)

i=1
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−∞< t1< t2< · · ·< tk = 0.

Also lett, τ0 ∈ (−∞,0) be such thatt < τ0< t1. Then

E
R
(1)
µ

∣∣∣∣∣ER(1)µ
[

k∏
i=1

φi(ξ̃ti )
∣∣Z0

−∞ ∨ Gt−∞

]
−E

R
(1)
µ

[
k∏
i=1

φi(ξ̃ti )
∣∣Z0

τ0
∨ Gt−∞

]∣∣∣∣∣ (3.8)

is bounded above byC
∫
E(U1(x)+U2(x))µ(dx), whereUi(x) for i = 1,2 is defined as∫

C

EQ

(
2t∗(δx)(E)

∣∣�t∗(δx)(Ci(· , η′))−�t∗−τ∗,t∗(δxTt∗−τ∗)(Ci(·, η′))∣∣)Q(dη′), (3.9)

t∗ =̇ t1− t , τ ∗ =̇ t1− τ0 andCi :E × C is defined as follows:

C1(x, η)= φ1(x)

∫
D

k∏
i=2

φi(ξti−ti−1)q0,−t1(θ, η)Px(dθ), (3.10)

C2(x, η) =̇20,−t1(δx)(E)(η)=
∫
D

q0,−t1(θ, η)Px(dθ). (3.11)

Proof. –We begin by observing that from the Markov property of the signal
the independence between observation noise and the signal, one can replace
conditioningσ fields in (3.8) withZ0

t ∨ σ {ξt} andZ0
τ0
∨ σ {ξt}, respectively. Thus, th

expression in (3.8) can be rewritten as an expectation on(�̂, F̂, R̂δx ) as,

∫
E

E
R̂δx

∣∣∣∣∣ER̂δx
[

k∏
i=1

φi(ξti−t )
∣∣A−t

0

]
−E

R̂δx

[
k∏
i=1

φi(ξti−t )
∣∣A−t

τ0−t

]∣∣∣∣∣µ(dx). (3.12)

Now an application of Bayes formula and a further conditioning yields that

E
R̂δx

[
k∏
i=1

φi(ξti−t )
∣∣A−t

0

]
=
∫
D
∏k
i=1φi(ξti−t )q0,−t (θ, η)Px(dθ)∫

D q0,−t (θ, η)Px(dθ)

=
∫
DC1(ξt1−t , γt1−t (η))q0,t1−t (θ, η)Px(dθ)∫
DC2(ξt1−t , γt1−t (η))q0,t1−t (θ, η)Px(dθ)

= 2t1−t (δx)(C1(· , γt1−t (η)))
2t1−t (δx)(C2(· , γt1−t (η)))

= �t1−t (δx)(C1(· , γt1−t (η)))
�t1−t (δx)(C2(· , γt1−t (η)))

(3.13)

where fors > 0, γs :C→ C is defined asγs(η)(u) =̇ η(u+ s)− η(s) andCi, i = 1,2,
are as defined in the statement of the proposition. In exactly the same manner it is
that
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viii),

t

E
R̂δx

[
k∏
i=1

φi(ξti−t )
∣∣A−t

τ0−t

]
=
∫
DC1(ξt1−t , γt1−t (η))qτ0−t,t1−t (θ, η)Px(dθ)∫
DC2(ξt1−t , γt1−t (η))qτ0−t,t1−t (θ, η)Px(dθ)

= �τ0−t,t1−t (Tτ0−t δx)(C1(· , γt1−t (η)))
�τ0−t,t1−t (Tτ0−t δx)(C2(· , γt1−t (η)))

. (3.14)

The above representations show that the term inside the integral in (3.12) is same

EQ

[
20,−t (δx)(E)

∣∣∣∣�t1−t (δx)(C1(· , γt1−t (η)))
�t1−t (δx)(C2(· , γt1−t (η)))

− �τ0−t,t1−t (Tτ0−t δx)(C1(· , γt1−t (η)))
�τ0−t,t1−t (Tτ0−t δx)(C2(· , γt1−t (η)))

∣∣∣∣].
(3.15)

Next observe that ifU,V,U ′, V ′ are real numbers such that|U ′/V ′| � D for some
D � 1 then ∣∣∣∣UV − U ′

V ′

∣∣∣∣�D{∣∣∣∣U −U ′

V

∣∣∣∣+ ∣∣∣∣V − V ′

V

∣∣∣∣}.
Using this inequality, we have that the term in (3.15) is bounded by

C

2∑
i=1

EQ

[
20,−t (δx)(E)∣∣∣∣�t1−t (δx)(Ci(· , γt1−t (η)))−�τ0−t,t1−t (Tτ0−t δx)(Ci(· , γt1−t (η)))�t1−t (δx)(C2(· , γt1−t (η)))

∣∣∣∣]. (3.16)

Next note that

�t1−t (δx)
(
C2
(· , γt1−t (η)))= 2t1−t (δx)(C2(·, γt1−t (η)))

2t1−t (δx)(E)

= 20,−t (δx)(E)
2t1−t (δx)(E)

.

Using this equality we have that the term in (3.16) equals

C

2∑
i=1

EQ

[
2t1−t (δx)(E)

∣∣�t1−t (δx)(Ci(· , γt1−t (η)))
−�τ0−t,t1−t (Tτ0−t δx)

(
C1
(· , γt1−t (η)))∣∣].

Replacing, in the above displayt1− t by t∗ andt1− τ0 by τ ∗, and observing that unde
Q, γt∗ is independent ofAt∗

0 , we have that the above display equalsC(U1(x)+U2(x)),
whereUi(x), i = 1,2, are as defined in (3.9). Combining this observation with (3
we have the result. ✷

The following theorem shows that under Assumptions 2.3 and 2.6, (vii) implies (
where (vii) and (viii) are as in Theorem 2.7.

THEOREM 3.6. – Suppose that Assumptions2.3 and 2.6 hold. Further suppose tha
the filter has the finite memory property as defined in Definition2.4. Then theσ -fields
{Gt−∞}t<0 have finite time dependence(as defined in Definition2.5) with respect to the
σ -fieldZ0 .
−∞
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Proof. –Letφi, ti , i = 1, . . . , k, be as in Proposition 3.5. From Definition 2.5 we ha
that, it suffices to show that forµ-a.e.x andi = 1,2,

lim sup
τ∗→∞

lim sup
t∗→∞

Ui(x)= 0, (3.17)

whereUi(x) are defined in (3.9). ForK ∈ (0,∞), we write

q0,−t (θ, η)= q0,−t (θ, η)∧K + [q0,−t (θ, η)−K]Iq0,−t (θ,η)�K

≡ q(1)(θ, η)+ q(2)(θ, η).
Now for i = 1,2, defineC(1)

i andC(2)
i by replacingq0,−t in the definition ofCi (see

(3.10), (3.11)) byq(1) and q(2) respectively. Clearly, fori = 1,2, Ci = C(1)
i + C(2)

i

Observe that fori = 1,2 andQ-a.e.η′, C(1)
i (·, η′) ∈ Cb(E). This implies that forµ

almost everyx,

lim sup
τ∗→∞

lim sup
t∗→∞

∫
C

(
EQ2t∗(δx)(E)

∣∣�t∗(δx)(C(1)
i (· , η′)

)
−�t∗−τ∗,t∗(δxTt∗−τ∗)(C(1)

i (· , η′)
)∣∣)Q(dη′)

�
∫
C

lim sup
τ∗→∞

lim sup
t∗→∞

(
EQ2t∗(δx)(E)

∣∣�t∗(δx)(C(1)
i (· , η′)

)
−�t∗−τ∗,t∗(δxTt∗−τ∗)(C(1)

i (· , η′)
)∣∣)Q(dη′)

=
∫
C

lim sup
τ∗→∞

lim sup
t∗→∞

(
EQδx

∣∣�t∗(δx)(C(1)
i (· , η′)

)
−�t∗−τ∗,t∗(δxTt∗−τ∗)(C(1)

i (· , η′)
)∣∣)Q(dη′)

= 0, (3.18)

where the first inequality above follows on observing that the integrand in the firs
of the display is uniformly bounded in(t∗, τ ∗). and the last equality is a consequence
the finite memory property of the filter.

Next note that fori = 1,2,∫
C

(
EQ2t∗(δx)(E)

∣∣�t∗(δx)(C(2)
i (· , η′)

)∣∣)Q(dη′)
=
∫
C

(
EQ

∣∣2t∗(δx)(C(2)
i (· , η′)

)∣∣)Q(dη′)
� C

∫
�̂

q0,t∗(θ, η)qt∗,t∗−t1(θ, η)1qt∗,t∗−t1(θ,η)>K Px(dθ)Q(dη)

= C
∫
qt∗,t∗−t1(θ, η)1qt∗,t∗−t1(θ,η)>K Px(dθ)Q(dη)
�̂
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ve

and

gin
= C
∫
�̂

q0,−t1(θ, η)1q0,−t1(θ,η)>K PδxTt∗ (dθ)Q(dη). (3.19)

Corollary 3.2 gives thatδxTt∗ → µ as t∗ → ∞. Using this observation in the abo
display, along with Lemma 3.4 we have that fori = 1,2 and allx ∈E,

lim sup
K→∞

lim sup
t∗→∞

∫
C

(
EQ2t∗(δx)(E)

∣∣�t∗(δx)(C(2)
i (· , η′)

)∣∣)Q(dη′)= 0. (3.20)

Next consider∫
C

(
EQ2t∗(δx)(E)

∣∣�t∗−τ∗,t∗(δxTt∗−τ∗)(C(2)
i (· , η′)

)∣∣)Q(dη′)
=
∫
C

(EQ2t∗−τ∗,t∗(δxTt∗−τ∗)(E)
∣∣�t∗−τ∗,t∗(δxTt∗−τ∗)(C(2)

i (· , η′)
)∣∣)Q(dη′)

=
∫
C

(
EQ

∣∣2t∗−τ∗,t∗(δxTt∗−τ∗)(C(2)
i (· , η′)

)∣∣)Q(dη′)
� C

∫
�̂

qt∗−τ∗,t∗(θ, η)qt∗,t∗−t1(θ, η)1qt∗,t∗−t1(θ,η)>K Px(dθ)Q(dη)

� C
∫
�̂

q0,−t1(θ, η)1q0,−t1(θ,η)>K PδxTt∗ (dθ)Q(dη),

where the last step follows as in (3.19). Once more, in view of Corollary 3.2
Lemma 3.4 we have that fori = 1,2

lim sup
K→∞

lim sup
τ∗→∞

lim sup
t∗→∞

∫
C

(
EQ2t∗(δx)(E)

∣∣�t∗−τ∗,t∗(δxTt∗−τ∗)(C(2)
i (· , η′)

)∣∣)Q(dη′)= 0.

(3.21)

Finally, combining (3.18), (3.20) and (3.21), we have that forµ almost everyx, (3.17)
holds. This proves the result.✷

We now proceed to the proof of the statement that (viii) implies (i). We will be
with the following lemma.

LEMMA 3.7. – Leta ∈ (0,∞) be fixed. Then⋂
t�0

(
Z0
−a ∨ Gt−∞

)=Z0
−a ∨ G−∞−∞ .

Proof. –DefineR∗ ∈ P(�1) by the relation

dR∗

dR
(1)
µ

=̇ exp

{
−

0∫
h(ξu) dα(u)+ 1

2

0∫ ∥∥h(ξu)∥∥2
du

}
.

−a −a
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. This

-

ce
Observe that,

underR∗, G0
−∞ is independent ofZ0

−a. (3.22)

Though this is a standard fact, we sketch the proof of the statement in Appendix A
immediately yields that⋂

t�0

(
Z0
−a ∨ Gt−∞

)=Z0
−a ∨ G−∞−∞ (modR∗).

The lemma now follows on noting thatR(1)µ andR∗ are mutually absolutely continu
ous. ✷

THEOREM 3.8. – Suppose that theσ -fields {Gt−∞}t<0 have finite time dependen
with respect to theσ -fieldZ0−∞ (Definition2.5). Then

∞⋂
s=−∞

(
Z0
−∞ ∨ Gs−∞

)=Z0
−∞ ∨ G−∞−∞ .

Proof. –Note that for everys ∈ (−∞,∞)
Z0
−∞ ∨ Gs−∞ ⊇Z0

−∞ ∨ G−∞−∞ .

Therefore, we have that

∞⋂
s=−∞

(
Z0
−∞ ∨ Gs−∞

)⊇Z0
−∞ ∨ G−∞−∞ .

It thus suffices to show that

Z0
−∞ ∨ G−∞−∞ ⊇

∞⋂
s=−∞

(
Z0
−∞ ∨ Gs−∞

)
. (3.23)

Next note that (3.23) will follow if we show that for allF ∈⋂∞s=−∞(Z0−∞ ∨ Gs−∞)

P
(
F |Z0

−∞ ∨ G−∞−∞
)= 1F , a.e. (3.24)

Since
⋂∞
s=−∞(Z0−∞ ∨ Gs−∞) =

⋂
t�0(Z0−∞ ∨ Gt−∞), the right side of (3.24) isP(F |⋂

t�0(Z0−∞ ∨ Gs−∞)), a.e. and so we have that (3.23) will follow if we show that

P
(
F |Z0

−∞ ∨ G−∞−∞
)= P(F | ⋂

t�0

(
Z0
−∞ ∨ Gt−∞

))
, a.e. (3.25)

for all

F ∈Z0
−∞ ∨ G0

−∞ ⊇
∞⋂ (

Z0
−∞ ∨ Gs−∞

)
.

s=−∞
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e

any

e

By the usual monotone class arguments it suffices to considerF of the formF1 ∩ F2,
whereF1 ∈ Z0−∞ andF2 ∈ G0−∞. Thus (3.25) (and hence the result) will follow if w
show that for all bounded random variablesU1 andU2 such thatU1 is G0−∞ measurable
andU2 is Z0−∞ measurable

E
R
(1)
µ

(
U1U2 |Z0

−∞ ∨ G−∞−∞
)= E

R
(1)
µ

(
U1U2

∣∣ ⋂
t�0

(
Z0
−∞ ∨ Gt−∞

))
. (3.26)

SinceU2 is measurable with respect to bothZ0−∞ ∨ G−∞−∞ and
⋂
t�0(Z0−∞ ∨ Gt−∞),

it follows that we can take (without loss of generality)U2 = 1. Furthermore, via
a monotone class argument it follows that, it is enough to prove that, given
φ1, . . . , φk ∈ Cb(E) andt1< t2< · · ·< tk = 0,

E
R
(1)
µ

(
U |Z0

−∞ ∨ G−∞−∞
)= E

R
(1)
µ

(
U
∣∣ ⋂
t�0

(
Z0
−∞ ∨ Gt−∞

))
, (3.27)

where

U =̇ φ1(ξt1) · · ·φk(ξtk).
Let ε > 0 be arbitrary and lettε andτε be as in Definition 2.5. Then for allt � tε � τε < t1

E
R
(1)
µ

∣∣E
R
(1)
µ

[
U |Z0

−∞ ∨ Gt−∞
]−E

R
(1)
µ

[
U |Z0

τε
∨ Gt−∞

]∣∣� ε.
Let C be as in (3.7), then|U |� C. This implies, on taking limitt→−∞ in the above
display that

E
R
(1)
µ

∣∣∣∣ER(1)µ
[
U
∣∣ ⋂
t�0

(
Z0
−∞ ∨ Gt−∞

)]−E
R
(1)
µ

[
U
∣∣ ⋂
t�0

(
Z0
τε
∨ Gt−∞

)]∣∣∣∣� ε.
Combining the above observation with Lemma 3.7 we now have that

E
R
(1)
µ

∣∣∣∣ER(1)µ
[
U
∣∣ ⋂
t�0

(
Z0
−∞ ∨ Gt−∞

)]−E
R
(1)
µ

[
U |Z0

τε
∨ G−∞−∞

]∣∣∣∣� ε.
Thus to everyε > 0, there exists aZ0−∞ ∨ G−∞−∞ measurable random variableVε;
|Vε|�C, such that

E
R
(1)
µ

∣∣∣∣ER(1)µ
[
U
∣∣ ⋂
t�0

(
Z0
−∞ ∨ Gt−∞

)]− Vε∣∣∣∣� ε.
This implies thatE

R
(1)
µ
[U | ⋂t�0(Z0−∞ ∨ Gt−∞)] is Z0−∞ ∨ G−∞−∞ measurable. Sinc⋂

t�0(Z0−∞ ∨ Gt−∞)⊇Z0−∞ ∨ G−∞−∞ , we have (3.27). ✷
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s

Appendix A

Proof of (3.22). –We denote a typical element of�1 by (ω1,ω2). For a fixedω1 ∈DR,
defineR∗ω1

∈P(CR), via the relation

dR∗ω1

dQ(1)
=̇ exp

{
−

0∫
−a
h
(
ξu(ω1)

)
dβ̃(u)− 1

2

0∫
−a

∥∥h(ξu(ω1)
)∥∥2
du

}
.

Note thatR∗ω1
is indeed a probability measure onCR since

∫
CR

exp

{
−

0∫
−a
h
(
ξu(ω1)

)
dβ̃(u)− 1

2

0∫
−a

∥∥h(ξu(ω1)
)∥∥2
du

}
dQ(1) = 1.

Furthermore, by Girsanov’s theorem{αu(ω1, ·)−α−a(ω1, ·)}−a�u�0 is a Wiener proces
underR∗ω1

. Now define processes{bt}−a�t�0 and{b̃t }−a�t�0 on (�1,R(1)µ ) as follows:

bu =̇ β̃u − β̃−a; b̃u =̇ αu− α−a; −a � u� 0.

Then we have that∀C ∈ Cb(C([−a,0],Rd))

E
R
(1)
µ

[
C(b̃)exp

{
−

0∫
−a
h(ξu) dβ̃(u)− 1

2

0∫
−a

∥∥h(ξu)∥∥2
du

} ∣∣∣ G∞−∞
]

= E
R
(1)
µ
(C(b)),R(1)µ a.s.

Now letf be aG∞−∞ measurable bounded random variable on(�1,R(1)µ ). Then

ER∗
(
fC(b̃)

)=E
R
(1)
µ

[
fC(b̃)exp

{
−

0∫
−a
h(ξu) dβ̃(u)− 1

2

0∫
−a

∥∥h(ξu)∥∥2
du

}]

=E
R
(1)
µ

[
fE

R
(1)
µ

(
C(b̃)exp

{
−

0∫
−a
h(ξu) dβ̃(u)

− 1

2

0∫
−a

∥∥h(ξu)∥∥2
du

}
| G∞−∞

)]

=E
R
(1)
µ

(
fE

R
(1)
µ

(
C(b)

))
=E

R
(1)
µ
(f )ER∗

(
C(b̃)

)
.

By takingC(·) ≡ 1 in the above display we see thatE
R
(1)
µ
(f ) on the right side of the

above expression equalsER∗(f ). This proves (3.22). ✷
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