Scaling limit of the random walk among random traps on $\mathbb{Z}^d$
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Abstract. Attributing a positive value $\tau_x$ to each $x \in \mathbb{Z}^d$, we investigate a nearest-neighbour random walk which is reversible for the measure with weights $(\tau_x)$, often known as “Bouchaud’s trap model.” We assume that these weights are independent, identically distributed and non-integrable random variables (with polynomial tail), and that $d \geq 5$. We obtain the quenched subdiffusive scaling limit of the model, the limit being the fractional kinetics process. We begin our proof by expressing the random walk as the time change of a random walk among random conductances. We then focus on proving that the time change converges, under the annealed measure, to a stable subordinator. This is achieved using previous results concerning the mixing properties of the environment viewed by the time-changed random walk.
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1. Introduction

In this paper, we consider a trap model, known as Bouchaud’s trap model or also the random walk among random traps, evolving on the graph $\mathbb{Z}^d$. In this model, every site $x \in \mathbb{Z}^d$ represents a trap of a certain depth $\tau_x > 0$, and the dynamics is chosen in order to make the measure with weights $(\tau_x)_{x \in \mathbb{Z}^d}$ reversible. More precisely, for a fixed $a \in [0, 1]$ and $\tau = (\tau_x)_{x \in \mathbb{Z}^d}$, we consider the continuous time Markov chain $(X_t)_{t \geq 0}$ whose jump rate from a site $x$ to a neighbour $y$ is

$$\frac{(\tau_y)^a}{(\tau_x)^{1-a}}.$$  \hspace{1cm} (1.1)

We write $P^x_\tau$ for the law of this process starting from $x \in \mathbb{Z}^d$, $E^x_\tau$ for its associated expectation. The environment $\tau$ is chosen according to some probability law $\mathbb{P}$ (with corresponding expectation $\mathbb{E}$). We focus here on the case when $(\tau_x)_{x \in \mathbb{Z}^d}$ are independent and identically distributed, and in the regime where there is some $\alpha \in (0, 1)$ such that

$$\mathbb{P}[\tau_0 \geq y] \sim \frac{1}{y^\alpha} \quad (y \to +\infty).$$ \hspace{1cm} (1.2)
In particular, the expectation of the depth of a trap is infinite. We also assume that \( \tau_0 \geq 1 \). For \( \varepsilon > 0 \), we define the rescaled process \( \hat{X}(\varepsilon)(t) = \sqrt{\varepsilon} X_{t^{1/\alpha}}, \) and call \( J_1 \) topology the usual Skorokhod’s topology ([10], Chapter 3). We will prove the following result.

**Theorem 1.1.** If \( d \geq 5 \), then for almost every environment, the law of \( X(\varepsilon) \) under \( \mathcal{P}_0^\varepsilon \) converges, for the \( J_1 \) topology and as \( \varepsilon \) tends to 0, to the law of \( B \circ H^{-1} \), where \( B \) is a Brownian motion, \( H \) is an \( \alpha \)-stable subordinator, and \( (B, H) \) are independent.

The limit process \( B \circ H^{-1} \) appearing in Theorem 1.1 is known as the fractional kinetics process [31].

The proof of Theorem 1.1 we present below can easily be adapted to cover also the Metropolis and heat bath dynamics, where one replaces the jump rates in (1.1) by, respectively,

\[
\min\left(1, \frac{\tau_y}{\tau_x}\right) \quad \text{and} \quad \left(1 + \frac{\tau_x}{\tau_y}\right)^{-1}.
\]

In the case when \( \mathbb{E}[\tau_0] \) is finite, the random walk \( (X_t)_{t \geq 0} \) is diffusive under the averaged law, and converges to Brownian motion after rescaling [16]. Assumption (1.2), with \( \alpha < 1 \), brings us in the domain where the invariance principle breaks down.

The model investigated here has been considered on various graphs by physicists, as a simplified representation of the dynamics of glassy systems (see [13,28] for reviews). The first occurrences concern the dynamics on the complete graph, with \( a = 1 \) in [15] and with \( a = 0 \) in [12]. The general dynamics, with \( a \in [0,1] \), was considered in [26]. The case when the underlying graph is \( \mathbb{Z}^d \) has been studied in the physics literature in [8,23,26,27].

The characteristic property of glassy systems is the phenomenon of aging. It is experimentally observed that the magnetic susceptibility depends only on the ratio \( T/t_w \), which is the time spent by \( X \) at some site \( x \) is the time spent by \( X \) divided by \( \tau_x \). For the walk \( \hat{X} \), the jump rate from a site \( x \) to a neighbour \( y \) is thus \( \tau_x \tau_y \alpha \), which is symmetric. Letting

\[
A(t) = \int_0^t \tau_{\hat{X}_s} \, ds,
\]

we can rewrite \( X \) as

\[
X_t = \hat{X}_{A^{-1}(t)}.
\]

We define the rescaled processes \( \hat{X}(\varepsilon)(t) = \sqrt{\varepsilon} \hat{X}_{\varepsilon^{-1} t} \) and \( H(\varepsilon)(t) = \varepsilon^{1/\alpha} A(\varepsilon^{-1} t) \). In order to prove Theorem 1.1, it is sufficient to prove the following result (see [29], formula (3.3.4), for a definition of the \( M_1 \) topology).

**Theorem 1.2.** If \( d \geq 5 \), then for almost every environment, the joint law of \( (\hat{X}(\varepsilon), H(\varepsilon)) \) under \( \mathcal{P}_0^\varepsilon \) converges, for the \( J_1 \times M_1 \) topology and as \( \varepsilon \) tends to 0, to the law of \( (B, H) \), where \( B \) is a Brownian motion, \( H \) is an \( \alpha \)-stable subordinator, and \( (B, H) \) are independent.
Theorem 1.2 was obtained in [6] in the case when \( a = 0, \) in any dimension \( d \geq 2 \) (with a different renormalisation when \( d = 2 \)). For \( a = 0, \) the time-changed random walk \( \hat{X} \) is the simple random walk. The proof is based on a coarse-graining procedure introduced in [7], and relies on sharp heat kernel estimates for the simple random walk.

Recently, [1] managed to extend the method to cover general \( a \in [0, 1] \), for any \( d \geq 3 \). A preliminary step was to obtain sharp heat kernel estimates for the time-changed random walk \( \hat{X} \) [2].

Hence, Theorem 1.1 is not new. The interest of the present paper is that we will follow a radically different method of proof, that we believe to be more natural. The main tool needed here is that the time-changed random walk \( \hat{X} \) is “transient enough,” in the sense that the environment viewed by \( \hat{X} \) is sufficiently mixing. Moreover, we will see that we can in fact focus our attention on a priori weaker statements in which one considers the law of the processes under the annealed measure \( \mathbb{P}_0^\tau \) (that we will now write \( \mathbb{P} \), with corresponding expectation \( \mathbb{E} \)). Finally, in our method, intermediate statements do not involve a mesoscopic scale, but directly the limit objects, which are more simple. We mainly focus on the following statement.

**Proposition 1.3.** If \( d \geq 5 \), then the law of \( H^{(\varepsilon)}(\cdot) \) under the measure \( \mathbb{P} \) converges, for the \( M_1 \) topology and as \( \varepsilon \) tends to 0, to the law of an \( \alpha \)-stable subordinator.

We describe briefly how we prove this result. The process \( H^{(\varepsilon)}(\cdot) \) is an additive functional of the environment viewed by the particle \( \hat{X} \) (see (2.1) for a definition). Under the annealed measure, this process is known to be stationary, and when \( d \geq 5 \), mixing properties of this process are provided by [24]. In the limit \( \varepsilon \to 0 \), the increments of \( H^{(\varepsilon)}(\cdot) \) thus become independent (and stationary). Moreover, the process \( H^{(\varepsilon)}(\cdot) \) is a sum of non-integrable random variables (weighted by the occupation time of the random walk). As is usual in this case, only the few deepest traps, that is the \( x \)’s such that \( \tau_x \simeq \varepsilon^{-1/\alpha} \), really contribute to the sum. Because these contributions are asymptotically independent and identically distributed, in order to understand the scaling limit of \( H^{(\varepsilon)}(\cdot) \), it should be sufficient to understand the contribution in \( H^{(\varepsilon)}(\cdot) \) of the first deep trap encountered by the random walk.

Let us call \( x^{(\varepsilon)} \) the first site discovered by the random walk such that \( \tau_{x^{(\varepsilon)}} \geq \varepsilon^{-1/\alpha} \). Its contribution in \( H^{(\varepsilon)}(\cdot) \) is the product of \( \tau_{x^{(\varepsilon)}} \) by the occupation time of \( \hat{X} \) on \( x^{(\varepsilon)} \). For the first term, it is easy to identify the limit law of \( \varepsilon^{1/\alpha} \tau_{x^{(\varepsilon)}} \) as \( \varepsilon \) tends to 0, and one can also see that the two terms become asymptotically independent. We are thus left with the problem of estimating the time spent by \( \hat{X} \) on \( x^{(\varepsilon)} \). The random walk \( \hat{X} \) may perform several visits to \( x^{(\varepsilon)} \) on a time scale of order 1, and then leave it for ever. We can thus replace the occupation time by the product of an exponential variable of parameter 1, that we leave aside here, by the Green function on that site. We choose to write this Green function as a function \( G(\theta_{x^{(\varepsilon)}} \tau) \) of the environment centered at \( x^{(\varepsilon)} \). The core of the problem is thus to obtain the asymptotic behaviour of the environment centered at \( x^{(\varepsilon)} \).

We have already discussed the behaviour of \( (\theta_{x^{(\varepsilon)}} \tau)_0 = \tau_{x^{(\varepsilon)}} \). What remains to understand is the environment around the site \( x^{(\varepsilon)} \), that we may write \( \tau^{(\varepsilon)} = (\tau_{x^{(\varepsilon)}+z})_{z \neq 0} \). We will show the following fact.

**Proposition 1.4.** Let \( \overline{G}((\tau_z)_{z \neq 0}) = \lim_{t_0 \to +\infty} G(\tau) \), and \( c_{\tau} = \mathbb{E}[\overline{G}^{-1}] \). The law of \( \tau^{(\varepsilon)} \) converges to the law given by

\[
\frac{1}{c_{\tau}} \overline{G}(\tau) \, d\mathbb{P}(\tau).
\]

This result enables us to finish the proof of Proposition 1.3. It also gives us an explicit description of the Laplace exponent of \( H \), see (8.10) (and one can check that it coincides with the one obtained for \( a = 0 \) in [6], provided one adds the missing \( G_d(0)^{-1} \) in [6], formula (4.15), and propagates changes accordingly).

In what follows, we focus on the case \( a \neq 0 \), but our proofs can be easily adapted to cover the case \( a = 0 \). Our method is however not the wisest in this case, and one can in fact obtain much better results for general random walks whose law does not depend on the environment, see [19].

Let us now say a word on the topologies we consider. Results of convergence concerning processes defined on \( \mathbb{R}_+ \) should be understood as the convergence of the restrictions on \( [0, t] \), for any \( t > 0 \). In the results mentioned above, there appears the usual Skorokhod’s \( J_1 \) topology, and also the weaker \( M_1 \) topology. In Proposition 1.3 and Theorem 1.2, it is not possible to replace the \( M_1 \) topology by the \( J_1 \) topology (see [6] or the discussion at the beginning of Section 6). One may also want to replace the \( J_1 \) topology involved in Theorems 1.1 and 1.2 by the uniform topology,
but measurability problems preclude this possibility ([10], Section 18). The change of topology can nevertheless be done if one replaces the discontinuous processes $X^{(\varepsilon)}$ and $\hat{X}^{(\varepsilon)}$ by continuous approximations of them.

Apart from this introduction, the paper is divided into 10 sections and an Appendix. In Section 2, we recall the definition of the process of the environment viewed by the particle, and state its main properties: stationarity, ergodicity and mixing. In Section 3, we prove the asymptotic independence of the increments of $H^{(\varepsilon)}$. We then define an exploration process in Section 4, and show that the number of sites discovered grows asymptotically linearly with time in Section 5. Section 6 justifies that one can replace the occupation time of $\hat{X}$ on deep traps by the Green function. The main achievement of Section 7 is to prove Proposition 1.4, which enables us to prove Proposition 1.3 in Section 8. The convergence of the joint process $(\hat{X}^{(\varepsilon)}, H^{(\varepsilon)})$ under the annealed measure is then derived in Section 9. The passage from the annealed to the quenched measure leading to Theorem 1.2 is proved in Section 10, and relies on a kind of concentration argument that is due to [11] (and on the mixing estimates). Finally, we prove that Theorem 1.2 implies Theorem 1.1 in Section 11. The last section is an Appendix containing some classical results of interest from potential theory.

2. The environment viewed by the particle

We recall here the definition of the environment viewed by the particle, as well as some of its important properties. There are translations $(\theta_x)_x \in \mathbb{Z}^d$ acting on the space $\Omega$ of environments, such that $(\theta_x \tau)_y = \tau_{x+y}$. The environment viewed by the particle is the Markov process on $\Omega$ defined by

$$\hat{\tau}(t) = \theta_{\hat{X}} \tau.$$  \hspace{1cm} (2.1)

We recall the following classical result ([16], Lemma 4.3(iv)).

**Proposition 2.1.** The measure $\mathbb{P}$ is reversible and ergodic for the process $(\hat{\tau}(t))_{t \geq 0}$.

Throughout this paper, one central tool is an estimate of the speed of convergence to equilibrium of this process ([24], Proposition 7.2), that we now recall. For some $s \geq 0$, we say that a function $g(\hat{X}, \tau)$ depends only on the trajectory up to time $s$ if one can write it as

$$g((\hat{X}_u)_{u \leq s}, (\tau_{\hat{X}})_u \leq s).$$  \hspace{1cm} (2.2)

We say that such a function is translation invariant if, moreover, for any $x \in \mathbb{Z}^d$:

$$g((x + \hat{X}_u)_{u \leq s}, (\tau_{\hat{X}})_u \leq s) = g((\hat{X}_u)_{u \leq s}, (\tau_{\hat{X}})_u \leq s).$$

For a function $f : \Omega \to \mathbb{R}$, we write $\text{Var}(f)$ for the variance of the function $f$ with respect to the measure $\mathbb{P}$, and $f_t = \mathbb{E}^0_\tau[f(\tau(t))]$. Proposition 7.2 in [24] states the following.

**Theorem 2.2.** When $d \geq 5$, there exists $C > 0$ such that, for any bounded function $g$ that depends only on the trajectory up to time $s$ and is translation invariant, if $f(\tau) = \mathbb{E}^0_\tau[g]$, then for any $t > 0$:

$$\text{Var}(f_t) \leq C\|g\|_\infty^2 \frac{(s + t)^2}{t^{d/2}}.$$  \hspace{1cm} (2.3)

We point out that this result was initially established for a random walk among random independent conductances. Although $\hat{X}$ is a random walk among random conductances, they fail to be independent. Indeed, the conductance of the edge between two sites $x \sim y$ is $(\tau_x \tau_y)^\alpha$, hence conductances of adjacent edges are correlated. One can however check that, due to the locality of the dependence dealt with here, the results of [24] still apply in our present context.

For convenience, we also recall a useful observation from [24], formula (7.2). For a function $g$ of the form (2.2), we write $g(t)$ for

$$g((\hat{X}_u)_{t \leq u \leq t+s}, (\tau_{\hat{X}})_u \leq t+s),$$
and define \( f(\tau) = \mathbb{E}_0^\varepsilon[g(\tau)] \). Then one can check that, when \( g \) is translation invariant:

\[
f_t(\tau) = \mathbb{E}_0^\varepsilon[g(t(\tau))].
\]

(2.3)

3. Asymptotically independent increments

Let \( \delta \geq 0 \). We define \( H_\delta^{(\varepsilon)} \) as

\[
H_\delta^{(\varepsilon)}(t) = \varepsilon^{1/\alpha} \int_0^{\varepsilon^{-1}t} \tau^{\lambda} \mathbb{1}_{[\varepsilon^{1/\alpha} \tau \geq \delta]} \, ds.
\]

(3.1)

When \( \delta > 0 \), the process \( H_\delta^{(\varepsilon)} \) retains only the contributions of the deepest traps, but should be a good approximation of \( H \) for small \( \delta \). In this section, we consider possible limit points for the law of \( H_\delta^{(\varepsilon)} \) under \( \mathbb{P} \), as \( \varepsilon \) goes to 0. We will see, using Theorem 2.2, that any such limit point is the law of a subordinator. More precisely, for a sequence \( (\varepsilon_k)_{k \in \mathbb{N}} \) converging to 0, let us assume that the law of \( H_\delta^{(\varepsilon_k)} \) under \( \mathbb{P} \) converges, in the sense of finite-dimensional distributions and as \( k \) tends to infinity, to some measure \( \mu^\delta \). Possibly enlarging the probability space, we define a random variable \( H_\delta \) which has law \( \mu^\delta \) under \( \mathbb{P} \). The purpose of this section is to show the following result.

Proposition 3.1. If \( d \geq 5 \), then the process \( H_\delta \) is a subordinator under \( \mathbb{P} \).

Proof. Under \( \mathbb{P} \), the process \( H_\delta^{(\varepsilon_k)} \) inherits the stationarity property from that of \( (\hat{\tau}(t))_{t \geq 0} \). What we need to see is the independence of the increments in the limit. We will prove, by induction on \( n \), that for any \( \lambda_1, \ldots, \lambda_n \), and any \( s_1 < \cdots < s_{2n} \):

\[
\mathbb{E}\left[ \exp\left( -\sum_{i=1}^n \lambda_i (H_\delta(s_{2i}) - H_\delta(s_{2i-1})) \right) \right] = \prod_{i=1}^n \mathbb{E}[\exp(\lambda_i (H_\delta(s_{2i}) - H_\delta(s_{2i-1})))].
\]

(3.2)

The property is obvious when \( n = 1 \). We assume it to hold up to \( n \), and give ourselves \( \lambda_1, \ldots, \lambda_{n+1}, \) and \( s_1 < \cdots < s_{2n+2} \). We define

\[
P_k = \exp\left( -\sum_{i=1}^n \lambda_i (H_\delta^{(\varepsilon_k)}(s_{2i}) - H_\delta^{(\varepsilon_k)}(s_{2i-1})) \right),
\]

\[
F_k(\tau) = \mathbb{E}_0^\varepsilon[\exp(-\lambda_{n+1}(H_\delta^{(\varepsilon_k)}(s_{2n+2}) - H_\delta^{(\varepsilon_k)}(s_{2n+1})))].
\]

Using the Markov property at time \( \varepsilon^{-1}s_{2n} \), we have that

\[
\mathbb{E}_0^\varepsilon\left[ \exp\left( -\sum_{i=1}^{n+1} \lambda_i (H_\delta^{(\varepsilon_k)}(s_{2i}) - H_\delta^{(\varepsilon_k)}(s_{2i-1})) \right) \right] = \mathbb{E}_0^\varepsilon[P_k F_k(\hat{\tau}(\varepsilon^{-1}s_{2n}))],
\]

where we recall that \( \hat{\tau}(\varepsilon^{-1}s_{2n}) \) is the environment seen by the particle at time \( \varepsilon^{-1}s_{2n} \). What we want to show is precisely that

\[
\left| \mathbb{E}[P_k F_k(\hat{\tau}(\varepsilon^{-1}s_{2n}))] - \mathbb{E}[P_k] \mathbb{E}[F_k(\hat{\tau}(\varepsilon^{-1}s_{2n}))] \right| \rightarrow 0 \text{ as } k \rightarrow \infty.
\]

(3.3)

goes to 0 as \( k \) goes to infinity. Indeed, on one hand, the induction hypothesis can be applied on the limit of \( \mathbb{E}[P_k] \), and on the other, one has

\[
\mathbb{E}[F_k(\hat{\tau}(\varepsilon^{-1}s_{2n}))] = \mathbb{E}[\exp(-\lambda_{n+1}(H_\delta^{(\varepsilon_k)}(s_{2n+2}) - H_\delta^{(\varepsilon_k)}(s_{2n+1})))].
\]
But, by Cauchy–Schwarz inequality, the square of the term in (3.3) is bounded by the product of the variances of $P_k$ and $F_k(\hat{\tau}(e^{-1}s_{2n}))$. As $P_k$ is bounded, it is enough to show that the variance of $F_k(\hat{\tau}(e^{-1}s_{2n}))$ goes to 0 as $k$ tends to infinity. Due to the stationarity of $(\hat{\tau}(t))$, the variance of $F_k(\hat{\tau}(e^{-1}s_{2n}))$ is the same as the variance of $F_k(\tau)$.

Hence, we now proceed to show that $\text{Var}(F_k)$ goes to 0 as $k$ tends to infinity. We begin by rewriting $F_k$, using the definition of $H_\delta^{(e)}$ given in (3.1), as:

$$F_k(\tau) = E_0^\tau \left[ \exp \left( -\lambda_{n+1} \int_{\hat{\tau}_k}^{e^{-1}(s_{2n+2}-s_{2n})} e_k^{1/\alpha} \hat{\tau}_k^{1/\alpha} \mathbf{1}_{[\hat{\tau}_k^{1/\alpha} \geq \delta]} \, ds \right) \right].$$

We define $g_k$ as

$$g_k(\hat{X}, \tau) = \exp \left( -\lambda_{n+1} \int_0^{e_k^{-1}(s_{2n+2}-s_{2n}+1)} e_k^{1/\alpha} \hat{\tau}_k^{1/\alpha} \mathbf{1}_{[\hat{\tau}_k^{1/\alpha} \geq \delta]} \, ds \right).$$

The function $g_k$ depends only on the trajectory up to time $e_k^{-1}(s_{2n+2}-s_{2n}+1)$, and it is translation invariant. Therefore, letting $f^{(k)}(\tau) = E_0^\tau[g_k]$, and $f_t^{(k)}(\tau) = E_0^\tau[f^{(k)}(\hat{\tau}(t))]$, we have (see (2.3)):

$$F_k(\tau) = f^{(k)}(e_k^{-1}(s_{2n+1}-s_{2n})^{1/\alpha})(\tau),$$

and Theorem 2.2 implies that, when $d \geq 5$,

$$\text{Var}(F_k) \leq C_\delta d^{2/2-2} \frac{(s_{2n+2}-s_{2n})^2}{(s_{2n+1}-s_{2n})^{d/2}},$$

which goes indeed to 0 as $k$ tends to infinity. □

The same technique applies as well for $L_\delta^{(e)}$ defined as

$$L_\delta^{(e)}(t) = \int_0^{e^{-1}t} h(\hat{\tau}(s)) \mathbf{1}_{[\hat{\tau}_s^{1/\alpha} \geq \delta]} \, ds. \quad (3.4)$$

**Proposition 3.2.** If $d \geq 5$, then any limit point (in the sense of the convergence of finite-dimensional distributions) of the laws of $L_\delta^{(e)}$ under $\mathbb{P}$ is the law of a subordinator.

## 4. The exploration process

In this section, we define a way to explore the 1-neighbourhood of the trajectory of the walk, and state some of its properties. Let $\gamma = (\gamma_n)$ be a (finite or infinite) nearest-neighbour path on $\mathbb{Z}^d$. The set of sites we would like to explore is

$$\mathcal{D}(\gamma) = \{ x \in \mathbb{Z}^d : \exists n \| x - \gamma_n \| \leq 1 \}. \quad (4.1)$$

Consider the sequence of sites:

$$\mathcal{S} = (\gamma_1 + z)_{|z| \leq 1}, (\gamma_2 + z)_{|z| \leq 1}, \ldots, (\gamma_n + z)_{|z| \leq 1}, \ldots,$$

where $(x + z)_{|z| \leq 1}$ is enumerated in some predetermined order. It is clear that $\mathcal{S}$ spans $\mathcal{D}(\gamma)$. We can define

$$\mathcal{S}' = x_1(\gamma), \ldots, x_n(\gamma), \ldots \quad (4.2)$$

as the sequence $\mathcal{S}$ with repetitions removed. We call $(x_n(\gamma))$ the exploration process (for the path $\gamma$), and say that a site is discovered (by the path $\gamma$) if it belongs to $\mathcal{D}(\gamma)$. 
Let $Y$ be the discrete-time random walk associated with $\hat{X}$. We will be mainly interested in the exploration process associated with the random walk, namely $(x_n(Y))_{n \in \mathbb{N}}$. As $Y$ is an irreducible Markov chain on an infinite state space, it is clear that it visits an infinite number of distinct sites, which implies that $x_n(Y)$ is well defined for all $n$.

We write $\mu_0$ for the law of $\tau_0$ under the measure $\mathbb{P}$.

**Proposition 4.1.** Under $\mathbb{P}$, the random variables $(\tau_{x_n(Y)})_{n \in \mathbb{N}}$ are independent and distributed according to $\mu_0$.

**Proof.** Let $\gamma = (\gamma_i)_{1 \leq i \leq k}$ be a nearest-neighbour path, and $\gamma^- = (\gamma_i)_{1 \leq i \leq k-1}$ be the (possibly empty) path that follows $\gamma$ but stops one step earlier. Let $E_n$ be the set of paths such that $\gamma$ discovers at least $n$ sites $x_1(\gamma), \ldots, x_n(\gamma)$, but $\gamma^-$ does not.

For $\gamma = (\gamma_i)_{1 \leq i \leq k}$, we write $Y = \gamma$ when $Y$ and $\gamma$ coincide up to time $k$.

From now on, we will simply write $x_n$ for $x_n(Y)$.

5. Asymptotic behaviour of the range

We say that $x \in \mathbb{Z}^d$ is discovered before time $t$ if $x \in \mathcal{D}(\hat{X}_s)_{s \leq t}$. Let $r(t)$ be the number of such sites:

$$r(t) = |\mathcal{D}(\hat{X}_s)_{s \leq t}|.$$ (5.1)

In this section, we will show a law of large numbers for $r(t)$. In order to do so, a convenient tool is the subadditive ergodic theorem. Its use requires that we ensure first that $r(t)$ is integrable. We will in fact find an upper bound for $\mathbb{E}[r(t)^2]$, which will be useful later on in order to show the uniform integrability of $(L_\varepsilon^{(t)})_{\varepsilon > 0}$ (Lemma 7.8).

**Proposition 5.1.** There exists a constant $C > 0$ such that, for any $t \geq 0$:

$$\mathbb{E}[r(t)^2] \leq C(t + 1)^2.$$
Proof. The proof is similar to the one of the second part of [24], Proposition 6.2. Let \( R(t) \) be the cardinal of the range of the random walk at time \( t \) (without taking into account sites that are discovered but not visited):

\[
R(t) = |\{\hat{X}_s, s \leq t\}|.
\]

It is clear from the definition (4.1) that there are at most \((2d+1)\) sites discovered associated to each site visited, so that

\[
r(t) \leq (2d+1)R(t).
\]

We will therefore focus on \( R(t) \). For \( x \in \mathbb{Z}^d \), let \( T_x \) be the hitting time of \( x \):

\[
T_x = \inf\{s \geq 0 : \hat{X}_s = x\}.
\]

(5.2)

One can rewrite the range as

\[
R(t) = \sum_{x \in \mathbb{Z}^d} 1_{\{T_x \leq t\}},
\]

(5.3)

from which we derive an expression for the square of \( R(t) \):

\[
R(t)^2 = 2 \sum_{x,y \in \mathbb{Z}^d} 1_{\{T_x \leq T_y \leq t\}}.
\]

(5.4)

The general term of this sum can be bounded from above, using the Markov property of the random walk at time \( T_x \), as follows:

\[
P_0^\tau[T_x \leq T_y \leq t] \leq P_0^\tau[T_x \leq t, T_y \leq T_x + t] \leq P_0^\tau[T_x \leq t]P_x^\tau[T_y \leq t].
\]

Hence, using Eqs (5.4) and then (5.3), we obtain that

\[
E_0^\tau[R(t)^2] \leq 2 \sum_{x,y \in \mathbb{Z}^d} P_0^\tau[T_x \leq t]P_x^\tau[T_y \leq t] \leq 2 \sum_{x \in \mathbb{Z}^d} P_0^\tau[T_x \leq t]E_x^\tau[R(t)].
\]

(5.5)

One would like to compare the probability to hit \( x \) with the total time spent on this site, which is easier to handle. However, because there exist sites with arbitrarily large jump rates, there is no clear comparison between these two quantities. We will therefore create a larger set, written \( \overline{V}_\tau(x) \), that contains \( x \) and so that it does take some time to exit this set.

Let \( p_\tau(x) \) be the total jump rate of site \( x \):

\[
p_\tau(x) = \sum_{y \sim x} (\tau_x \tau_y)^a.
\]

For \( \eta > 0 \), we say that a point \( x \in \mathbb{Z}^d \) is good in the environment \( \tau \) if \( p_\tau(x) \leq \eta \); we say that it is bad otherwise. We need to fix \( \eta \) large enough, so that

\[
P[0 \text{ is bad}] < \frac{1}{(2d)^{2d+1}}.
\]

(5.6)

Following [24], formula (6.10), we define \( \overline{V}_\tau(x) \) by

\[
y \in \overline{V}_\tau(x) \iff \exists y = (y_1, \ldots, y_l) : y_1 = x, y_l = y, y_2, \ldots, y_{l-1} \text{ bad points},
\]

(5.7)
where $\gamma$ is a nearest-neighbour path. One can check that $\overline{V}_{\gamma}(x)$ contains the site $x$, and that any point in the inner boundary of $\overline{V}_{\gamma}(x)$ is a good point. As a consequence, the expected time spent inside this set cannot be too small as compared to the probability to hit $x$. More precisely, we have the following result.

Lemma 5.2. For almost every $\tau$, the following holds

$$P_0^\tau[T_\gamma \leq t] \leq e^{\eta} \int_0^{t+1} P_0^\tau[\hat{X}_s \in \overline{V}_{\gamma}(x)] \, ds.$$

We refer to [24], Lemma 6.3, for a proof of this lemma. Using this result back into Eq. (5.5), one obtains

$$E_0^\tau[R(t)^2] \leq e^{\eta} \sum_{x \in \mathbb{Z}^d} E_x^\tau[R(t)] \int_0^{t+1} P_0^\tau[\hat{X}_s \in \overline{V}_{\gamma}(x)] \, ds$$

$$\leq e^{\eta} \sum_{x, x' \in \mathbb{Z}^d} E_x^\tau[R(t)] 1_{x' \in \overline{V}_{\gamma}(x)} \int_0^{t+1} P_0^\tau[\hat{X}_s = x'] \, ds. \quad (5.8)$$

We introduce the following function of the environment

$$W_{t}(\tau) = \sum_{x \in \mathbb{Z}^d} E_x^\tau[R(t)] 1_{0 \in \overline{V}_{\gamma}(x)}. \quad (5.9)$$

It is not hard to check that for any $x' \in \mathbb{Z}^d$, one has

$$W_{t}(\theta_{x'} \tau) = \sum_{x \in \mathbb{Z}^d} E_{x+x'}^\tau[R(t)] 1_{x' \in \overline{V}_{\gamma}(x+x')} = \sum_{x \in \mathbb{Z}^d} E_x^\tau[R(t)] 1_{x' \in \overline{V}_{\gamma}(x)},$$

and using this fact together with inequality (5.8), one obtains

$$E[R(t)^2] \leq e^{\eta} \int_0^{t+1} \sum_{x' \in \mathbb{Z}^d} E[W_{t}(\theta_{x'} \tau) 1_{\hat{X}_s = x'}] \, ds$$

$$\leq e^{\eta} \int_0^{t+1} E[W_{t}(\hat{\tau}(s))] \, ds.$$

The measure $\mathbb{P}$ being invariant for the process $(\hat{\tau}(s))_{s \geq 0}$, we are led to

$$E[R(t)^2] \leq e^{\eta(t + 1)} E[W_{t}(\tau)]. \quad (5.10)$$

Proposition 5.1 will therefore be proved once we have shown the following lemma.

Lemma 5.3. There exists $C > 0$ such that, for any $t \geq 0$, one has

$$E[W_{t}(\tau)] \leq C(t + 1).$$

Proof. We will use Lemma 5.2 once more. Indeed, one has

$$E_x^\tau[R(t)] = \sum_{y \in \mathbb{Z}^d} P_x^\tau[T_y \leq t] \leq e^{\eta} \sum_{y \in \mathbb{Z}^d} \int_0^{t+1} P_x^\tau[\hat{X}_s \in \overline{V}_{\gamma}(y)] \, ds$$

$$\leq e^{\eta} \sum_{y, y' \in \mathbb{Z}^d} 1_{y' \in \overline{V}_{\gamma}(y)} \int_0^{t+1} P_x^\tau[\hat{X}_s = y'] \, ds. \quad (5.11)$$
Let $w(\tau)$ be defined by

$$w(\tau) = \sum_{y \in \mathbb{Z}^d} 1_{\{0 \in \mathbb{V}_\tau(y)\}}.$$ 

Then, inequality (5.11) can be rewritten as

$$E_t[R(t)] \leq e\eta \int_0^{t+1} E_t[w(\hat{s})] \, ds.$$ 

It then follows from the definition of $W_t$ in (5.9) that

$$E[W_t(\tau)] \leq e\eta \sum_{x \in \mathbb{Z}^d} \int_0^{t+1} E_x[w(\hat{s})] 1_{\{0 \in \mathbb{V}_\tau(x)\}} \, ds.$$ 

Using Cauchy–Schwarz inequality, we obtain

$$E[W_t(\tau)] \leq e\eta \sum_{x \in \mathbb{Z}^d} \int_0^{t+1} \left[ E_x[w(\hat{s})] \right]^2 \frac{1}{2} \mathbb{P}[0 \in \mathbb{V}_\tau(x)]^{1/2} \, ds.$$ 

Moreover, the function

$$s \mapsto E\left[\left( E_x[w(\hat{s})] \right)^2 \right]$$

is decreasing, as $E_x[w(\hat{s})]$ is the image of $w$ by the semi-group associated to the process $(\hat{s})_{s \geq 0}$, hence we are finally led to

$$E[W_t(\tau)] \leq e\eta(t + 1) E[w(\tau)^2] \sum_{x \in \mathbb{Z}^d} \mathbb{P}[0 \in \mathbb{V}_\tau(x)]^{1/2}.$$ 

(5.12)

What we have to prove is thus that, on one hand, the sum appearing above is finite, and on the other hand, that the random variable $w(\tau)^2$ is integrable.

Due to the symmetry of the definition of $\mathbb{V}_\tau(x)$ in (5.7), it is clear that

$$0 \in \mathbb{V}_\tau(x) \iff x \in \mathbb{V}_\tau(0),$$

and as a consequence, $w(\tau) = |\mathbb{V}_\tau(0)|$. Let $B(r)$ be the ball of radius $r$, with respect to the graph norm. By a percolation argument and using (5.6) (see [24], Lemma 6.4(2), for details), one can see that the probability that $\mathbb{V}_\tau(0)$ is not contained in $B(r)$ decays exponentially as $r$ goes to infinity. From this fact, one can check that the two conditions mentioned above hold, which ends the proof of the lemma.

The result of Lemma 5.3, together with inequality (5.10), implies Proposition 5.1.

Once the integrability of $r(t)$ is ensured, a law of large numbers follows as a consequence of the subadditive ergodic theorem.

**Proposition 5.4.** If $d \geq 3$, then there exists a constant $c_r > 0$ such that

$$\frac{r(t)}{t} \overset{\text{F.a.s.}}{\to} c_r, \quad t \to +\infty.$$
**Proof.** The subadditive ergodic theorem (see [20]), together with Proposition 5.1, ensures that there exists a random variable \( c_r \) such that, \( \mathbb{P} \)-almost surely and in \( L^1(\mathbb{P}) \):

\[
\frac{r(t)}{t} \xrightarrow{t \to +\infty} c_r.
\]

(5.13)

One can in fact omit the restriction \( t \in \mathbb{N} \) above. Indeed, if \( n \) is an integer and \( n \leq t < n + 1 \), the subadditivity property gives

\[
0 \leq r(t) - r(n) \leq |\mathcal{D}(\hat{X}_s)_{n \leq s < n + 1}|.
\]

Moreover, Birkhoff’s ergodic theorem ensures the almost sure convergence of

\[
\frac{1}{n} \sum_{k=1}^{n} |\mathcal{D}(\hat{X}_s)_{k \leq s < k+1}|
\]

to some random variable. In particular,

\[
\frac{1}{n} |\mathcal{D}(\hat{X}_s)_{n \leq s < n + 1}|
\]

converges to 0 almost surely, which implies that one can take out the restriction \( t \in \mathbb{N} \) in Eq. (5.13). Moreover, a consequence of the ergodicity given by Proposition 2.1 is that \( c_r \) is in fact constant. What is left is to check that \( c_r \) is strictly positive. For any integer \( n \), we have the following convenient lower bound:

\[
r(n) \geq \sum_{k=1}^{n} \mathbb{1}_{\{\hat{X}_k \notin \mathcal{D}(\hat{X}_s)_{s \leq k-1}\}}.
\]

Indeed, the condition \( \hat{X}_k \notin \mathcal{D}(\hat{X}_s)_{s \leq k-1} \) implies that the site \( \hat{X}_k \) has been discovered in the time interval \( (k - 1, k] \). Integrating this inequality, we have

\[
\mathbb{E}[r(n)] \geq \sum_{k=1}^{n} \mathbb{P}[\hat{X}_k \notin \mathcal{D}(\hat{X}_s)_{s \leq k-1}].
\]

(5.14)

Note that, due to the reversibility of the walk,

\[
\mathbb{P}_0^x[\hat{X}_k \notin \mathcal{D}(\hat{X}_s)_{s \leq k-1}, \hat{X}_k = x] = \mathbb{P}_0^x[x \notin \mathcal{D}(\hat{X}_s)_{1 \leq s \leq k}, \hat{X}_k = 0].
\]

Using once again the fact that \( \hat{X}_t - x \) has same law under \( \mathbb{P}_0^x \) as \( \hat{X}_t \) under \( \mathbb{P}_0^x \theta_t \), the latter equals

\[
\mathbb{P}_0^x[0 \notin \mathcal{D}(\hat{X}_s)_{1 \leq s \leq k}, \hat{X}_k = -x].
\]

Using the translation invariance of \( \mathbb{P} \), this computation leads us to

\[
\mathbb{P}[\hat{X}_k \notin \mathcal{D}(\hat{X}_s)_{s \leq k-1}] = \sum_{x \in \mathbb{Z}^d} \mathbb{P}_0^x[0 \notin \mathcal{D}(\hat{X}_s)_{1 \leq s \leq k}, \hat{X}_k = -x]
\]

\[
= \sum_{x \in \mathbb{Z}^d} \mathbb{P}[0 \notin \mathcal{D}(\hat{X}_s)_{1 \leq s \leq k}, \hat{X}_k = -x]
\]

\[
= \mathbb{P}[0 \notin \mathcal{D}(\hat{X}_s)_{1 \leq s \leq k}]
\]

\[
\geq \mathbb{P}[0 \notin \mathcal{D}(\hat{X}_s)_{s \geq 1}].
\]
In order to show that \( c_r \) is strictly positive, and considering inequality (5.14), it is enough to show that \( \mathbb{P}[0 \notin D((\hat{X}_s)_{s \geq 1}) \right) \) is strictly positive, which amounts to checking that the random walk is transient. This fact is contained in Proposition A.2 of the Appendix, where it is shown that the Green function \( G(\tau) \) is finite.

\[ 6. \text{ Unmatched jumps} \]

We begin by introducing some notation. For any \( \delta > 0 \) and any \( \varepsilon > 0 \), we define \( (r^{(\varepsilon)}(\delta))_{n \in \mathbb{N}} \) as the increasing sequence that spans the set

\[ \mathcal{R}^{(\varepsilon)}(\delta) := \{ i \in \mathbb{N}: \varepsilon^{1/\alpha} \tau_{x_i} \geq \delta \}. \quad (6.1) \]

In other words, the \( k \)th site discovered by the random walk is the \( n \)th deep trap discovered if and only if \( k = r^{(\varepsilon)}(\delta)(n) \).

Let \( T^{(\varepsilon)}(\delta)(n) \) be the instant when the \( n \)th deep trap is discovered:

\[ T^{(\varepsilon)}(\delta)(n) = \inf \{ t: r(t) \geq r^{(\varepsilon)}(\delta)(n) \}. \]

We further define \( x^{(\varepsilon)}(\delta)(n) \) to be the location of the \( n \)th deep trap discovered, which is equal to \( x^{(\varepsilon)}(\delta)(n) \). Note that \( x^{(\varepsilon)}(\delta)(n) \) and the position of the walk at the instant of discovery \( \hat{X}^{(\varepsilon)}(\delta)(n) \) are neighbours (or possibly equal if at the origin). The depth of the trap discovered is given by \( \tau^{(\varepsilon)}(\delta)(n) \), and \( (\theta^{(\varepsilon)}(\delta)(n), \tau) \) is the environment seen from the trap.

We would like to consider how much time is spent on a deep trap, so we introduce

\[ l^{(\varepsilon)}(\delta)(n, t) = \int_0^{t} 1_{\{ \hat{X}_s = x^{(\varepsilon)}(\delta)(n) \}} \, ds \quad \text{and} \quad l^{(\varepsilon)}(\delta)(n) = l^{(\varepsilon)}(\delta)(n, +\infty). \]

With this notation at hand, the processes \( H^{(\varepsilon)}(\delta) \) and \( L^{(\varepsilon)}(\delta) \) introduced in (3.1) and (3.4) can be conveniently rewritten as

\[ H^{(\varepsilon)}(\delta)(t) = \sum_{n=1}^{+\infty} l^{(\varepsilon)}(\delta)(n, t) \varepsilon^{1/\alpha} \tau^{(\varepsilon)}(\delta)(n), \quad (6.2) \]

\[ L^{(\varepsilon)}(\delta)(t) = \sum_{n=1}^{+\infty} l^{(\varepsilon)}(\delta)(n, t) h(\theta^{(\varepsilon)}(\delta)(n), \tau). \quad (6.3) \]

Once the random walk has found a deep trap, it will perform several visits to this site, and then leave it forever. These visits happen on a time scale that does not depend on \( \varepsilon \). Hence, due to the time renormalization, the function \( l^{(\varepsilon)}(\delta)(n, \cdot) \) tends to look more and more like a step function as \( \varepsilon \) goes to 0. However, some caution is necessary when one wants to give a precise meaning to this closeness. Indeed, the function \( l^{(\varepsilon)}(\delta)(n, \cdot) \) is continuous, and we recall that the set of continuous functions is closed for the usual Skorokhod’s \( J_1 \) topology. In the terminology of [29], the limit process should have jumps that are unmatched in the converging processes. Following [6], we will use Skorokhod’s \( M_1 \) topology, for which jumps can appear in the limit of continuous functions. From the fact that \( l^{(\varepsilon)}(\delta)(n, \cdot) \) is close to a step function, we will be able to show that \( H^{(\varepsilon)}(\delta) \) and \( L^{(\varepsilon)}(\delta) \) are well approximated, respectively, by the processes \( \mathcal{H}^{(\varepsilon)}(\delta) \) and \( \mathcal{L}^{(\varepsilon)}(\delta) \) defined by

\[ \mathcal{H}^{(\varepsilon)}(\delta)(t) = \sum_{n=1}^{+\infty} l^{(\varepsilon)}(\delta)(n) \varepsilon^{1/\alpha} \tau^{(\varepsilon)}(\delta)(n) 1_{[t \geq T^{(\varepsilon)}(\delta)(n)]}, \quad (6.4) \]

\[ \mathcal{L}^{(\varepsilon)}(\delta)(t) = \sum_{n=1}^{+\infty} l^{(\varepsilon)}(\delta)(n) h(\theta^{(\varepsilon)}(\delta)(n), \tau) 1_{[t \geq T^{(\varepsilon)}(\delta)(n)]}. \quad (6.5) \]
This is the content of Proposition 6.3. Before stating it, we need to show that the jump instants \((T^{(e)}(n))_{n \in \mathbb{N}}\) do not accumulate in the limit, and that \(e^{1/\alpha} r(\delta)/(\epsilon)\) is tight. The next proposition shows in fact that, as \(\epsilon\) gets small, the sequence of jump instants tends to behave like a Poisson process. The knowledge of the intensity of the limit process will be useful in the sequel.

**Proposition 6.1.** Under \(P\), the law of \((\epsilon T^{(e)}(n))_{n \in \mathbb{N}}\) converges to that of a Poisson process of intensity \(c_r/\delta^\alpha\), where \(c_r\) is the constant appearing in Proposition 5.4.

**Proof.** We recall from Proposition 4.1 that \((\tau{x}_i)_{i \in \mathbb{N}}\) is a family of independent random variables distributed according to \(\mu_0\). Hence, \(\{(\tau{x}_i \geq \delta \epsilon^{-1/\alpha})_{i \in \mathbb{N}}\) is a family of independent Bernoulli random variables of parameter \(\frac{\epsilon}{\delta^{1/\alpha}}\). It is thus clear that \(r^{(e)}(1), r^{(e)}(2) - r^{(e)}(1), \ldots\) are independent and identically distributed, and that for any \(y \geq 0\):

\[
P[r^{(e)}(1) > e^{-1}y] = (1 - P[e^{1/\alpha} \tau_0 \geq \delta])^{|e^{-1}y|_{\epsilon \rightarrow 0}} \rightarrow e^{-y/\delta^\alpha}.
\]

As a consequence, \((\epsilon T^{(e)}(n))_{n \in \mathbb{N}}\) converges in distribution to a Poisson process of intensity \(\delta^{-\alpha}\). Moreover, note that \(r(t)\) defined in (5.1) inherits right continuity from the one of \(\hat{X}\). Besides, because the walk cannot discover more than \(2d + 1\) sites at once, the heights of the jumps of \(r(t)\) are bounded by \(2d + 1\). We obtain the inequalities

\[
r^{(e)}(n) \leq r(T^{(e)}(n)) \leq r^{(e)}(n) + 2d + 1.
\]

This last inequality implies that \((\epsilon r(T^{(e)}(n)))_{n \in \mathbb{N}}\) also converges in distribution to a Poisson process of intensity \(\delta^{-\alpha}\). Hence, for any \(n\), the random variable \(T^{(e)}(\delta)(n)\) goes to infinity in probability, and Proposition 5.4 implies the announced result. \(\square\)

One can easily describe the limit distribution of \(e^{1/\alpha} \tau^{(e)}(\delta)(n)\).

**Proposition 6.2.** For any \(n \in \mathbb{N}\), the law of \(e^{1/\alpha} \tau^{(e)}(\delta)(n)\) under \(P\) converges to the law whose density is given by

\[
\alpha \delta^\alpha \frac{dx}{x^{\alpha+1}} 1_{[\delta, +\infty)}(x).
\]

**Proof.** We recall that, under \(P\), the random variables \((\tau{x}_i)_{i \in \mathbb{N}}\) are independent and distributed according to \(\mu_0\). The family \((\tau{x}_i(\delta)(n))_{n \in \mathbb{N}}\) is the subsequence made of those elements whose value exceeds \(\delta \epsilon^{-1/\alpha}\). Hence, for any \(n \in \mathbb{N}\), the law of \(\tau^{(e)}(\delta)(n)\) is the one of \(\tau_0\) conditioned on being larger than \(\delta \epsilon^{-1/\alpha}\), and we obtain, for any \(x \geq \delta\):

\[
P[e^{1/\alpha} \tau^{(e)}(\delta)(n) \geq x] = \frac{P[e^{1/\alpha} \tau_0 \geq x]}{P[e^{1/\alpha} \tau_0 \geq \delta]},
\]

which, according to (1.2), converges to \(\delta^\alpha/x^\alpha\) as \(\epsilon\) goes to 0. \(\square\)

We write \(D([0, t], \mathbb{R})\) for the space of cadlag functions from \([0, t]\) to \(\mathbb{R}\). For a definition of the \(M_1\) distance on \(D([0, t], \mathbb{R})\), we refer to [29], formula (3.3.4) (or equivalently, [29], formula (12.3.8)). With a slight abuse of notation, we will not distinguish between a process and its restriction on \([0, t]\).
**Proposition 6.3.** (1) For any \( n \in \mathbb{N} \) and any \( t > 0 \), the \( M_1 \) distance on \( D([0, t], \mathbb{R}) \) between \( l^{(e)}_\delta(n, \cdot) \) and the step function

\[
l^{(e)}_\delta(n) \mathbf{1}_{\{t \geq \varepsilon T^{(e)}_\delta(n)\}}
\]

converges to 0 in probability under \( \mathbb{P} \) as \( \varepsilon \) tends to 0.

(2) For any \( t > 0 \), the \( M_1 \) distance on \( D([0, t], \mathbb{R}) \) between \( H^{(e)}_\delta \) and \( H^{(e)}_\delta \) (resp. between \( L^{(e)}_\delta \) and \( L^{(e)}_\delta \)) converges to 0 in probability under \( \mathbb{P} \) as \( \varepsilon \) tends to 0.

**Proof.** Let \( \eta > 0 \) be some small parameter. We begin by showing that the difference between \( l^{(e)}_\delta(n, \cdot) \) evaluated at time \( \varepsilon T^{(e)}_\delta(n) + \eta \) and its limit is small, in the sense that

\[
\mathbb{E}[l^{(e)}_\delta(n) - l^{(e)}_\delta(n, \varepsilon T^{(e)}_\delta(n) + \eta)] \to 0. \tag{6.6}
\]

One can rewrite the left-hand side above as

\[
\mathbb{E}\left[\int_{\varepsilon T^{(e)}_\delta(n)+\varepsilon^{-1}\eta}^{t} \mathbf{1}_{\{\hat{X}_s = \hat{x}^{(e)}_\delta(n)\}} \, ds\right]. \tag{6.7}
\]

Recall that \( x^{(e)}_\delta(n) \) is a site discovered at time \( T^{(e)}_\delta(n) \), hence it is a neighbour of \( X_{T^{(e)}_\delta(n)} \), and we can bound the integrand above by

\[
\mathbf{1}_{|\hat{X}_s - \hat{x}^{(e)}_\delta(n)| \leq 1}.
\]

Using this together with the Markov property at time \( T^{(e)}_\delta(n) \) leads one to bound the term in (6.7) by

\[
\mathbb{E}\left[\mathbb{E}^{\tau}_{\hat{x}^{(e)}_\delta(n)} \left[\int_{\varepsilon^{-1}\eta}^{t} \mathbf{1}_{|\hat{X}_s - \hat{x}_0| \leq 1} \, ds\right]\right].
\]

But as we recall in Proposition A.3 of the Appendix, there exists \( C \) such that for any \( s > 0 \):

\[
\sup_{x,y} \mathbb{P}_x[X_s = y] \leq \frac{C}{s^{d/2}},
\]

from which (6.6) follows. In particular, this implies that the probability of the event

\[
l^{(e)}_\delta(n) - l^{(e)}_\delta(n, \varepsilon T^{(e)}_\delta(n) + \eta) \leq \eta \tag{6.8}
\]

converges to 1 as \( \varepsilon \) goes to 0. On this event, the increasing process \( l^{(e)}_\delta(n, \cdot) \) is constant equal to 0 up to time \( \varepsilon T^{(e)}_\delta(n) + \eta \), and reaches a value close to its limit by \( \eta \) at time \( T^{(e)}_\delta(n) \). From this observation, it is not hard to construct parameterizations of the completed graphs (as defined in [29], formula (3.3.3)) of \( l^{(e)}_\delta(n, \cdot) \) and of the step function that show the \( M_1 \) distance on \( D([0, t], \mathbb{R}) \) to be smaller than \( 2 \eta \), provided \( \varepsilon T^{(e)}_\delta(n) \) does not lie in \([t - \eta, t]\). By Proposition 6.1, the probability that such an event happens is as close to 0 as desired, thus ending the proof of the first part of the proposition.

Let us now turn to the second part of the proposition. We recall that \( \mathcal{H}^{(e)}_\delta \) was defined in (6.4). Using the previous result, together with the fact that the random variable \( \varepsilon^{1/\alpha} \tau^{(e)}_{\hat{x}^{(e)}_\delta(n)} \) is tight by Proposition 6.2, we obtain that the \( M_1 \) distance between

\[
l^{(e)}_\delta(n, \cdot) \varepsilon^{1/\alpha} \tau^{(e)}_{\hat{x}^{(e)}_\delta(n)}
\]
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on one hand, and

$$I_\delta^{(e)}(n) e^{1/\alpha \tau^{(e)}_{\lambda_\delta(n)}(n)} 1_{\{\cdot \geq \varepsilon T^{(e)}_\delta(n)\}}$$

on the other, goes to 0 in probability as $\varepsilon$ tends to 0. Moreover, because of Proposition 6.1, the number of $n$’s such that $\varepsilon T^{(e)}_{\lambda_\delta(n)}(n)$ belongs to $[0, \tau)$ is bounded in probability. Hence, when considering $H^{(e)}_\delta$ in (6.2), one can restrict the sum to a finite number of terms, and then apply the above observation to each of the terms, thus proving the proposition. The same proof applies as well to $L^{(e)}_\delta$ and $L^{(e)}_\delta$, using the representation in (6.3) and the fact that the function $h$ is bounded. □

7. The environment around a trap

Consider the environment around the $n$th deep trap, $\theta_{x^{(e)}_{\lambda_\delta(n)}(n)}$. We have already seen in Proposition 6.2 the convergence in law, after proper scaling, of $(\theta_{x^{(e)}_{\lambda_\delta(n)}(n)}(n))_n$ to $\tau_{x^{(e)}_{\lambda_\delta(n)}(n)}$. We would like to gain information about the other coordinates of $\theta_{x^{(e)}_{\lambda_\delta(n)}(n)}(n)$. For any $z \neq 0$, let $\tau^{(e)}_{\delta}(n, z)$ be defined by

$$\tau^{(e)}_{\delta}(n, z) = (\theta_{x^{(e)}_{\lambda_\delta(n)}(n)}(n) + z).$$

For convenience, we write $\tau^{(e)}_{\delta}(n)$ for the family $(\tau^{(e)}_{\delta}(n, z))_{z \neq 0}$, and may call $\tau^{(e)}_{\delta}(n)$ the environment around the $n$th deep trap. We insist that this environment has not any value assigned at the origin.

We will show that $\tau^{(e)}_{\delta}(n)$ converges in law (for the product topology) as $\varepsilon$ goes to 0. The next proposition is a first step in this direction.

Proposition 7.1. For any integer $n$, the family of random variables $(\tau^{(e)}_{\delta}(n))_{\varepsilon > 0}$ is tight under $P$.

Proof. Let $z \in \mathbb{Z}^d \setminus \{0\}$. It suffices to show that, for any $\eta > 0$, there exists $M > 0$ such that, for $\varepsilon$ small enough,

$$\mathbb{P}[\tau^{(e)}_{\delta}(n) + z \geq M] \leq \eta. \quad (7.1)$$

We say that $x \in \mathbb{Z}^d$ is atypical if it is a deep trap and the depth of the site $(x + z)$ exceeds $M$:

$$e^{1/\alpha} \tau_x \geq \delta \quad \text{and} \quad \tau_{x+z} \geq M.$$ 

The event appearing in the left-hand side of (7.1) can be rephrased as saying that $x^{(e)}_\delta(n)$ is an atypical trap. We say that $x \in \mathbb{Z}^d$ is uncommon if it is atypical, or if $(x - z)$ is atypical. Finally, for a subset $\Gamma \subseteq \mathbb{Z}^d$, we say that $x$ is uncommon regardless of $\Gamma$ if one can infer that $x$ is uncommon without considering sites inside $\Gamma$, i.e. if one of the two following conditions occur:

- $x$ is atypical and $\{x, x + z\} \cap \Gamma = \emptyset$ or $(x - z)$ is atypical and $\{x - z, x\} \cap \Gamma = \emptyset$.

Let us assume momentarily the validity of the following lemma, and see how it enables us to show the proposition.

Lemma 7.2. If $x^{(e)}_\delta(n)$ is atypical, then there exists $k \leq r^{(e)}_{\delta}(n)$ such that $x_k$ is uncommon regardless of $\{x_1, \ldots, x_{k-1}\}$.

We saw in the proof of Proposition 6.1 that the random variables $\varepsilon r^{(e)}_{\delta}(n)$ converge in law as $\varepsilon$ tends to 0. Therefore, one can find a constant $C_\tau$ such that the probability of the event

$$\varepsilon r^{(e)}_{\delta}(n) \leq C_\tau \quad (7.2)$$

for
is as close to 1 as desired when \( \varepsilon \) is small. On this event, using the result of the lemma, the fact that \( x_k^{(e)}(n) \) is atypical implies that there exists \( k \leq \varepsilon^{-1}C_r \) such that \( x_k \) is uncommon regardless of \( \{x_1, \ldots, x_{k-1}\} \). The probability of this event is bounded by

\[
\varepsilon^{-1}C_r \sum_{k=1}^{\varepsilon^{-1}C_r} \mathbb{P}[x_k \text{ is uncommon regardless of } \{x_1, \ldots, x_{k-1}\}].
\]

We now proceed to evaluate the generic term of this sum. We will condition on the trajectories up to the discovery of the \( k \)th site. We refer to the proof of Proposition 4.1 for the definitions of \( \gamma \leftarrow \) (where \( \gamma \) is a path), the set of paths \( E_k \) and the meaning of the event that we write \( "Y = \gamma,\)"

\[
\mathbb{P}[x_k \text{ uncommon regardless of } \{x_1, \ldots, x_{k-1}\}] = \sum_{\gamma \in E_k} \mathbb{P}[Y = \gamma, x_k(\gamma) \text{ uncommon regardless of } \{x_1(\gamma), \ldots, x_{k-1}(\gamma)\}]
\]

Moreover, the probability \( \mathbb{P}_0[Y = \gamma] \) depends only on \( D(\gamma^{-}) \), while the event

\[x_k(\gamma) \text{ is uncommon regardless of } \{x_1(\gamma), \ldots, x_{k-1}(\gamma)\}\]

has been constructed in order to depend only on sites outside \( D(\gamma^{-}) \). Due to the fact that \( \mathbb{P} \) is a product measure, it comes that

\[
\mathbb{P}[x_k \text{ is uncommon regardless of } \{x_1, \ldots, x_{k-1}\}] = \sum_{\gamma \in E_k} \mathbb{P}[Y = \gamma] \mathbb{P}[x_k(\gamma) \text{ uncommon regardless of } \{x_1(\gamma), \ldots, x_{k-1}(\gamma)\}]
\]

Translation invariance of the measure \( \mathbb{P} \) implies that in fact,

\[\mathbb{P}[x \text{ is uncommon}]\]

does not depend on \( x \). We have thus shown that the sum in (7.3) is bounded by

\[
\varepsilon^{-1}C_r \mathbb{P}[0 \text{ is uncommon}] \leq 2\varepsilon^{-1}C_r \mathbb{P}[0 \text{ is atypical}],
\]

a term which should be uniformly small as \( \varepsilon \) goes to 0, when \( M \) is chosen large enough. It is easily seen to be so noting that

\[\mathbb{P}[0 \text{ is atypical}] = \mathbb{P}[\varepsilon^{1/\alpha} \tau_0 \geq \delta] \mathbb{P}[\tau_z \geq M],\]

and that \( \varepsilon^{-1}\mathbb{P}[\varepsilon^{1/\alpha} \tau_0 \geq \delta] \) is bounded as \( \varepsilon \) goes to 0, while \( \mathbb{P}[\tau_z \geq M] \) can be made arbitrarily small by choosing \( M \) large enough.

\[\square\]

**Proof of Lemma 7.2.** Let \( k_0 \) be defined by

\[k_0 = \min\{k: x_k \text{ is uncommon}\}.\]
If \( x_0^{(e)}(n) \) is atypical, then in particular it is uncommon, hence on this event, \( k_0 \) is finite and smaller than \( \tau_0^{(e)}(n) \). Two situations may occur. If \( x_{k_0} \) is atypical, then \( x_{k_0} + z \) is uncommon, hence does not belong to \( \{ x_1, \ldots, x_{k_0-1} \} \), so that
\[
\{ x_{k_0}, x_{k_0} + z \} \cap \{ x_1, \ldots, x_{k_0-1} \} = \emptyset.
\]
In this case, \( x_{k_0} \) is indeed uncommon regardless of \( \{ x_1, \ldots, x_{k_0-1} \} \). On the other hand, if it is \( x_{k_0} - z \) that is atypical, then in particular it is uncommon, hence it does not belong to \( \{ x_1, \ldots, x_{k_0-1} \} \), and the intersection
\[
\{ x_{k_0} - z, x_{k_0} \} \cap \{ x_1, \ldots, x_{k_0-1} \}
\]
is empty, a fact from which the conclusion follows as well.

We will show in the next proposition that the asymptotic behaviour of \( l_0^{(e)}(n) \) can be inferred from the one of \( \tau_0^{(e)}(n) \). Let \( G(\tau) \) be the Green function at the origin
\[
G(\tau) = \mathbb{E}_0^{\tau} \left[ \int_0^{+\infty} 1_{\{ \hat{X}_s = 0 \}} \, ds \right].
\]
Let \( e_0^{(e)}(n) \) be such that
\[
l_0^{(e)}(n) = e_0^{(e)}(n) G(\theta_{x_0^{(e)}(n)} \tau).
\] (7.5)
From the fact that, with high probability, the site \( x_0^{(e)}(n) \) is visited by the random walk, one can easily derive that \( e_0^{(e)}(n) \) converges in law to an exponential random variable of parameter one.

We recall from (5.2) that we write \( T_x \) for the hitting time of \( x \).

**Proposition 7.3.** (1) The probability that the site \( x_0^{(e)}(n) \) is visited by the random walk goes to 1 as \( \varepsilon \) goes to 0:
\[
\mathbb{P}[T_{x_0^{(e)}(n)} < \infty] \xrightarrow{\varepsilon \to 0} 1.
\]
(2) For any \( u \geq 0 \) and any \( x \in \mathbb{Z}^d \), one has
\[
\mathbb{P}_0^x \left[ e_0^{(e)}(n) \geq u, x_0^{(e)}(n) = x, T_{x_0^{(e)}(n)} < \infty \right] = e^{-u} \mathbb{P}_0^x \left[ x_0^{(e)}(n) = x, T_{x_0^{(e)}(n)} < \infty \right].
\] (7.6)
(3) As \( \varepsilon \) goes to 0, the random variable \( e_0^{(e)}(n) \) converges in law under \( \mathbb{P} \) to an exponential random variable of parameter 1.

Before turning to the proof, we introduce some notation. Let \( q^\tau(x, y) \) be the probability for the walk starting from \( x \) to make its first jump on the site \( y \). When \( x, y \in \mathbb{Z}^d \) are neighbours, we write
\[
\sigma^\tau(x, y) = \sum_{\substack{z \sim x \smallsetminus \{y\}}} (\tau_z)^d.
\] (7.7)
Moreover, for any \( x, y \in \mathbb{Z}^d \) we write \( x \approx y \) if \( x \) is a neighbour or a second neighbour of \( y \).

**Proof of Proposition 7.3.** From Proposition 7.1, we know that the probability of the event
\[
\forall y \approx x_0^{(e)}(n) \quad \tau_y \leq M
\] (7.8)
can be made as close to 1 as desired, by choosing $M$ large enough. Let us assume that the position of the walk at the
time of discovery of $x^{(e)}_{\delta}(n)$ is $x$. In particular, $x$ is a neighbour of $x^{(e)}_{\delta}(n)$, and the probability (for a fixed environment)
that from $x$, the walk jumps to $x^{(e)}_{\delta}(n)$ is given by

$$q^{\tau}(x, x^{(e)}_{\delta}(n)) = \left(1 + \frac{\sigma_{\tau}(x, x^{(e)}_{\delta}(n))}{(\tau x^{(e)}_{\delta}(n))^a}\right)^{-1}. \tag{7.9}$$

On the event (7.8), the random variable $\sigma_{\tau}(x, x^{(e)}_{\delta}(n))$ is bounded (uniformly over $x$), while $\tau x^{(e)}_{\delta}(n)$ is larger than $\varepsilon^{-1/\delta}$. Hence, the quantity in (7.9) goes to 1 in probability, which proves the first part of the proposition.

Let us now consider the second part. We have

$$P_{\tau}[\varepsilon^{(e)}_{\delta}(n) \geq u, x^{(e)}_{\delta}(n) = x, T x(\varepsilon)_{\delta}(n) < \infty] = P_{\tau}[\int_{T x}^{\infty} 1_{\{\hat{X}_s = x\}} ds \geq u G(\theta x, \tau), x^{(e)}_{\delta}(n) = x, T x < \infty]. \tag{7.10}$$

Starting from $x$, the total time spent on site $x$ is an exponential random variable of parameter $G(\theta x, \tau)$. Hence, the first
term in (7.10) is equal to $e^{-u}$, and we obtain the announced claim.

The third part of the proposition is a direct consequence of the first two. Indeed, summing over all $x \in \mathbb{Z}^d$ and integrating over the environment in Eq. (7.6), one obtains that, conditionally on $T x(\varepsilon)_{\delta}(n) < \infty$, the random variable $e^{(e)}_{\delta}(n)$ is distributed under $\mathbb{P}$ as an exponential random variable of parameter 1. The result is then obtained using the
fact that the probability of the event $T x(\varepsilon)_{\delta}(n) < \infty$ goes to 1 as $\varepsilon$ goes to 0. $\square$

In Proposition A.2 of the Appendix, we show that the limit

$$\overline{G}(\tau z) = \lim_{\tau_0 \to +\infty} G(\tau) \tag{7.11}$$

exists. The next proposition claims that $G(\theta x^{(e)}_{\delta}(n), \tau)$ is well approximated by $\overline{G}(\tau^{(e)}_{\delta}(n))$.

**Proposition 7.4.** The difference

$$|G(\theta x^{(e)}_{\delta}(n), \tau) - \overline{G}(\tau^{(e)}_{\delta}(n))|$$

converges to $0$ in $\mathbb{P}$-probability as $\varepsilon$ tends to 0.

**Proof.** We recall that we denote by $q^{\tau}(x, y)$ the probability for the walk starting from $x$ to jump to the site $y$. Proposition A.2 of the Appendix states that, for any environment $\tau$:

$$0 \leq G(\tau) - \overline{G}(\tau) \leq G(\tau) \left(1 - \min_{y \sim x} q^{\tau}(y, 0)^2\right),$$

and, moreover, that $G(\tau)$ is uniformly bounded. Hence, in order to prove the claim, it suffices to show that

$$\min_{y \sim x^{(e)}_{\delta}(n)} q^{\tau}(y, x^{(e)}_{\delta}(n))^2 \leq \overline{G}(\tau^{(e)}_{\delta}(n) + \varepsilon).$$

converges to 1 in $\mathbb{P}$-probability as $\varepsilon$ tends to 0. This fact has in fact already been shown to hold during the proof of Proposition 7.3.

We now precise the particular form of the limits of $L^{(e)}_\delta$ and $H^{(e)}_\delta$. From Propositions 6.1, 6.2, 7.1 and 7.3, we know that the joint distribution of

$$
(T^{(e)}_\delta(n), \varepsilon_1^{\delta(n)}, \tau^{(e)}_\delta(n), e^{(e)}_\delta(n))_{n \in \mathbb{N}}
$$

is tight under $\mathbb{P}$. Let $(\varepsilon_k)_{k \in \mathbb{N}}$ be a sequence on which the joint law of (7.12) converges. Possibly enlarging the probability space, we assume that there exist random variables which are distributed according to this limit law under $\mathbb{P}$, and which we denote by

$$
(T^{(e)}_\delta(n), \tau^{(e)}_\delta(n), e^{(e)}_\delta(n))_{n \in \mathbb{N}}.
$$

Hence, we assume that the following convergence holds

$$
\text{law}_{k \to +\infty} (T^{(e)}_\delta(n), \tau^{(e)}_\delta(n), e^{(e)}_\delta(n))_{n \in \mathbb{N}}.
$$

**Proposition 7.5.** Let $(\varepsilon_k)$ be a sequence such that (7.14) holds. The laws of the processes $H^{(e_k)}_\delta$ and $L^{(e_k)}_\delta$ converge, respectively, to the ones of $H_\delta$ and $L_\delta$, defined by

$$
H_\delta(\cdot) = \sum_{n=1}^{+\infty} e_\delta(n) \overline{G}(\tau_\delta(n)) \tau^{(e)}_\delta(n) 1_{\{\cdot \geq T_\delta(n)\}},
$$

$$
L_\delta(\cdot) = \sum_{n=1}^{+\infty} e_\delta(n) \overline{Gh}(\tau_\delta(n)) 1_{\{\cdot \geq T_\delta(n)\}},
$$

this convergence holding both for the $M_1$ topology and in the sense of finite-dimensional distributions.

**Remark.** One can check by a careful reading of the proof below that the convergence of the joint law of $(H^{(e_k)}_\delta, L^{(e_k)}_\delta)$ holds. Yet, as we are not interested in this stronger fact, Proposition 7.5 should be understood in the sense of separate convergence of the laws of $H^{(e_k)}_\delta$ and $L^{(e_k)}_\delta$.

**Proof of Proposition 7.5.** We begin by showing that, if convergence holds for the $M_1$ topology, then it also holds in the sense of finite-dimensional distributions. For $t > 0$, let $t_1, \ldots, t_n \in [0, t]$, and consider the projection

$$
\pi: \left\{ \begin{array}{l}
D([0, t], \mathbb{R}) \to \mathbb{R}^n, \\
Z \mapsto (Z_{t_1}, \ldots, Z_{t_n}).
\end{array} \right.
$$

Proposition 6.1 ensures that almost surely, the sequence of jumps $(T_\delta(n))_{n \in \mathbb{N}}$ does not intersect the set $\{t_1, \ldots, t_n\}$. The limit processes $H_\delta$ and $L_\delta$ (restricted to $[0, t]$) are therefore almost surely inside the set of continuity points of $\pi$, and the claim follows using the continuous mapping theorem ([10], Theorem 2.7).

For $t > 0$, let us prove the convergence of $H^{(e_k)}_\delta$ to $H_\delta$ for the $M_1$ topology on $D([0, t], \mathbb{R})$. We recall from (6.4) and (7.5) that

$$
H^{(e_k)}_\delta(\cdot) = \sum_{n=1}^{+\infty} e^{(e_k)}_\delta(n) G(\theta^{(e_k)}_{\tau^{(e_k)}_\delta(n)} \tau^{(e_k)}_\delta(n)) 1_{\{\cdot \geq \varepsilon_k T^{(e_k)}_\delta(n)\}}.
$$
By Proposition 6.3, it is enough to show that $H^{(\varepsilon_k)}_\delta$ converges in distribution to $H_\delta$. Moreover, by Proposition 7.4, we may as well replace $H^{(\varepsilon_k)}_\delta$ by the process

$$
\sum_{n=1}^{+\infty} \varepsilon^{(\varepsilon_k)}_\delta(n) G^{(\varepsilon^{(\varepsilon_k)}_\delta(n))} e^{1/\alpha} \frac{\tau^{(\varepsilon_k)}_\delta(n)}{h^{(\theta^{(\varepsilon_k)}_\delta(n))}} \mathbf{1}_{\{s \geq \varepsilon_k T^{(\varepsilon_k)}_\delta(n)\}},
$$

(7.18)

By Skorokhod’s representation theorem ([10], Theorem 6.7), there exist random variables

$$
(\tilde{T}^{(\varepsilon_k)}_\delta(n), \varepsilon^{1/\alpha} \frac{\tau^{(\varepsilon_k)}_\delta(n)}{h^{(\theta^{(\varepsilon_k)}_\delta(n))}}, \tilde{\tau}^{(\varepsilon_k)}_\delta(n), e^{(\varepsilon_k)}_\delta(n))_{n \in \mathbb{N}}
$$

that, for fixed $k \in \mathbb{N}$, have the same joint law as

$$
(\tilde{T}^{(\varepsilon_k)}_\delta(n), \varepsilon^{1/\alpha} \frac{\tau^{(\varepsilon_k)}_\delta(n)}{h^{(\theta^{(\varepsilon_k)}_\delta(n))}}, \tilde{\tau}^{(\varepsilon_k)}_\delta(n), e^{(\varepsilon_k)}_\delta(n))_{n \in \mathbb{N}},
$$

and converge almost surely, as $k$ goes to infinity, to other random variables that we write

$$
(\tilde{T}_\delta(n), \tilde{\tau}_\delta(n), \tilde{\tau}_\delta(n), \tilde{e}_\delta(n))_{n \in \mathbb{N}}.
$$

(7.19)

Naturally, the random variables in (7.19) have the same joint law as the ones in (7.13). Let $\tilde{H}^{(\varepsilon_k)}_\delta$ be the process defined by

$$
\tilde{H}^{(\varepsilon_k)}_\delta(s) = \sum_{n=1}^{+\infty} \tilde{e}^{(\varepsilon_k)}_\delta(n) G^{(\tilde{\tau}^{(\varepsilon_k)}_\delta(n))} e^{1/\alpha} \tilde{\tau}^{(\varepsilon_k)}_\delta(n) \mathbf{1}_{\{s \geq \tilde{T}^{(\varepsilon_k)}_\delta(n)\}}.
$$

The process $\tilde{H}^{(\varepsilon_k)}_\delta$ has the same law as the one defined in (7.18). We will show that it converges almost surely (for Skorokhod’s $M_1$ topology) to the process $\tilde{H}_\delta$ defined by

$$
\tilde{H}_\delta(s) = \sum_{n=1}^{+\infty} \tilde{e}^{(\varepsilon_k)}_\delta(n) G^{(\tilde{\tau}^{(\varepsilon_k)}_\delta(n))} \tilde{\tau}^{(\varepsilon_k)}_\delta(n) \mathbf{1}_{\{s \geq \tilde{T}^{(\varepsilon_k)}_\delta(n)\}}.
$$

This result would prove the proposition, as it is clear that $\tilde{H}_\delta$ and $H_\delta$ have the same distribution.

Because of Proposition 6.1, we know that jump instants are almost surely distinct in the limit, hence for any $s$ that does not belong to $\{\tilde{T}^{(n)}_\delta(n), n \in \mathbb{N}\}$, one has

$$
\tilde{H}^{(\varepsilon_k)}_\delta(s) \xrightarrow{k \to +\infty} \tilde{H}_\delta(s).
$$

(7.20)

We can then apply the criterion for $M_1$ convergence given in [29], Theorem 12.5.2(iii), noting that the oscillation function appearing in this criterion is zero for increasing functions.

The same proof applies as well for $L^{(\varepsilon_k)}_\delta$. Indeed, Proposition 6.3 ensures that one can approximate the process by $L^{(\varepsilon_k)}_\delta$ in (6.5), which, thanks to Proposition 7.4, is in turn well approximated by

$$
\sum_{n=1}^{+\infty} \varepsilon^{(\varepsilon_k)}_\delta(n) G^{(\varepsilon^{(\varepsilon_k)}_\delta(n))} h^{(\theta^{(\varepsilon_k)}_\delta(n))} \tau^{(\varepsilon_k)}_\delta(n) \mathbf{1}_{\{s \geq \varepsilon_k T^{(\varepsilon_k)}_\delta(n)\}}.
$$

As the function $h$ is such that $h(\tau)$ does not depend on $\tau_0$, one has

$$
\frac{h(\theta^{(\varepsilon_k)}_\delta(n))}{h^{(\theta^{(\varepsilon_k)}_\delta(n))}} = \frac{h^{(\varepsilon_k)}_\delta(n)}{h^{(\varepsilon_k)}_\delta(n)}
$$

and the rest of the proof follows.
Before being able to show that the environment around a trap has a unique possible limit law, and to describe it explicitly, we need to show independence between \( e_\delta(n) \) and \( \tau_\delta(n) \). Having in mind that we will need to study the jumps of \( H_\delta^{(e)} \) as well, we will show the following stronger result.

**Proposition 7.6.** Let \((e_k)\) be a sequence such that (7.14) holds. The random variables \( \tau_\delta(n) \), \( \tau_3(n) \) and \( e_\delta(n) \) are independent.

**Proof.** Let \( f_1, f_2 : \mathbb{R} \to \mathbb{R} \) and \( f_3 : \mathbb{R}^d \to \mathbb{R} \) be three bounded continuous functions. We are interested in

\[
\mathbb{E}[f_1(e_\delta(n)) f_2(\tau_\delta(n)) f_3(\tau_3(n))].
\]

Because of part 1 of Proposition 7.3, this expectation can be obtained as the limit as \( k \) tends to infinity of

\[
\mathbb{E}[f_1(e_\delta^{(e_k)}(n)) f_2(\tau_{x_\delta^{(e_k)}}(n)) f_3(\tau_\delta^{(e_k)}(n)) 1_{(T_{x_\delta^{(e_k)}}(n)) < \infty}].
\]

Observe that, in a fixed environment, \( f_2(\tau_{x_\delta^{(e_k)}}(n)) f_3(\tau_\delta^{(e_k)}(n)) \) is a function of \( x_\delta^{(e_k)}(n) \) only. Using the second part of Proposition 7.3, we obtain

\[
\mathbb{E}_0\left[f_1(e_\delta^{(e_k)}(n)) f_2(\tau_{x_\delta^{(e_k)}}(n)) f_3(\tau_\delta^{(e_k)}(n)) 1_{(T_{x_\delta^{(e_k)}}(n)) < \infty}\right] = \int f_1(x) e^{-x} \, dx \mathbb{E}_0\left[f_2(\tau_{x_\delta^{(e_k)}}(n)) f_3(\tau_\delta^{(e_k)}(n)) 1_{(T_{x_\delta^{(e_k)}}(n)) < \infty}\right].
\]

We are thus left with the study of

\[
\mathbb{E}[f_2(\tau_{x_\delta^{(e_k)}}(n)) f_3(\tau_\delta^{(e_k)}(n))].
\]

(7.21)

We partition according to the events \( \{x_\delta^{(e_k)}(n) = x\} \), for \( x \in \mathbb{Z}^d \):

\[
\sum_{x \in \mathbb{Z}^d} \mathbb{E}[f_2(\tau_{x_\delta^{(e_k)}}(n)) f_3(\theta_x \tau_\delta^{(e_k)}(n)) 1_{x_\delta^{(e_k)}(n) = x}].
\]

We recall that we say that a site \( x \) is deep if \( \epsilon^{1/\alpha} \tau_x \geq \delta \). Noting that on the event \( x_\delta^{(e_k)}(n) = x \), the site \( x \) is deep, one can rewrite the generic term of the sum above as

\[
\mathbb{E}[f_2(\epsilon^{1/\alpha} \tau_x) f_3(\theta_x \tau_\delta^{(e_k)}(n)) 1_{x_\delta^{(e_k)}(n) = x}] = \mathbb{E}[f_2(\epsilon^{1/\alpha} \tau_x) f_3(\theta_x \tau_\delta^{(e_k)}(n)) | x \text{ deep}] \mathbb{P}[x \text{ deep}].
\]

(7.22)

Let us write \( \mathcal{A} \) for the event “there are exactly \( n - 1 \) deep traps discovered before the walk discovers site \( x \)” Conditionally on the fact that the site \( x \) is deep, we have

\[
\mathbb{P}_0^*\left[x_\delta^{(e_k)}(n) = x\right] = \mathbb{P}_0^*[\mathcal{A}].
\]

(7.23)

As the law of the trajectory up to the instant of discovery of site \( x \) does not depend on \( \tau_x \), the probability \( \mathbb{P}_0^*[\mathcal{A}] \) does not depend on \( \tau_x \). Moreover, by the definition of \( f_3 \), the quantity \( f_3(\theta_x \tau_\delta^{(e_k)}(n)) \) does not depend on \( \tau_x \) either. Using the fact that the measure \( \mathbb{P} \) conditioned on the event that \( x \) is a deep trap is a product measure, we obtain that the first expectation appearing in (7.22) is equal to

\[
\mathbb{E}[f_2(\epsilon^{1/\alpha} \tau_x) | x \text{ deep}] \mathbb{E}[f_3(\theta_x \tau_\delta^{(e_k)}(n)) | x \text{ deep}] \mathbb{P}_0^*[\mathcal{A} | x \text{ deep}].
\]
Using (7.23) once more, we observe that
\[
\mathbb{E}[f_3(\theta, \tau)P_{0}^{\varepsilon}(A)|x \text{ deep}] = \mathbb{E}[f_3(\theta, \tau)\mathbb{1}_{\{x_{\varepsilon}^{(\varepsilon)}(n) = x\}}|x \text{ deep}]
\]
\[
= \mathbb{E}[f_3(\theta, \tau)\mathbb{1}_{\{x_{\varepsilon}^{(\varepsilon)}(n) = x\}}|x \text{ deep}].
\]
As a consequence, the product in (7.22) is equal to
\[
\mathbb{E}[f_2(\varepsilon^{1/\alpha} \tau_0)|x \text{ deep}]\mathbb{E}[f_3(\theta, \tau)\mathbb{1}_{\{x_{\varepsilon}^{(\varepsilon)}(n) = x\}}|x \text{ deep}].
\]
The first expectation does not depend on \(x\). The two last terms can be merged together to make the conditioning disappear. Summing over all \(x \in \mathbb{Z}^d\), we recover the expectation in (7.21), which is therefore equal to
\[
\mathbb{E}[f_2(\varepsilon^{1/\alpha} \tau_0)|0 \text{ deep}]\mathbb{E}[f_3(\theta, \tau)\mathbb{1}_{\{x_{\varepsilon}^{(\varepsilon)}(n) = x\}}|0 \text{ deep}].
\]
This proves the independence of the random variables we were interested in, taking the limit \(k \rightarrow +\infty\). \(\square\)

We are now able to show that the environment around the first deep trap converges in distribution. We have already seen in Proposition 7.1 that \(\tau_{\varepsilon}^{(\varepsilon)}(1)\) is tight. Hence, what we need to see is that there is only one possible limit law.

**Proposition 7.7.** Let \((\varepsilon_k)\) be a sequence such that (7.14) holds. The law of \(\tau_{\varepsilon}(1)\) is characterized by the fact that, for any test function \(h\):
\[
c_r \mathbb{E}[\mathbb{E}h(\tau_{\varepsilon}(1)) = \mathbb{E}[h(\tau)],
\]
where \(c_r\) is the constant appearing in Proposition 5.4. In particular, the law of \(\tau_{\varepsilon}(1)\) does not depend on the sequence \((\varepsilon_k)\), nor on \(\delta\).

**Proof.** The proof uses the fact that the expectation of \(L_{\varepsilon}(t)\) is easy to compute. Hence, we need to change the convergence in distribution in Proposition 7.5 into convergence in the mean. This is done by the following lemma, which we momentarily admit.

**Lemma 7.8.** For any \(t \geq 0\), the family of random variables \((L_{\varepsilon}(t))_{\varepsilon > 0}\) is uniformly integrable.

From the definition of \(L_{\varepsilon}(t)\) in (3.4), and using the stationarity of the environment viewed by the particle, we have
\[
\mathbb{E}[L_{\varepsilon}(t)] = e^{-t}t\mathbb{E}[h(\tau)\mathbb{1}_{\varepsilon^{1/\alpha} \tau_0 \geq \delta}].
\]
Because \(h(\tau)\) does not depend on \(\tau_0\), the expectation above is equal to
\[
\mathbb{E}[h(\tau)]\mathbb{P}[\varepsilon^{1/\alpha} \tau_0 \geq \delta].
\]
Using the tail behaviour of \(\tau_0\) given in (1.2), we finally obtain that
\[
\mathbb{E}[L_{\varepsilon}(t)] \rightarrow \frac{t}{\delta}\mathbb{E}[h(\tau)].
\]

We now compute the expectation of the limit \(L_{\varepsilon}(t)\) (see (7.16)). Note first that the quantity
\[
\mathbb{E}\left[\sum_{n=2}^{+\infty} \mathbb{1}_{\{t \geq T_{\varepsilon}(n)\}}\right]
\]
Scaling limit of the random walk among random traps on $\mathbb{Z}^d$ is the expected number of points from $(T_δ(n))_{n \in \mathbb{N} \setminus \{1\}}$ that fall within $[0, t]$. Because of Proposition 6.1, it is $O(t^2)$ when $t$ goes to 0. Moreover, as given by Proposition 3.2, the process $L_δ$ is a subordinator. In particular, the jump instants are independent from the heights of the jumps, so that we have

$$\mathbb{E}[L_δ(t)] = \mathbb{E}[\varepsilon_δ(1)(\bar{G}h)(\tau_δ(1))][\mathbb{P}[t \geq T_δ(1)] + O(t^2) \quad (t \to 0).$$

Here, we used the fact that, as the function $h$ takes values in $(0, +\infty)$, the quantity $\varepsilon_δ(1)(\bar{G}h)(\tau_δ(1))$ is non-zero, and there is indeed a jump at $T_δ(1)$.

We saw in Proposition 7.3 that $\varepsilon_δ(1)$ is an exponential random variable of parameter 1, and in Proposition 7.6 that it is independent from $\tau_δ(1)$, hence

$$\mathbb{E}[\varepsilon_δ(1)(\bar{G}h)(\tau_δ(1))] = \mathbb{E}[(\bar{G}h)(\tau_δ(1))].$$

From Proposition 6.1, we know that

$$\mathbb{P}[t \geq T_δ(1)] = \frac{c_r t}{\delta^\alpha} + O(t^2),$$

so we obtain

$$\mathbb{E}[L_δ(t)] = \frac{c_r t}{\delta^\alpha} \mathbb{E}[(\bar{G}h)(\tau_δ(1))] + O(t^2).$$

Comparing this with (7.25) leads to (7.24). Let us see that this relation characterizes the law of $\tau_δ(1)$. First, one can check that the relation (7.24) still holds without the restriction that the function $h$ should have values only in $(0, +\infty)$. Let $f$ be a positive bounded continuous function, such that $f(\tau)$ does not depend on $\tau_0$. For $\eta > 0$, we define $h$ as

$$h(\tau) = \begin{cases} \bar{G}(\tau)^{-1} f(\tau) & \text{if } \bar{G}(\tau) \geq \eta, \\ 0 & \text{otherwise}. \end{cases}$$

Then, from (7.24), one has

$$c_r \mathbb{E}[f(\tau_δ(1))1_{\{\bar{G}(\tau_δ(1))\geq\eta\}}] = \mathbb{E}[\bar{G}(\tau)^{-1} f(\tau)1_{\{\bar{G}(\tau)\geq\eta\}}].$$

Taking the limit as $\eta$ tends to 0, and using monotone convergence theorem, we obtain

$$c_r \mathbb{E}[f(\tau_δ(1))] = \mathbb{E}[\bar{G}(\tau)^{-1} f(\tau)]. \quad (7.26)$$

Being valid for any positive bounded continuous function, Eq. (7.26) determines the law of $\tau_δ(1)$.

Proof of Lemma 7.8. We will use the following upper bound on $L_δ^{(e)}(t)$ (see (6.3)):

$$L_δ^{(e)}(t) \leq \|h\|_\infty \sum_{n=1}^{+\infty} t_δ^{(e)}(n)1_{[t \geq T_δ^{(e)}(n)]}, \quad (7.27)$$

Let $N_δ^{(e)}(t)$ be the number of $n$’s such that $T_δ^{(e)}(n)$ falls inside $[0, t]$:

$$N_δ^{(e)}(t) = \sum_{n=1}^{+\infty} 1_{[t \geq T_δ^{(e)}(n)]}.$$ 

Let $N$ be a positive integer, and $u$ a positive real number. From (7.27), we have the following upper bound on the tail distribution of $L_δ^{(e)}(t)$:

$$\mathbb{P}[L_δ^{(e)}(t) \geq \|h\|_\infty Nu] \leq \mathbb{P}\left[\exists n \leq N: t_δ^{(e)}(n) \geq u\right] + \mathbb{P}[N_δ^{(e)}(t) > N]. \quad (7.28)$$
The first term of the sum is bounded by
\[ \sum_{n=1}^{N} \mathbb{P}[l_{\delta}^{(r)}(n) \geq u]. \] (7.29)

Moreover, the random variable \( l_{\delta}^{(r)}(n) \) either is equal to 0 if the trap \( x_{\delta}^{(r)}(n) \) is not actually visited, or is an exponential random variable which parameter is the inverse of the Green function at \( x_{\delta}^{(r)}(n) \). We know from Proposition A.2 of the Appendix that the Green function is uniformly bounded by a constant, say \( C \), hence \( l_{\delta}^{(r)}(n) \) is stochastically dominated by an exponential random variable of parameter \( C^{-1} \) (uniformly in \( n \) and in \( \varepsilon \)). As a consequence, the sum in (7.29) is bounded by
\[ Ne^{-u/C}. \]

Let us now examine the rightmost term in (7.28). We recall that the sequence of sites discovered by the random walk up to time \( \varepsilon^{-1}t \) is \( (x_i)_{i \leq \varepsilon^{-1}t} \). Let \( B_{\delta}^{(e)}(i) \) be the indicator of the event that the site \( x_i \) is a deep trap:
\[ B_{\delta}^{(e)}(i) = 1_{\{x_i/\alpha \tau_0 \geq \delta\}}. \]

Then one can rewrite \( N_{\delta}^{(e)}(t) \) as
\[ N_{\delta}^{(e)}(t) = \sum_{i=1}^{r(\varepsilon^{-1}t)} B_{\delta}^{(e)}(i), \]
which enables us to decompose the rightmost term in (7.28) as
\[ \mathbb{P}\left[ \varepsilon r(\varepsilon^{-1}t) \sum_{i=1}^{I} B_{\delta}^{(e)}(i) > N \right] \leq \mathbb{P}\left[ \varepsilon^{-1}I \sum_{i=1}^{I} B_{\delta}^{(e)}(i) > N \right] + \mathbb{P}\left[ \varepsilon r(\varepsilon^{-1}t) > I \right], \] (7.30)

where \( I \) is any positive integer. We begin by bounding the first term of this sum. From Proposition 4.1, we know that \( (B_{\delta}^{(e)}(i))_{i \in \mathbb{N}} \) forms a family of independent Bernoulli random variables of parameter
\[ \mathbb{P}[\varepsilon^{1/\alpha \tau_0} \geq \delta]. \]

According to (1.2), this quantity is equivalent to \( \varepsilon \delta^{-\alpha} \) as \( \varepsilon \) tends to 0. It is therefore smaller than \( c_0\varepsilon \) for some large enough \( c_0 \), uniformly over \( \varepsilon \). We obtain, using Chebychev inequality
\[ \mathbb{P}\left[ \sum_{i=1}^{\varepsilon^{-1}I} B_{\delta}^{(e)}(i) \geq N \right] \leq e^{-N \mathbb{E}[\exp(B_{\delta}^{(e)}(1))]^{e^{-1}I}. \]

Using the fact that \( \mathbb{E}[\exp(B_{\delta}^{(e)}(1))] \) is equal to \( 1 + c_0\varepsilon (e - 1) \), we can bound the former by
\[ \exp(-N + \varepsilon^{-1}I \ln(1 + \varepsilon c_0 (e - 1))) \leq \exp(-N + I c_0 (e - 1)). \]

Choosing \( I = c_1 N \) with \( c_1 > 0 \) small enough, this quantity decays exponentially fast as \( N \) goes to infinity. We now turn to the second term on the right-hand side of (7.30), keeping \( I = c_1 N \).
\[ \mathbb{P}[\varepsilon r(\varepsilon^{-1}t) > c_1 N] \leq \frac{\mathbb{E}[\exp(\varepsilon r(\varepsilon^{-1}t))]^{2}}{(c_1 N)^2}, \]
and Proposition 5.1 ensures that the numerator is uniformly bounded as \( \varepsilon \) varies.
We have thus shown that there exists $C > 0$ such that, for any $\epsilon > 0$, one has
\[
\Pr [L_\delta^{(\epsilon)}(t) \geq Nu] \leq Ne^{-u/C} + e^{-N/C} + \frac{C}{N^2}.
\] (7.31)

From this control of the tail of $L_\delta^{(\epsilon)}(t)$, one can check that
\[
\sup_{\epsilon > 0} \mathbb{E} \left[ (L_\delta^{(\epsilon)}(t))^{3/2} \right]
\]
is finite (choosing for instance $u = N^{1/5}$ in (7.31)), and this is a sufficient condition to ensure uniform integrability. □

**Remark.** From the relations (7.24) and (7.26), one obtains, in coherence with Proposition 1.4, that
\[
c_r = \mathbb{E}[G(\tau)^{-1}] = (\mathbb{E}[G(\tau_1)])^{-1}.
\]

### 8. Identification of the limit

In this section, we begin by proving that $H_\delta^{(\epsilon)}$ converges in distribution as $\epsilon$ tends to 0, and describe the limit subordinator in terms of its Laplace transform. Then, by an interversion of limits, we obtain the convergence of the law of $H^{(\epsilon)}$ as $\epsilon$ tends to 0. We start with a summary of previous results.

**Proposition 8.1.** Let $(\epsilon_k)$ be a sequence such that (7.14) holds. The joint distribution of $(\tau_\delta^\circ(1), e_\delta(1), \tau_\delta(1))$ does not depend on the sequence $(\epsilon_k)$, and is described as follows: the three components are independent, and their respective distributions are given by Propositions 6.2, 7.3 and 7.7.

**Proof.** It is a consequence of the above mentioned propositions, together with Proposition 7.6. □

**Remark.** From this result, one could show that the random variables
\[
(\epsilon^{1/a_\delta}(1), e_\delta(1), \tau_\delta(1))
\]
jointly converge in law as $\epsilon$ goes to 0.

We insist that, from now on, the law of $(\tau_\delta^\circ(1), e_\delta(1), \tau_\delta(1))$ may be considered without any mention of a particular sequence $(\epsilon_k)$.

**Proposition 8.2.** For any $\delta > 0$, the law of $H_\delta^{(\epsilon)}$ under $\mathbb{P}$ converges, for the $M_1$ topology and as $\epsilon$ tends to 0, to the law of a subordinator with Laplace exponent
\[
\psi_\delta(\lambda) = c_r \delta^{-a} \mathbb{E}\left[ 1 - e^{-\lambda e_\delta(1)G(\tau_\delta(1))\tau_\delta(1)} \right].
\] (8.1)

**Proof.** It is sufficient to show that, for any given sequence that converges to 0, one can extract a further subsequence $(\epsilon_k)_{k \in \mathbb{N}}$ along which the law of $H_\delta^{(\epsilon)}$ converges to the law of a subordinator, whose Laplace exponent $\psi_\delta$ satisfies (8.1).

Let us give ourselves a sequence that converges to 0. Because the random variables in (7.12) are tight, one can extract a further subsequence $(\epsilon_k)_{k \in \mathbb{N}}$ for which (7.14) holds.

Proposition 7.5 states that, as $k$ goes to infinity, the law of the process $H_\delta^{(\epsilon_k)}$ converges to the law of the process $H_\delta$ defined in (7.15). Moreover, we know from Proposition 3.1 that $H_\delta$ is a subordinator. We can therefore define its Laplace exponent, say $\psi_\delta$, which satisfies, for any $\lambda$, $t \geq 0$:
\[
\mathbb{E}[e^{-\lambda H_\delta(t)}] = e^{-t\psi_\delta(\lambda)}.
\] (8.2)
We recall that, because \( H_\delta \) is a subordinator, the height and the instant of occurrence of the first jump are independent random variables. Decomposing according to whether a first jump occurs or not (and using Proposition 6.1), one can see that

\[
\mathbb{E}\left[e^{-\lambda H_\delta(t)}\right] = 1 - \frac{c_\tau t}{\delta^\alpha} \mathbb{E}\left[\exp\left(-\lambda e_\delta(1)G(\tau_\delta(1))\tau_\delta(1)\right)\right] + O(t^2). \tag{8.3}
\]

According to (8.2), it is also equal to

\[
e^{-t\psi_\delta(\lambda)} = 1 - t\psi_\delta(\lambda) + O(t^2),
\]

which, when compared with (8.3), proves the announced result. \( \square \)

**Remark.** Similarly, one obtains that the law of \( L_\delta^{(\varepsilon)} \) under \( \mathbb{P} \) converges, as \( \varepsilon \) tends to 0, to a subordinator with Laplace exponent

\[
c_\tau \delta^{-\alpha} \mathbb{E}\left[1 - e^{-\lambda e_\delta(1)(G_{\tau}(1))}\right].
\]

From now on, the law of the process \( H_\delta \) is well defined, independently of any particular sequence \( (\varepsilon_k) \): it is the law of a subordinator whose Laplace exponent is \( \psi_\delta \).

**Proposition 8.3.** Possibly enlarging the probability space, there exists a process \( H \) such that the following diagram holds

\[
\begin{array}{ccc}
H_\delta^{(\varepsilon)} & \xrightarrow{\varepsilon \to 0} & H_\delta \\
\downarrow & & \downarrow \\
H^{(\varepsilon)} & \xrightarrow{\varepsilon \to 0} & H,
\end{array}
\]

where arrows represent convergence in distribution under \( \mathbb{P} \) for the \( M_1 \) topology.

Before proving the proposition, let us define the space \( D_1([0, t], \mathbb{R}) \) of cadlag increasing processes from \([0, t]\) to \( \mathbb{R} \) and with value 0 at 0. We recall a characterization of tightness of probability measures on \( D_1([0, t], \mathbb{R}) \) ([29], Theorem 12.12.3).

**Lemma 8.4.** Let \( (h_n)_{n \in \mathbb{N}} \) be random (with respect to the measure \( \mathbb{P} \)) elements of \( D_1([0, t], \mathbb{R}) \). The family of distributions of \( h_n \) is tight for the \( M_1 \) topology if and only if the following three properties hold

\[
\forall \eta > 0 \exists C > 0 \forall n: \quad \mathbb{P}[h_n(t) \geq C] \leq \eta, \tag{8.4}
\]

\[
\forall \eta, \eta' > 0 \exists \varepsilon > 0 \forall n: \quad \mathbb{P}[h_n(t) \geq \eta'] \leq \eta, \tag{8.5}
\]

\[
\forall \eta, \eta' > 0 \exists \varepsilon > 0 \forall n: \quad \mathbb{P}[h_n(t) - h_n(t - \varepsilon) \geq \eta'] \leq \eta. \tag{8.6}
\]

**Proof.** It is a simple rewriting of [29], Theorem 12.12.3, using the fact that we restrict here our attention to increasing processes with value 0 at 0. \( \square \)

**Proof of Proposition 8.3.** We begin by showing that there exists \( \overline{c} > 0 \) such that, for any \( \varepsilon, \delta > 0 \):

\[
\mathbb{E}\left[\sup_{[0, t]}|H_\delta^{(\varepsilon)} - H^{(\varepsilon)}|\right] \leq \overline{c}t\delta^{1-\alpha}. \tag{8.7}
\]

Observe that

\[
\mathbb{E}\left[\sup_{[0, t]}|H^{(\varepsilon)} - H_\delta^{(\varepsilon)}|\right] = \varepsilon^{1/\alpha} \int_0^{\varepsilon^{-1}t} \mathbb{E}[\tau_{\hat{X}_s}, 1_{[\varepsilon^{1/\alpha} \tau_{\hat{X}_s} < \delta]}] ds. \tag{8.8}
\]
The expectation in the integral is in fact independent of \( s \), due to the stationarity of the environment viewed by the particle under \( E \). Using Fubini’s theorem, we can bound it the following way:

\[
\mathbb{E}[\tau_0 1_{\varepsilon \tau_0 < \delta}] = \int_{x=0}^{e^{-1/\mu \delta}} \int_{y=0}^{x} dy \, d\mu_0(x) \leq \int_{y=0}^{e^{-1/\mu \delta}} \mu_0(1, +\infty) \, dy.
\]

Using our hypothesis (1.2) concerning the tail behaviour of \( \mu_0 \), there exists \( C > 0 \) such that for any \( x > 0 \), one has

\[
\mu_0(1, +\infty) \leq C \frac{\varepsilon}{x^\alpha}.
\]

Integrating this estimate, and then coming back to (8.8), we obtain inequality (8.7).

We can now show that the family of distributions of \( H(\varepsilon) \) is tight for the \( M_1 \) topology, using Lemma 8.4. Let us begin by checking condition (8.4). We fix some \( \delta > 0 \), and observe that, for any \( C > 0 \):

\[
\mathbb{P}[H(\varepsilon)(t) \geq 2C] \leq \mathbb{P}[H_{\delta}(\varepsilon)(t) \geq C] + \mathbb{P}[H(\varepsilon)(t) - H_{\delta}(\varepsilon)(t) \geq C].
\]

Let us now give ourselves \( \eta > 0 \). As the law of \( H_{\delta}(\varepsilon) \) converges as \( \varepsilon \) tends to 0, Lemma 8.4 ensures that, for a large enough \( C \), one has, for any \( \varepsilon > 0 \):

\[
\mathbb{P}[H_{\delta}(\varepsilon)(t) \geq C] \leq \eta.
\]

The second term of the sum in (8.9) is bounded by \( C \varepsilon^{1-\alpha}/C \). Possibly enlarging \( C \), this term can be made smaller than \( \eta \) as well, and condition (8.4) is thus proved. Conditions (8.5) and (8.6) are obtained the same way.

We now show that there is in fact a unique possible limit law for \( H(\varepsilon) \). Let \((\varepsilon_k)_{k \in \mathbb{N}}\) be a sequence decreasing to 0 and such that the law of \( H(\varepsilon_k) \) converges to the law of some process \( H \). First, one can easily check that the \( M_1 \) distance \([29], \text{formula (3.3.4)}\) is dominated by the supremum distance. Inequality (8.7) thus guarantees that the convergence of \( H(\varepsilon_k) \delta \) towards \( H(\varepsilon_k) \) is uniform in \( k \), and one can intervert limits \([10], \text{Theorem 4.2}\): the law of \( H \) is also the limit of the law of \( H_{\delta} \) as \( \delta \) tends to 0. In particular, the law of \( H \) does not depend on the sequence \((\varepsilon_k)\).

As we verified that \( H(\varepsilon) \) is tight and has a unique possible limit law, and also that the diagram (8.4) holds, the proposition is proved.

\[ \square \]

**Proposition 8.5.** The law of \( H \) is that of an \( \alpha \)-stable subordinator, whose Laplace exponent is given by

\[
\psi(\lambda) = \Gamma(\alpha + 1) \mathbb{E}\left[ \frac{G(\tau)^{\alpha-1}}{\alpha} \right] \int_{0}^{+\infty} \left( 1 - e^{-\lambda u} \right) \frac{\alpha}{u^{\alpha+1}} \, du,
\]

where \( \Gamma \) is Euler’s Gamma function.

**Proof.** We begin by showing that the Laplace exponent \( \psi_{\delta}(\lambda) \) of \( H_{\delta} \), for any \( \lambda \geq 0 \), to \( \psi(\lambda) \) defined in (8.10). Let \( v \) be the law of \( e_{\delta}(1) G(\tau_{\delta}(1)) \). We recall from Proposition 8.1 that the joint law of \((\tau_{\delta}(1), e_{\delta}(1), \tau_{\delta}(1))\) is known. As a consequence, one can check that the measure \( v \) does not depend on \( \delta \). From Proposition 8.2, we obtain that

\[
\psi_{\delta}(\lambda) = c_{\delta} \delta^{-\alpha} \int_{x \geq \delta} (1 - e^{-\lambda x v}) \frac{\alpha}{x^{\alpha+1}} \, dx \, dv(v).
\]

The terms \( \delta^{\alpha} \) cancel out, and the change of variables \( u = x v \) leads to

\[
\psi_{\delta}(\lambda) = c_{\delta} \int_{u=0}^{+\infty} \left( 1 - e^{-\lambda u} \right) \frac{\alpha}{u^{\alpha+1}} \int_{v=0}^{u/\delta} v^{\alpha} \, dv(v) \, du.
\]

Moreover, one has that

\[
\int_{0}^{u/\delta} v^{\alpha} \, dv(v) \xrightarrow{\delta \to 0} \int_{0}^{+\infty} v^{\alpha} \, dv(v),
\]
Proposition 9.2. The law of \( \psi_\lambda(\lambda) \)

We refer to [2], Theorem 1.1, for a proof of this fact.

Proof. The law of a non-degenerate Brownian motion

and obtain that the limit

This set is countable, as [10], Section 15, shows. Hence, for any \( \lambda_1, \ldots, \lambda_n \geq 0 \), and any \( t_1 \leq \cdots \leq t_n \) outside \( T^\circ \), one has

Finally, right continuity of the process \( H \) ensures that the above equality holds in fact for every \( t_1, \ldots, t_n \), thus finishing the proof. \( \square \)

9. Joint convergence

In this section we will identify the limit of the joint distribution of \( (\hat{X}^{(\varepsilon)}, H^{(\varepsilon)}) \) under the annealed measure \( \mathbb{P}^\ast \).

The first step is to describe the law limit of \( \hat{X}^{(\varepsilon)} \). We state it directly in its quenched form, although in this section, the annealed version would be sufficient.

Proposition 9.1. For almost every \( \tau \), the law of \( \hat{X}^{(\varepsilon)} \) under \( \mathbb{P}^\ast_0 \) converges, for the \( J_1 \) topology and as \( \varepsilon \) tends to 0, to the law of a non-degenerate Brownian motion \( B \).

Proof. We refer to [2], Theorem 1.1, for a proof of this fact. \( \square \)

Proposition 9.2. The law of \( (\hat{X}^{(\varepsilon)}, H^{(\varepsilon)}) \) under \( \mathbb{P}^\ast \) converges, for the \( J_1 \times M_1 \) topology and as \( \varepsilon \) tends to 0, to the law of two independent processes \( (B, H) \), where \( B \) and \( H \) are the processes appearing respectively in Propositions 9.1 and 8.5.

Proof. We write \( Z^{(\varepsilon)} \) for \( (\hat{X}^{(\varepsilon)}, H^{(\varepsilon)}) \). Propositions 9.1 and 8.5 ensure the convergence in distribution of the two marginals of \( Z^{(\varepsilon)} \). In particular, the law of \( Z^{(\varepsilon)} \) is tight. Let \( (\varepsilon_k) \) be a sequence such that the law of \( Z^{(\varepsilon_k)} \) under \( \mathbb{P}^\ast \) converges, and let us write \( Z = (B, H) \) for the limit. The distributions of \( B \) and of \( H \) are known, and what we need to show is that these random variables are independent.

First, it is clear that from the convergence in the product \( J_1 \times M_1 \) topology, one can deduce the convergence of the finite-dimensional distributions of \( Z^{(\varepsilon)} \), following the argument given at the beginning of the proof of Proposition 7.5. Then, one can follow the proof of Proposition 3.1, replacing Laplace transform by Fourier transform for definiteness, and obtain that the limit \( Z \) is a Lévy process.

It follows from the Lévy–Khintchine decomposition that the Lévy process \( Z \) can be decomposed into \( Z^{(1)} + Z^{(2)} \), where \( Z^{(1)} \) is a continuous process, \( Z^{(2)} \) is pure jump, and \( Z^{(1)}, Z^{(2)} \) are independent ([9], Section I.1). The decomposition into the sum of a continuous process and a pure jump one being unique, it follows that \( Z^{(1)} = (B, 0) \) and \( Z^{(2)} = (0, H) \), which proves the proposition. \( \square \)
10. From annealed to quenched

From the knowledge of the convergence of $Z(\varepsilon) = (\hat{X}(\varepsilon), H(\varepsilon))$ towards $Z = (B, H)$ under the annealed law $\mathbb{P}_0$, we would like to obtain convergence under $\mathbb{P}_0^\tau$ for almost every $\tau$. This can be obtained by a kind of concentration argument that is due to [11], and consists in checking that the variance of certain functionals of $Z(\varepsilon)$ decays sufficiently fast when $\varepsilon$ tends to 0 (a polynomial decay being sufficient).

As a first step, we consider the joint law of increments of $Z$ on intervals that do not contain 0. In other words, for some $0 < t_0 \leq \cdots \leq t_n$, we consider the law of

$$(Z(\varepsilon)(t_1) - Z(\varepsilon)(t_0), \ldots, Z(\varepsilon)(t_n) - Z(\varepsilon)(t_{n-1})).$$

Using [11], Lemma 4.1, together with Theorem 2.2, we will see that, for almost every environment, the law of increments of the form (10.1) under $\mathbb{P}_0^\tau$ converges to the law of the increments of $Z$.

This statement concerning the law of increments of the form (10.1) is weaker than the convergence of all finite-dimensional distributions, but is still sufficient if one can prove the tightness of $Z(\varepsilon)$. We can borrow the tightness of $\hat{X}(\varepsilon)$ from Proposition 9.1. In order to prove the tightness of $H(\varepsilon)$, we will in fact prove the convergence of its finite-dimensional distributions (which is a sufficient condition, see Lemma 8.4). As we pointed out, it is not enough for this purpose to control the distributions of increments of $H(\varepsilon)$ on intervals that do not contain 0, so we will need additional information concerning the behaviour of $H(\varepsilon)$ for small times.

We start by giving this necessary control of $H(\varepsilon)$ for small times.

Proposition 10.1. For any $\nu > 0$ and any $\gamma < \nu/\alpha$, the probability

$$\mathbb{P}[H(\varepsilon)(\varepsilon^\nu) > \varepsilon^\gamma]$$

decays polynomially fast to 0 as $\varepsilon$ tends to 0.

Proof. It is in fact sufficient to show that, for any $\beta > 0$, the probability

$$\mathbb{P}[H(\varepsilon)(1) > \varepsilon^{-\beta}]$$

(10.2)
decays polynomially fast to 0 as $\varepsilon$ tends to 0, as one can check using the fact that $H(\varepsilon)(\varepsilon^\nu) = \varepsilon^{\nu/\alpha} H(\varepsilon^\nu)(1)$.

Up to time $\varepsilon^{-1}$, the random walk $\hat{X}$ discovers $r(\varepsilon^{-1})$ sites. Writing $l_i$ for the total time spent by the random walk on the $i$th discovered site

$$l_i = \int_0^{+\infty} 1_{\{\hat{X}_s = x_i\}} ds,$$

we can bound $H(\varepsilon)(1)$ by

$$\varepsilon^{1/\alpha} \sum_{i=1}^{r(\varepsilon^{-1})} l_i \tau_{x_i},$$

where $(x_i)$ is the exploration process defined in (4.2). For any $N$, we thus have

$$\mathbb{P}[H(\varepsilon)(1) > \varepsilon^{-\beta}] \leq \mathbb{P}\left[\varepsilon^{1/\alpha} \sum_{i=1}^{\varepsilon^{-1}N} l_i \tau_{x_i} > \varepsilon^{-\beta}\right] + \mathbb{P}[r(\varepsilon^{-1}) > \varepsilon^{-1}N].$$

Because of Proposition 5.1, the second term is bounded by $CN^{-2}$, uniformly over $\varepsilon$. In order to ensure polynomial decay, we choose $N$ as a small negative power of $\varepsilon$, say $\varepsilon^{-\gamma}$ for some $\gamma > 0$ to be fixed. With this choice of $N$, the first term becomes

$$\mathbb{P}\left[\varepsilon^{1/\alpha} \sum_{i=1}^{\varepsilon^{-1-\gamma}} l_i \tau_{x_i} > \varepsilon^{-\beta}\right].$$
We choose another small parameter $\gamma'$, and decompose the above probability as

$$
\mathbb{P}\left[ \exists i \leq \varepsilon^{-1-\gamma} : l_i > \varepsilon^{-\gamma'} \right] + \mathbb{P}\left[ \varepsilon^{1/\alpha - \gamma'} \sum_{i=1}^{\varepsilon^{-1-\gamma}} \tau_{x_i} > \varepsilon^{-\beta} \right].
$$

The random variable $l_i$ is an exponential random variable, and, moreover, its mean value, which is the Green function at $x_i$, is bounded by some constant as one can see from Proposition A.2. Hence, the first term of the sum above is bounded by

$$
\sum_{i=1}^{\varepsilon^{-1-\gamma}} \mathbb{P}[l_i > \varepsilon^{-\gamma'}] \leq \varepsilon^{-1-\gamma} e^{-\varepsilon^{-\gamma'}/C},
$$

which converges to 0 faster than any polynomial. There remains to check that

$$
\mathbb{P}\left[ \varepsilon^{1/\alpha - \gamma'} \sum_{i=1}^{\varepsilon^{-1-\gamma}} \tau_{x_i} > \varepsilon^{-\beta} \right]
$$

converges polynomially fast to 0. We know from Proposition 4.1 that under $\mathbb{P}$, the random variables $(\tau_{x_i})$ are independent and identically distributed according to $\mu_0$. Hence, because of the tail behaviour (1.2), the sum of $\tau_{x_i}$ appearing above is of order $\varepsilon^{-(1+\gamma)/\alpha}$, and a natural condition for this polynomial decay to hold seems to be that $\gamma' + \gamma/\alpha < \beta$. This condition is shown to be sufficient in [3], Theorem 3 (note that there is a misprint in condition (d) of this theorem, where the sign $\Sigma$ should be replaced by the sign $E$). □

We will now proceed to prove that, for almost every $\tau$, the law of $H^{(\varepsilon)}$ converges under $\mathbb{P}_0^\tau$, although our only true concern for now is that of tightness.

As we said before, the argument of [11], Lemma 4.1, requires the decay of the variance of certain functionals of $H^{(\varepsilon)}$. Let $\lambda_1, \ldots, \lambda_n \geq 0$, and $0 < t_1 < \cdots < t_n$. For any increasing process $h$, we define $F(h)$ as

$$
F(h) = \exp\left( -\lambda_1 h(t_1) - \lambda_2 (h(t_2) - h(t_1)) - \cdots - \lambda_n (h(t_n) - h(t_{n-1})) \right). \tag{10.3}
$$

**Proposition 10.2.** For $F$ defined by (10.3) and $d \geq 5$, the variance of $\mathbb{E}_0^\tau[F(H^{(\varepsilon)})]$ converges to 0 polynomially fast as $\varepsilon$ tends to 0.

**Proof.** Let $\nu \in (0, 1)$. We define

$$
P^{(\varepsilon)} = \exp\left( -\lambda_1 (H^{(\varepsilon)}(t_1) - H^{(\varepsilon)}(\varepsilon^\nu)) - \cdots - \lambda_n (H^{(\varepsilon)}(t_n) - H^{(\varepsilon)}(t_{n-1})) \right),
$$

which enables us to decompose $F(H^{(\varepsilon)})$ as

$$
F(H^{(\varepsilon)}) = e^{-\lambda_1 H^{(\varepsilon)}(\varepsilon^\nu)} P^{(\varepsilon)}. \tag{10.4}
$$

We momentarily admit the following lemma.

**Lemma 10.3.** If $d \geq 5$ and $\nu < 1/5$, then the variance of $\mathbb{E}_0^\tau[P^{(\varepsilon)}]$ converges to 0 polynomially fast as $\varepsilon$ tends to 0.

Let us see how to finish the proof of Proposition 10.2, choosing some $\nu < 1/5$ (and $d \geq 5$). We will show that the variances of $\mathbb{E}_0^\tau[P^{(\varepsilon)}]$ and $\mathbb{E}_0^\tau[F(H^{(\varepsilon)})]$ are close enough to conclude. Note that, from the decomposition (10.4), one has

$$
0 \leq P^{(\varepsilon)} - F(H^{(\varepsilon)}) \leq 1 - e^{-\lambda_1 H^{(\varepsilon)}(\varepsilon^\nu)}. $$

It readily follows that
\[
0 \leq \mathbb{E}[E_0^e[P^{(e)}]] - \mathbb{E}[E_0^e[F(H^{(e)})]] \leq 1 - \mathbb{E}[e^{-\lambda_1 H^{(e)}(\epsilon^\nu)}].
\]  
(10.5)

It follows from Proposition 10.1 that the term on the right-hand side converges to 0 polynomially fast, as \( \epsilon \) tends to 0. Similarly, we have
\[
0 \leq \mathbb{E}[E_0^e[P^{(e)}]^2] - \mathbb{E}[E_0^e[F(H^{(e)})]^2] \leq 2(\mathbb{E}[E_0^e[P^{(e)}]] - \mathbb{E}[E_0^e[F(H^{(e)})]]).
\]

Integrating this inequality, and using the upper bound from (10.5), we obtain that the difference
\[
\mathbb{E}[E_0^e[P^{(e)}]^2] - \mathbb{E}[E_0^e[F(H^{(e)})]^2]
\]
also converges polynomially fast to 0, as \( \epsilon \) tends to 0. As a consequence, the difference between the variances of \( E_0^e[P^{(e)}] \) and \( E_0^e[F(H^{(e)})] \) converges to 0 polynomially fast, and Proposition 10.2 is obtained using Lemma 10.3. □

**Proof of Lemma 10.3.** We define the function \( g^{(e)}(h) \) as
\[
g^{(e)}(h) = \exp(-\lambda_1(h(t_1 - \epsilon^\nu) - h(0)) - \cdots - \lambda_n(h(t_n - \epsilon^\nu) - h(t_{n-1} - \epsilon^\nu))),
\]
and we let \( f(\tau) = E_0^e[g^{(e)}(H^{(e)})] \). Then \( g^{(e)}(H^{(e)}) \) depends only on the trajectory up to time \( \epsilon^{-1}(t_n - \epsilon^\nu) \leq \epsilon^{-1} t_n \), and is translation invariant. As given by (2.3), one can rewrite \( P^{(e)} \) as
\[
P^{(e)} = E_0^e[f(\hat{\tau}(\epsilon^{-1} \epsilon^\nu))] = f_{\epsilon^\nu-1}(\tau).
\]

As we assume that \( d \geq 5 \), Theorem 2.2 shows that \( \text{Var}(P^{(e)}) = \text{Var}(f_{\epsilon^\nu-1}) \) is bounded by a constant times \( \epsilon^{(1-\nu)d/2-2} \), so it is enough to chose \( \nu < 1/5 \) to guarantee a polynomial decay of the variance. □

We can now derive, following the method of proof of [11], Lemma 4.1, the convergence of the law of \( H^{(e)} \) in the quenched sense.

**Proposition 10.4.** For almost every \( \tau \), the law of \( H^{(e)} \) under \( P_0^e \) converges, for the \( M_1 \) topology and as \( \epsilon \) tends to 0, to the law of \( H \).

**Proof.** We know from Proposition 8.3 that \( H^{(e)} \) converges to \( H \) under the measure \( \mathbb{P} \) for the \( M_1 \) topology. As we saw before, this convergence, together with the knowledge that the limit described in Proposition 8.5 has no deterministic times with positive probability of jump, implies convergence of finite-dimensional distributions under the annealed measure. For \( F \) defined by (10.3), we thus have
\[
\lim_{\epsilon \to 0} \mathbb{E}[E_0^e[F(H^{(e)})]] = \exp(-t_1 \psi(\lambda_1) - \cdots - (t_n - t_{n-1}) \psi(\lambda_n)),
\]
(10.6)
where \( \psi \) is the Laplace exponent of \( H \) defined in (8.10).

Moreover, we have seen in Proposition 10.2 that \( \text{Var}(E_0^e[F(H^{(e)})]) \) decays to 0 polynomially fast. Let \( \mu \in (0, 1) \). We thus have that
\[
\sum_{n=1}^{+\infty} \text{Var}(E_0^e[F(H^{(e)}(\mu^n))]) < +\infty.
\]

As a consequence, the convergence of
\[
E_0^e[F(H^{(e)}(\mu^n))]
\]
towards \( \mathbb{E}[F(H)] \) holds almost surely. In fact, with probability one, this convergence holds jointly for any function \( F \) of the form (10.3) with \( \lambda_1, \ldots, \lambda_n, t_1, \ldots, t_n \) and \( \mu \) rationals. Using the monotonicity of \( H^{(\varepsilon)} \) and the continuity of the limit (see (10.6)), the convergence can be extended to any \( \lambda_1, \ldots, \lambda_n, t_1, \ldots, t_n \) simultaneously.

On the set of full measure where this joint convergence holds, we will show that for any \( F \) of the form (10.3), one has

\[
E_0^\tau[F(H^{(\varepsilon)})] \xrightarrow{\varepsilon \to 0} \mathbb{E}[F(H)].
\]  

(10.7)

In other words, we will show that for any \( \tau \) belonging to this set of full measure, the finite-dimensional distributions of \( H^{(\varepsilon)} \) converge to those of \( H \). In order to do so, we approximate \( H^{(\varepsilon)} \) by some \( H^{(\varepsilon)}(\mu_{n\varepsilon}) \), for a well chosen \( n \). Let \( n_{\varepsilon} \) be the smallest integer satisfying \( \mu_{n\varepsilon} < \varepsilon \). The function \( F \) defined in (10.3) is such that, for any two increasing processes \( h \) and \( h' \) starting from 0:

\[
|F(h) - F(h')| \leq C \max_{1 \leq i \leq n} |h(t_i) - h'(t_i)| \wedge 1.
\]

Observe that

\[
H^{(\varepsilon)}(t_i) = \left( \frac{\varepsilon}{\mu_{n\varepsilon}} \right)^{1/\alpha} H^{(\mu_{n\varepsilon})} \left( \frac{\mu_{n\varepsilon}}{\varepsilon} t_i \right),
\]

and, moreover, because of the definition of \( n_{\varepsilon} \) (and the monotonicity of \( H^{(\mu_{n\varepsilon})} \)), the latter is greater than \( H^{(\mu_{n\varepsilon})} (\mu t_i) \), and as a consequence,

\[
0 \leq H^{(\mu_{n\varepsilon})}(t_i) - H^{(\varepsilon)}(t_i) \leq H^{(\mu_{n\varepsilon})}(t_i) - H^{(\mu_{n\varepsilon})}(\mu t_i).
\]  

(10.8)

The quantity

\[
\limsup_{\varepsilon \to 0} \mathbb{E}_0^\tau[F(H^{(\varepsilon)})] - \mathbb{E}_0^\tau[F(H^{(\mu_{n\varepsilon})})]
\]

is thus, up to a constant, bounded by

\[
\limsup_{\varepsilon \to 0} \mathbb{E}_0^\tau\left[ \max_{1 \leq i \leq n} \left| H^{(\varepsilon)}(t_i) - H^{(\mu_{n\varepsilon})}(t_i) \right| \wedge 1 \right],
\]

which, as we obtain from the inequalities (10.8), is bounded by

\[
\limsup_{\varepsilon \to 0} \mathbb{E}_0^\tau\left[ \max_{1 \leq i \leq n} \left( H^{(\mu_{n\varepsilon})}(t_i) - H^{(\mu_{n\varepsilon})}(\mu t_i) \right) \wedge 1 \right]
\]

\[
= \mathbb{E}\left[ \max_{1 \leq i \leq n} \left( H(t_i) - H(\mu t_i) \right) \wedge 1 \right].
\]

The process \( H \) being almost surely continuous at deterministic times, this last quantity tends to 0 as \( \mu \) converges to 1. We thus obtain the claim (10.7), letting \( \mu \) tend to 1 along rationals.

What is left to do is to check the tightness of the process in the sense of the \( M_1 \) topology. Lemma 8.4 shows that, as far as increasing processes are concerned, convergence of the finite-dimensional distributions is sufficient. \( \square \)

We can now prove our main result, namely the almost sure convergence of the joint process \( (\hat{X}^{(\varepsilon)}, H^{(\varepsilon)}) \). We recall from Proposition 9.2 that the process \((B, H)\) is such that \( B \) is the Brownian motion appearing in Proposition 9.1, \( H \) is the subordinator whose Laplace exponent is given in Proposition 8.5, and the random variables \( B, H \) are independent.

**Proposition 10.5.** For almost every \( \tau \), the law of \( (\hat{X}^{(\varepsilon)}, H^{(\varepsilon)}) \) under \( P_0^\tau \) converges, for the \( J_1 \times M_1 \) topology and as \( \varepsilon \) tends to 0, to the law of \((B, H)\).
Proof. We recall that we write $Z^{(\varepsilon)}$ for the process $(\hat{X}^{(\varepsilon)},H^{(\varepsilon)})$, and $Z$ for the process $(B,H)$. As a first step, Propositions 9.1 and 10.4 ensure that, for $\tau$ in a set of full measure $\Omega_1$, the laws of $Z^{(\varepsilon)}$ under $P_0^\tau$ are tight.

We now show that the laws of the increments of $Z^{(\varepsilon)}$, on intervals that do not contain 0, converges almost surely to those of $Z$. Let $\lambda_1,\ldots,\lambda_n \in \mathbb{R}^{d+1}$, and $0 < t_0 < \cdots < t_n$. For a process $\eta$ with values in $\mathbb{R}^{d+1}$, we define $G(\eta)$ as

$$G(\eta) = \exp(i\lambda_1 \cdot (\eta(t_1) - \eta(t_0)) + \cdots + i\lambda_n \cdot (\eta(t_n) - \eta(t_{n-1}))). \quad (10.9)$$

From Proposition 9.2, we know that

$$\mathbb{E}[G(Z^{(\varepsilon)})] \xrightarrow{\varepsilon \to 0} \mathbb{E}[G(Z)].$$

Moreover, one can adapt the proof of Lemma 10.3 to show that the variance of $\mathbb{E}_0^\tau[G(Z^{(\varepsilon)})]$ converges to 0 polynomially fast as $\varepsilon$ tends to 0. Indeed, the main difference between $P^{(\varepsilon)}$ and $G(Z^{(\varepsilon)})$ is that $\varepsilon^\nu$ should be replaced by $t_0 > 0$. For any $\mu \in (0,1)$, the sum

$$\sum_{n=1}^{+\infty} \text{Var}(\mathbb{E}_0^\tau[G(Z^{(\mu^n)})])$$

is thus finite, and as a consequence, the convergence

$$\mathbb{E}_0^\tau[G(Z^{(\mu^n)})] \xrightarrow{n \to +\infty} \mathbb{E}[G(Z)]$$

holds almost surely. In fact, for $\tau$ in a set of full measure, say $\Omega_2$, this convergence holds for any function $G$ of the form (10.9) with $\lambda_1,\ldots,\lambda_n,t_0,\ldots,t_n$, $\mu$ rationals. We can then proceed as in the proof of Proposition 10.4 to show that, for any such $G$ and for any $\tau \in \Omega_2$, one has

$$\mathbb{E}_0^\tau[G(Z^{(\varepsilon)})] \xrightarrow{\varepsilon \to 0} \mathbb{E}[G(Z)].$$

Let $\tau$ be an element of $\Omega_1 \cap \Omega_2$, and let $\varepsilon_k$ be a sequence such that the law of $Z^{(\varepsilon_k)}$ under $P_0^{\tau}$ converges to the law of some $\tilde{Z}$ (for convenience, we assume that it is defined on the same probability space equipped with the measure $\mathbb{P}$). As $\tau$ belongs to $\Omega_2$, we know that for any function $G$ of the form (10.9) with $\lambda_1,\ldots,\lambda_n,t_0,\ldots,t_n$ rationals, one has

$$\mathbb{E}[G(Z)] = \mathbb{E}[G(\tilde{Z})].$$

Using right continuity of the processes, the equality extends to any $G$ with $0 \leq t_0 \leq \cdots \leq t_n$. The Fourier transform being continuous, it holds as well for any $\lambda_1,\ldots,\lambda_n \in \mathbb{R}^{d+1}$, and thus $Z$ and $\tilde{Z}$ have the same law.

To summarize, we have shown that, for $\tau \in \Omega_1 \cap \Omega_2$, the laws of $Z^{(\varepsilon)}$ are tight and have a unique possible limit point, namely $Z$. This proves the proposition, as the set $\Omega_1 \cap \Omega_2$ is of full measure. \qed

Remark. What we really used from Proposition 9.1 is the annealed invariance principle, and the tightness of $\hat{X}^{(\varepsilon)}$ under the quenched measure. One can also prove tightness directly, in a way similar to what we did here for the tightness of $H^{(\varepsilon)}$. However, one then needs some equivalent of Proposition 10.1 for $\hat{X}$. Precisely, one needs to show that, for any $\beta > 1/2$, the probability

$$\mathbb{P}\left[\sup_{s \leq t} |\hat{X}_s| \geq t^{\beta}\right]$$

decays polynomially fast as $t$ tends to infinity.

11. Conclusion

Proposition 11.1. For almost every $\tau$, the law of $X^{(\varepsilon)}$ under $P_0^\tau$ converges, for the $J_1$ topology and as $\varepsilon$ tends to 0, to the law of $B \circ H^{-1}$. 

Proof. Following the notation in [29], let us write $D_{↑}$ (resp. $D_{u,↑↑}$) for the subset of $D([0, +∞), \mathbb{R})$ made of increasing (resp. unbounded and strictly increasing) functions, with value 0 at 0. We also let $C$ be the set of continuous functions from $[0, +∞)$ to $\mathbb{R}$, equipped with the uniform topology, that we will write $U$. According to [29], Corollary 13.6.4, the inverse map

$$\{D_{u,↑↑}, M_1 \to C, U, x \mapsto x^{-1}\}$$

is continuous. As a consequence, $(H^{(ε)})^{-1}$ converges in distribution to $H^{-1}$ for the uniform topology, and a fortiori for the $J_1$ topology. Moreover, as we learn from [29], Theorem 13.2.1, the composition map

$$\{D([0, +∞), \mathbb{R}^d \times D_{↑}, J_1 \times J_1 \to D([0, +∞), \mathbb{R}^d), J_1, (x, y) \mapsto x \circ y\}$$

is measurable, and continuous on pairs of continuous functions. Hence, $X^{(ε)} = \hat{X}^{(ε)} \circ (H^{(ε)})^{-1}$ converges in distribution to $B \circ H^{-1}$, and the proposition is proved. \hfill \square

Appendix

Let $\mathcal{L}$ be the generator of the random walk $\hat{X}$, defined by

$$\mathcal{L}(x) = \sum_{y \sim x} (\tau_x \tau_y)^a \left( f(y) - f(x) \right).$$

We write $(\cdot, \cdot)$ for the scalar product with respect to the counting measure. We define the Dirichlet form associated to $\mathcal{L}$, as

$$\mathcal{E}(f, g) = (-\mathcal{L} f, f) = \frac{1}{2} \sum_{x, y \in \mathbb{Z}^d} (\tau_x \tau_y)^a \left( f(y) - f(x) \right)^2,$$

together with the Dirichlet form $\mathcal{E}^\circ$ associated with the simple random walk, obtained by taking $a = 0$ in the expression above. Note that from the definition, as a consequence of our hypothesis that conductances are uniformly bounded from below by 1, one Dirichlet form dominates the other:

$$\mathcal{E}^\circ(f, f) \leq \mathcal{E}(f, f). \quad (A.1)$$

Let $B_n = \{-n, \ldots, n\}^d$ be the box of size $n$, and $B_n'$ be its complement in $\mathbb{Z}^d$. We introduce the effective conductance $C_n$ between the origin and $B_n'$, which is given by the following variational formula

$$C_n(\tau) = \inf \left\{ \mathcal{E}(f, f) \mid f(0) = 1, f|_{B_n'} = 0 \right\}, \quad (A.2)$$

and we let $C_n^\circ$ be defined the same way, with $\mathcal{E}$ replaced by $\mathcal{E}^\circ$. Furthermore, we define $\overline{C}_n(\tau)$ as

$$\overline{C}_n(\tau) = \inf \left\{ \mathcal{E}(f, f) \mid f|_{D(0)} = 1, f|_{B_n'} = 0 \right\}, \quad (A.3)$$

where we recall that $D(0)$ is the set formed by the origin and its neighbours. It is intuitively clear that $\overline{C}_n(\tau)$ does not depend on $\tau_0$, and that $\overline{C}_n(\tau)$ is the limit as $\tau_0$ goes to infinity of $C_n(\tau)$. The next proposition provides a quantitative estimate on this convergence. We write $q^\tau(x, y)$ for the probability for the walk starting from $x$ to jump to the site $y$.

**Proposition A.1.** For any environment $\tau$, and any integer $n$, the following comparisons hold

$$C_n^\circ \leq C_n(\tau) \leq \overline{C}_n(\tau),$$

$$\overline{C}_n(\tau) \leq \left( \min_{y \sim 0} q^\tau(y, 0) \right)^{-2} C_n(\tau).$$
Proof. The first two inequalities are obvious, using (A.1). Recall that we write $T_0$ for the hitting time of 0. Let $T_{B_n'}$ be the hitting time of $B_n'$. There exists a unique function $f$ that minimizes (A.2), which is given by

$$f(x) = \mathbb{P}_x[T_0 < T_{B_n'}].$$

(A.4)

Let us write $m$ for $\min_{y \sim 0} f(y)$, and consider the function

$$g(x) = \min\left( m - 1 f(x), 1 \right).$$

Then $g$ is constant equal to 1 on $D(0)$, and is 0 outside $B_n$. It is thus clear that

$$C_n(\tau) \leq \mathbb{E}(g,g).$$

On the other hand, one has

$$\mathbb{E}(g,g) \leq m - 2 \mathbb{E}(f,f) = m - 2 C_n(\tau).$$

The last claim of the proposition follows from the observation that, for any $y$ neighbour of the origin,

$$f(y) = \mathbb{P}_y[T_0 < T_{B_n'}] \geq q^\tau(y,0).$$

Recall the definition of $\sigma^\tau(x,y)$ from (7.7). If $y$ is a neighbour of 0, one has

$$q^\tau(y,0) = \left( \frac{\tau_0}{\tau} \right)^a \mathbb{E}_0 \left[ \sum_{z \sim y} \frac{\tau_z}{\tau_0} \right]^{-1},$$

from which it follows that $\overline{C}_n(\tau)$ is indeed the limit of $C_n(\tau)$ as $\tau_0$ tends to infinity.

For $n \in \mathbb{N} \cup \{\infty\}$, let $G_n^\tau(\cdot, \cdot)$ (resp. $G_n^\tau(\cdot, \cdot)$) be the Green function of the walk $\hat{X}$ (resp. of the simple random walk) killed when exiting $B_n$, or without killing if $n = \infty$. The function $f$ in (A.4) that minimizes (A.2) can be rewritten as

$$f = \frac{G_n^\tau(\cdot, 0)}{G_n^\tau(0,0)},$$

and, as $-\mathcal{L} G_n^\tau(\cdot, 0) = 1_0$ on $B_n$, we obtain

$$C_n(\tau) = \mathbb{E}(f,f) = (-\mathcal{L} f, f) = G_n^\tau(0,0)^{-1}. \quad (A.5)$$

We define $C_\infty$, $C_n(\tau)$ and $\overline{C}_n(\tau)$ as the limits of, respectively, $C_n^\tau$, $C_n(\tau)$ and $\overline{C}_n(\tau)$. Monotonicity ensures that these limits are well defined. Because of the transience of the simple random walk in dimension three and higher, we also know that $C_\infty^\tau$ is strictly positive ([22], Theorem 2.3), and thus $C_\infty(\tau)$ and $\overline{C}_\infty(\tau)$ as well.

We recall that we write $\overline{G}(\tau)$ for $G_\infty^\tau(0,0)$, which is also $C_\infty(\tau)^{-1}$. We let $\overline{G}(\tau)$ be the inverse of $\overline{C}_\infty(\tau)$. In the next proposition, we will see that this definition coincides with the one given in (7.11).

**Proposition A.2.** For any environment $\tau$, the following inequalities hold

$$G(\tau) \leq (C_\infty(\tau)^{-1},$$

$$\overline{G}(\tau) \leq G(\tau) \leq \left( \min_{y \sim 0} q^\tau(y,0) \right)^{-2} \overline{G}(\tau).$$

In particular, $\overline{G}(\tau)$ satisfies (7.11).

Proof. These are direct consequences of Proposition A.1, together with the identity (A.5).

Finally, we recall here a classical result concerning the decay of the transition probability of the random walk.
Proposition A.3. There exists $C > 0$ such that, for any $x, y \in \mathbb{Z}^d$ and any $t \geq 0$, one has

$$P_t^x [\hat{X}_t = y] \leq \frac{C}{t^{d/2}}.$$

Proof. Using [30], Proposition 14.1, together with [30], Corollary 4.12, one knows that a Nash inequality holds for the simple random walk on $\mathbb{Z}^d$, in the sense that there exists $C > 0$ such that for any function $f$,

$$\|f\|_2^{2+4/d} \leq C_1 \mathcal{E}^o(f, f) \|f\|_1^{4/d}.$$

By (A.1), the inequality is preserved if one changes $\mathcal{E}^o$ by $\mathcal{E}$. From the Nash inequality, one deduces the announced claim, following the argument of [25], or equivalently [14], Theorem 2.1. □
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