Central limit theorems for linear spectral statistics of large dimensional $F$-matrices
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Abstract. In many applications, one needs to make statistical inference on the parameters defined by the limiting spectral distribution of an $F$ matrix, the product of a sample covariance matrix from the independent variable array $(X_{jk})_{p \times n_1}$ and the inverse of another covariance matrix from the independent variable array $(Y_{jk})_{p \times n_2}$. Here, the two variable arrays are assumed to either both real or both complex. It helps to find the asymptotic distribution of the relevant parameter estimators associated with the $F$ matrix. In this paper, we establish the central limit theorems with explicit expressions of means and covariance functions for the linear spectral statistics of the large dimensional $F$ matrix, where the dimension $p$ of the two samples tends to infinity proportionally to the sample sizes $(n_1, n_2)$. Moreover, the assumptions of the i.i.d. structures of arrays $(X_{jk})_{p \times n_1}, (Y_{jk})_{p \times n_2}$ and the restriction of the fourth moments equaling 2 or 3 made in Bai and Silverstein (Ann. Probab. 32 (2004) 553–605) are relaxed to that arrays $(X_{jk})_{p \times n_1}$ and $(Y_{jk})_{p \times n_2}$ are independent respectively but not necessarily identically distributed except for a common fourth moment for each array. As a consequence, we obtain the central limit theorems for the linear spectral statistics of the beta matrix that is of the form $(I + d \cdot F$ matrix$)^{-1}$, where $d$ is a constant and $I$ is an identity matrix.
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1. Introduction

The central limit theorems (CLT) for linear spectral statistics (LSS) of large dimensional random matrices have a long history, and received considerable attention in recent years. They have important applications in various domains like number theory, high-dimensional multivariate statistics or wireless communication networks; see a survey by Johnstone [25]. A CLT is proposed by Jonsson [26] for $(\text{tr}(A_n), \ldots, \text{tr}(A_n^k))$ for a sequence of Wishart matrices $(A_n)$, where $k$ is a given fixed order of moments, and the dimension $p$ of the matrices grows to infinity proportionally to
the sample size $n$. Sinaï and Soshnikov [36,37] consider the same problem for the Wigner matrices where the order $k$ can grow at the rate $o(n^{2/3})$ and where more general functions can be employed in place of the simple trace function. Johansson [24] establishes a CLT for a large class of random Hermitian matrices that includes the Gaussian unitary ensemble. Diaconis and Evans [13] obtain the CLT for the Haar matrices using the method of moments. Bai and Yao [7] establish the CLT for LSS of Wigner matrices using the Stietjes transformation method. Other CLTs can be found in Girko [15] and Khorunzhy et al. [28]. The method of stochastic calculus is introduced in Cabanal-Duviillard [10]. Guionnet [16] obtains CLTs for non-commutative functionals of Gaussian large random matrices. Anderson and Zeitouni [1] establish CLTs for a band matrix model. Actually, there is a vast literature on CLTs for the eigenvalues of random matrices of various types, see e.g., Costin and Lebowtz [12], Boutet De Monvel et al. [9], Johansson [23], Keating and Snaith [27], Hughes et al. [20], Israelson [21], Soshnikov [38], Wieand [39], Dumitriu and Edelman [14], Mingo and Speicher [29], Ridelury and Silverstein [32], Hachem et al. [17,18], Rider and Virág [33], Chatterjee [11] and Jiang [22].

In this article, we consider CLTs for a specific matrix ensemble called Fisher matrices, or simply $F$-matrices. Let \( \{X_{jk}, j, k = 1, 2, \ldots\} \) and \( \{Y_{jk}, j, k = 1, 2, \ldots\} \) be either both real or both complex random variable arrays. For $p \geq 1$, $n_1 \geq 1$ and $n_2 \geq 1$, let

\[
X = (X_{jk} : 1 \leq j \leq p, 1 \leq k \leq n_1) = (X_1, \ldots, X_{n_1}),
\]

\[
Y = (Y_{jk} : 1 \leq j \leq p, 1 \leq k \leq n_2) = (Y_1, \ldots, Y_{n_2})
\]

be the upper-left $p \times n_1$ and $p \times n_2$ sections of the above arrays, with column vectors \( (X_k) \) and \( (Y_k) \), respectively. The reason for considering such sub-arrays is that \( (X_1, \ldots, X_{n_1}) \) and \( (Y_1, \ldots, Y_{n_2}) \) are two independent samples of $p$-dimensional observations of sizes $n_1$ and $n_2$, respectively. Note that in this statistical interpretation, it is common to assume that the $p$-dimensional vectors \( (X_k)_{1 \leq k \leq n_1} \) as well as the vectors \( (Y_k)_{1 \leq k \leq n_2} \) are identically distributed. However, the CLTs developed in this paper do not need this equal distribution property.

Let us introduce the following sample covariance matrices:

\[
S_1 = \frac{1}{n_1} \sum_{k=1}^{n_1} X_k X_k^* = \frac{1}{n_1} XX^*,
\]

(1.1)

\[
S_2 = \frac{1}{n_2} \sum_{k=1}^{n_2} Y_k Y_k^* = \frac{1}{n_2} YY^*,
\]

(1.2)

where $^*$ stands for complex conjugate and transpose. These two matrices are both of size $p \times p$. Then the Fisher matrix (or $F$-matrix) is defined as

\[
F := S_1 S_2^{-1}.
\]

(1.3)

When considering the asymptotic limits as $p \wedge n_1 \wedge n_2 \to \infty$, it will be necessary to ensure that almost surely, the matrix $S_2$ is invertible for all large enough $p, n_1$ and $n_2$. In particular, we will assume that $n_2 \geq p$ for large enough $p$ and $n_2$.

Let us take a moment to explain the importance of the $F$-matrices in multivariate statistical analysis. Assume that in the two-sample problem introduced above, $\text{cov}(X_k) = \Sigma_1$ and $\text{cov}(Y_k) = \Sigma_2$. Clearly, $E S_j = \Sigma_j$, $j = 1, 2$. Following the pioneering work of R. Fisher, we can use the $F$-matrices $F = S_1 S_2^{-1}$ to test the hypothesis $\Sigma_1 = \Sigma_2$.

Intuitively speaking, one would reject this equality hypothesis when $F$ deviates significantly from the identity matrix. More precisely, assuming that the two samples are both Gaussian, the likelihood ratio statistic equals

\[
W_n = \sum_{i=1}^{p} \log \left( \frac{p}{n_1} + \frac{p}{n_2} \right) \lambda_i^F - \frac{n_1}{n_1 + n_2} \sum_{i=1}^{p} \log (\lambda_i^F),
\]

where $\lambda_i^F$ are the eigenvalues of $F$. 

\[
\lambda_i^F \approx \frac{n_1}{n_1 + n_2} \lambda_i^F.
\]
where \((\lambda_i^F)\) denote the eigenvalues of \(F\). The random variable \(W_n\) is a special instance of the so-called linear spectral statistics (LSS) of the random matrices \(F\), because it can be rewritten in the form

\[
W_n = p \int f_n(x) \, dF_n(x),
\]

where

\[
f_n(x) = \log \left(\frac{p}{n_1} + \frac{p}{n_2} x \right) - \frac{n_1}{n_1 + n_2} \log(x)
\]

and

\[
F_n = \frac{1}{p} \sum_{i=1}^{p} \delta_{\lambda_i^F}
\]

denotes the empirical spectral distribution (ESD) of \(F\).

The goal of this paper is to find when \(p \wedge n_1 \wedge n_2 \to \infty\), \(p/n_1 \to y_1 \in (0, +\infty)\) and \(p/n_2 \to y_2 \in (0, 1)\), whether \(r_n(W_n - \alpha_n)\) has a limiting distribution with some suitable centering and scaling parameters \(r_n\) and \(\alpha_n\). It is worth mentioning that \(f_n\) in \(W_n\) can be a general analytic function and not only the function defined in (1.5).

For earlier references on the \(F\)-matrices, we would like to mention that their spectral properties are studied in Yin et al. [40], Silverstein [34], Bai [2], Bai et al. [8], Pillai [30] and Pillai and Flury [31]. A closely related piece of work is that of Bai and Silverstein [5] and the work establishes a CLT for the LSS of a general sample covariance matrices of the form \(S_1 T_p\), where \((T_p)\) is a sequence of non-negative definite Hermitian matrices. Explicit formula are provided for the mean and covariance parameters of the limiting Gaussian distributions. From one point of view, this result covers the LSS of the \(F\)-matrices as a special case because \(S_2^{-1}\) can be viewed as an instance of \(T_p\). However, in such an application of [5], the centering term \(\alpha_n\) in \(r_n(W_n - \alpha_n)\) depends on \(S_2^{-1}\), so it is a random variable. In the applications of the CLT, the normalizing center should be related to the population property, which should be non-random. For example, in the statistical inference, the normalizing center used in the test should be a functional of the null hypothesis, which is non-random. A non-random centering constant is also required for constructing confidence intervals for certain population parameters. Hence, their results will be of limited use in inference. Moreover, Bai and Silverstein [5] require \(X_{ij}\) to be i.i.d., \(EX_{ij}^4 = 3\) when \(X_{ij}\) is real, and \(EX_{ij}^2 = 0, E|X_{ij}|^4 = 2\) when \(X_{ij}\) is complex. In this paper, \(X_{ij}\) is required to be independent with finite fourth moments. Bai and Silverstein’s [5] CLT is not directly applicable to this case. Finally, assuming that all the entries of \(S_1\) and \(S_2\) are Gaussian, one could use a result from Chatterjee [11] to obtain conditions ensuring a Gaussian limit for the LSS of the \(F\)-matrices. However, the method of Chatterjee [11] does not provide explicit formula for the mean and covariance parameters of the asymptotic distribution, hence will be of limited practical interest for applications.

The paper is organized as follows. In Section 2 we recall some useful background about the spectral theory of the \(F\)-matrices. Section 3 presents the main results of the paper about the CLTs for LSS of large dimensional \(F\) matrices and beta matrices. In Section 4, we present several applications of these CLTs. Section 5 gives some comments and conclusions. The proofs of the main results are then given in Section 6.

### 2. Limits of the spectral distribution of an \(F\)-matrix

Before formulating the CLT for the LSS of an \(F\)-matrix, we introduce some basic concepts and notations. Recall that given a real or complex-valued matrix \(A\) of size \(p \times p\) with eigenvalues denoted by \(\lambda_i^A\), the distribution 
\[
\frac{1}{p} \sum_{i=1}^{p} \delta_{\lambda_i^A}
\]

is called the empirical spectral distribution (ESD) of \(A\). The Stieltjes transform of a cumulative distribution function (c.d.f.) \(G\) on the real line is defined as

\[
m_G(z) \equiv \int \frac{1}{\lambda - z} \, dG(\lambda), \quad z \in \mathbb{C}^+ = \{ z : z \in \mathbb{C}, \Im(z) > 0 \}.
\]

(2.1)
This definition has a natural extension to the lower-half of the complex space by letting
\[ m_G(z) = \overline{m_G(\overline{z})} \quad \text{for} \ z \in \mathbb{C}^- = \{z : z \in \mathbb{C}, \Im(z) < 0\}. \]

Throughout the paper, we will use the following assumptions.

Assumption [A]. Either all real or all complex random variables \( \{X_{ki}, i, k = 1, 2, \ldots\} \) and \( \{Y_{ki}, i, k = 1, 2, \ldots\} \) are independent but not necessarily identically distributed, and with mean 0 and variance 1.

Moreover, for any fixed \( \eta > 0 \) and when \( n_1, n_2 \to \infty \),
\[ \frac{1}{n_1p} \sum_{j=1}^{n_1} \sum_{k=1}^{n_1} E|X_{jk}|d1_{|X_{jk}| \geq \eta \sqrt{\mathbb{m}}_1} \to 0, \quad \frac{1}{n_2p} \sum_{j=1}^{n_2} \sum_{k=1}^{n_2} E|Y_{jk}|d1_{|Y_{jk}| \geq \eta \sqrt{\mathbb{m}}_2} \to 0. \tag{2.2} \]

Assumption [B]. The sample sizes \( n_1, n_2 \) and the dimension \( p \) grow to infinity in such a related way that
\[ y_{n_1} := p/n_1 \to y_1 \in (0, +\infty), \quad y_{n_2} := p/n_2 \to y_2 \in (0, 1). \tag{2.3} \]

The assumption (2.2) is a standard one of Lindeberg type, which is necessary as the columns vectors \( \{X_k\} \) and \( \{Y_k\} \) are not necessarily identically distributed. Moreover, it allows a suitable truncation of these random variables without modifying limiting results.

Let
\[ \mathbf{n} = (n_1, n_2), \quad \mathbf{y}_n = (y_{n_1}, y_{n_2}), \quad \mathbf{y} = (y_1, y_2). \]

Subsequently, the limiting scheme (2.3) will be simply refereed as \( \mathbf{n} \to \infty \).

It is well-known (e.g., [6], p. 79) that under Assumptions [A]–[B], when \( \mathbf{n} \to \infty \), almost surely the random ESD \( f_n \) of the \( F \)-matrix \( S_1S_2^{-1} \) converges to a distribution
\[ F_y(dx) = g_y(x)1_{[a,b]}(x) dx + (1 - 1/y_1)1_{|y_1| > 1} \delta_0(dx), \tag{2.4} \]
where
\[ h = \sqrt{y_1 + y_2 - y_1y_2}, \quad a = \frac{(1 - h)^2}{(1 - y_2)^2}, \quad b = \frac{(1 + h)^2}{(1 - y_2)^2}, \tag{2.5} \]
\[ g_y(x) = \frac{(1 - y_2)}{2\pi x(y_1 + y_2x)} \sqrt{(b - x)(x - a)}, \quad a < x < b. \]

In other words, this so-called limiting spectral distribution (LSD) has an absolutely continuous component on \([a, b]\) and a point mass at the origin if \( y_1 > 1 \). Furthermore, under Assumptions [A]–[B], the Stieltjes transform \( m_y(z) \) of \( F_y \) equals
\[ m_y(z) = \frac{1}{zy_1} - \frac{1}{z} - \frac{y_1[z(1 - y_2) + 1 - y_1] + 2yz_2 + y_1\sqrt{(1 - y_1) + z(1 - y_2)]^2 - 4z}}{2xy_1(y_1 + zy_2)}, \quad z \in \mathbb{C}^+ \tag{2.6} \]
(see [6], p. 79). Let us denote the Stieltjes transform of the ESD \( f_n \) by \( m_n(z) \) which will converge almost surely and pointwisely to \( m_y(z) \).

For technical reasons, we will also need two Stieltjes transforms of the ESD of the random matrix \( X^*S_2^{-1}X \) and its limit when \( \mathbf{n} \to \infty \). Their Stieltjes transforms will be denoted by \( m_n(z) \) and \( m_y(z) \). Because the spectra of \( X^*S_2^{-1}X \) is different from that of \( S_1S_2^{-1} \) by \( |n_1 - p| \) zeros, then from the definition (2.1) of the Stieltjes transform we have
\[ m_n(z) = -\frac{1 - y_{n_1}}{z} + y_{n_1}m_n(z), \tag{2.7} \]
\[ m_y(z) = -\frac{1 - y_1}{z} + y_1m_y(z). \tag{2.8} \]
So from (2.6) and (2.8) we obtain
\[ m_y(z) = \frac{-y_1(z(1 - y_2) + 1 - y_1) + 2z y_2 + y_1 \sqrt{(1 - y_1) + z(1 - y_2)^2 - 4z}}{2z(y_1 + zy_2)}, \quad z \in \mathbb{C}^+. \] (2.9)

In the i.i.d. case, it is proved by [35] that \( m_y(z) \) satisfies the following important equation
\[ z = -\frac{1}{m_y(z)} + \int \frac{y_1(x)}{x + m_y(z)} dF_{y_2}(x) \quad \text{or} \quad z = -\frac{1}{m_{y_1}(z)} + \int \frac{y_1(x)}{x + m_{y_1}(z)} dF_{y_2}(x), \] (2.10)

where \( F_{y_2}(x) \) denotes the LSD of \( S_2 \). Recall that in the proof of (2.10), after the truncation, all arguments remain true provided that the second moments of the truncated variables tend to 1 uniformly, which is a straightforward consequence of Assumption [A]. Since \( F_{n_2} \to F_{y_2} \), a.s. under Assumption [A], the equation remains true under Assumption [A].

In the remainder of the paper, for brevity, \( m_y(z) \) and \( m_y(z) \) will be simplified as \( m(z) \) and \( m(z) \) or even more simpler as \( m \) and \( m \), if no confusion would arise.

With a slight abuse of notation, let \( m_{y_1}(z) \) denote the Stieltjes transform of the ESD \( F_{n_1}(x) \) of \( S_1 \) and let \( m_{y_1}(z) \) denote the Stieltjes transform of the LSD \( F_{y_1}(x) \) with density \( f_{y_1}(x) \). Note that \( F_{y_1} \) is simply the well-known Marčenko–Pastur distribution of index \( y_1 \). And similar to Eqs (2.7)–(2.8), the following Stieltjes transforms for some distributions
\[ m_{y_1}(z) = -1 \frac{y_1 - y_{n_1}}{2z} + y_{n_1}m_{y_1}(z), \] (2.11)
\[ m_{y_1}(z) = -1 \frac{y_1}{2z} + y_1m_{y_1}(z) \] (2.12)
are needed. It follows from all these definitions that
\[ f_{y_1} = g(y_1, 0), \quad m_{y_1} = m_{y_1}(0), \quad m_{y_1} = m_{y_1}(0). \]
Replacing \( S_1 \) by \( S_2 \), we get a similar ESD \( F_{n_2} \) and its LSD \( F_{y_2} \) with density \( f_{y_2} \) with respect to the Stieltjes transforms \( m_{n_2} \) and \( m_{y_2} \). Definitions of \( m_{n_2} \) and \( m_{y_2} \) are similar to (2.11) and (2.12).

Furthermore, let \( H_{n_2}(x) \) and \( H_{y_2}(x) \) denote the ESD and LSD of \( S_2^{-1} \), respectively. Clearly if \( \lambda \) is a positive eigenvalue of \( S_2^{-1} \), then \( 1/\lambda \) is a positive eigenvalue of \( S_2 \). Therefore, we have for all \( x > 0 \),
\[ H_{n_2}(x) = 1 - F_{n_2}(1/x), \quad H_{y_2}(x) = 1 - F_{y_2}(1/x). \] (2.13)

3. Main results

As explained in the introduction, Bai and Silverstein [5] establish the CLT for the LSS of a general sample covariance matrix of the form \( B = S_1 T_p \), where \( S_1 \) is a \( p \times p \) sample covariance matrix generated by i.i.d. entries and \( T_p \) is a non-negative definite matrix in two cases: either both \( X_{11} \) and \( T_p \) are real with \( E[X_{11}]^4 = 3 \) (referred to as the real case) or both \( X_{11} \) and \( T_p \) are complex with \( E[X_{11}]^4 = 0 \) and \( E[X_{11}]^4 = 2 \) (referred to as the complex case). This paper will establish the CLTs for the LSS of \( F \)-matrices with two additional improvements: first, the initial arrays of random vectors \( \{X_k\} \) and \( \{Y_k\} \) are not necessarily identically distributed; second, a common value will be assumed for the forth moment of all the variables \( \{X_{jk}\} \) as well as for the variables \( \{Y_{jk}\} \), but these two common values can be arbitrary instead of fixed constants used as in [5].

For a given function \( f \) and the associated LSS \( \int f(x) dF_n(x) \), we will consider the following centered and scaled variables
\[ p \int f(x) d[F_n(x) - F_{y_n}(x)] =: \int f(x) d\tilde{G}_{n}(x) \] (3.1)
Due to the exact separation theorem (see [4]), for large enough $n_j$ and $p$, the discrete part, i.e., the mass at the origin of $f_n$ will coincide exactly with that of $F_{yn}$, so that in (3.1) we can reduce the integral to the continuous part only. Therefore, we have

$$
\int f(x) \, d\tilde{G}_n(x) = \sum_{j=1}^{p} f(\lambda_j^F) - p \int f(x) \, dF_{yn}(x)
$$

where $g_{yn}$ is the density function defined in (2.4) with the substitution of $y_n = (y_{n1}, y_{n2})$ for $y = (y_1, y_2)$ and the associated constants $(h, a, b)$ for $(h_p, a_p, b_p)$, namely

$$
h_p = \sqrt{y_{n1} + y_{n2} - y_{n1}y_{n2}}, \quad a_p = \frac{(1 - h_p)^2}{(1 - y_{n2})^2}, \quad b_p = \frac{(1 + h_p)^2}{(1 - y_{n2})^2}.
$$

The main results of the paper are the following. Let

$$
m_0(z) = m_{y_2}(-m(z)), \quad z \in \mathbb{C}^+,
$$

and

$$
\kappa = \begin{cases} 
1, & \text{if all the } X \text{- and } Y \text{-variables are complex}, \\
2, & \text{if all the } X \text{- and } Y \text{-variables are real}.
\end{cases}
$$

**Theorem 3.1.** Assume that

1. Assumptions [A]–[B] are satisfied.
2. For all $j, k$, $E|X_{jk}|^4 = 1 + \kappa$, $E|Y_{jk}|^4 = 1 + \kappa$. If both $X$ and $Y$ are complex valued, then $EX^2_{jk} = EY^2_{jk} = 0$.

Let $f_1, \ldots, f_s$ ($s$ is a fixed integer) be functions analytic in an open region in the complex plane containing the interval $[a, b]$ which is the support of the continuous part of the LSD $F_y$ defined in (2.4).

Then, as $n \to \infty$, the random vector

$$
\left[ \int f_j(x) \, d\tilde{G}_n(x) \right], \quad 1 \leq j \leq s,
$$

converges weakly to a Gaussian vector $(X_{f_1}, \ldots, X_{f_s})$ with means

$$
EX_{f_j} = \frac{\kappa - 1}{4\pi i} \oint f_j(z) \, d\log \left( \frac{(1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1} \right)
$$

$$
+ \frac{\kappa - 1}{4\pi i} \oint f_j(z) \, d\log(1 - y_2m_0^2(z))(1 + m_0(z))^{-2}
$$

and covariance functions

$$
\text{cov}(X_{f_j}, X_{f_l}) = -\frac{\kappa}{4\pi i} \oint \oint \frac{f_j(z_1)f_l(z_2) \, dm_0(z_1) \, dm_0(z_2)}{(m_0(z_1) - m_0(z_2))^2}.
$$

Here all the contour integrals can be evaluated on any contour enclosing $[a, b]$. 
**Remark 3.1.** An interesting example can be found on p. 513 of [6] that different distributions have identical moments for all orders. Moreover, as demonstrated by the examples developed later, to get more explicit expressions for the asymptotic means and covariances, it is necessary to evaluate the involved contour integrals on a contour approaching the interval \([a, b]\). If \(y_1 \leq 1\), then \([a, b]\) is exactly the limiting support of the LSD \(F_y\), and we can choose the contours very close to \([a, b]\). If \(y_1 > 1\), \(F_y\) has a positive mass at the origin and a priori, the contours should enclose the whole support \([0] \cup [a, b]\) of \(F_y\). However, as explained earlier, due to the exact separation, we can restrict the integrals \(\int f_j(x) \, dG_n(x)\) to positive eigenvalues of the \(F\)-matrix \(F\) and the continuous part of the distributions \(F_n\). Consequently, in Theorem 3.1, we can choose contours close to \([a, b]\).

Generally, it is difficult to compute the asymptotic means and covariances by using the expressions given in Theorem 3.1. In the following corollary, we convert the integrals into another form of contour integrations for computing the means and covariance functions.

**Corollary 3.1.** Under the assumptions of Theorem 3.1, the asymptotic means and covariances of the limiting random vector can be computed as follows

\[
EX_{f_i} = \lim_{r \downarrow 1} \frac{\kappa - 1}{4\pi i} \oint_{|\xi| = 1} f_i \left( \frac{1 + h^2 + 2h \Re(\xi)}{(1 - y_2)^2} \right) \left[ \frac{1}{\xi - r^{-1}} + \frac{1}{\xi + r^{-1}} - \frac{2}{\xi + y_2/h} \right] d\xi
\]

and

\[
\text{cov}(X_{f_i}, X_{f_j}) = \lim_{r \downarrow 1} \frac{\kappa - 1}{4\pi i} \oint_{|\xi_1| = 1} \oint_{|\xi_2| = 1} \frac{f_i((1 + h^2 + 2h \Re(\xi_1)))/(1 - y_2)^2 f_j((1 + h^2 + 2h \Re(\xi_2)))/(1 - y_2)^2}{(\xi_1 - r \xi_2)^2} d\xi_1 d\xi_2,
\]

where \(\Re(\cdot)\) denotes the real part of a complex number and \(r \downarrow 1\) means that “\(r\) approaches 1 from above.”

Next, we extend Theorem 3.1 to the case where the common values of the 4th moments of \(X\) and \(Y\) are arbitrary.

**Theorem 3.2.** Assume that

1. Assumptions [A]–[B] are satisfied.
2. For all \(j, k\), \(E|X_{jk}|^4 = \beta_x + 1 + \kappa\), \(E|Y_{jk}|^4 = \beta_y + 1 + \kappa\), and if both \(X\) and \(Y\) are complex valued, then \(EX_{jk}^2 = EY_{jk}^2 = 0\).

Let \(f_1, \ldots, f_s\) (s is a fixed integer) be functions analytic in an open region in the complex plane containing the interval \([a, b]\), which is the support of the continuous part of the LSD \(F_y\) defined in (2.4).

Then, as \(n \to \infty\), the random vector

\[
\left[ \int f_j(x) \, d\tilde{G}_n(x) \right], \quad 1 \leq j \leq s,
\]

converges weakly to a Gaussian vector \((X_{f_1}, \ldots, X_{f_s})\) with means

\[
EX_{f_i} = \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log \left( \frac{(1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1} \right)
+ \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log (1 - y_2m_0^2(z)(1 + m_0(z))^{-2})
+ \frac{\beta_x \cdot y_1}{2\pi i} \oint f_i(z)(m_0(z) + 1)^{-3} \, dm_0(z)
+ \frac{\beta_y}{4\pi i} \oint f_i(z)(1 - y_2m_0^2(z)(1 + m_0(z))^{-2}) \, d\log (1 - y_2m_0^2(z)(1 + m_0(z))^{-2})
\]

(3.6)
and covariance functions

\[
\text{cov}(X_{f_1}, X_{f_2}) = -\frac{\kappa}{4\pi^2} \int \int f_i(z_1) f_j(z_2) \frac{dm_0(z_1) dm_0(z_2)}{(m_0(z_1) - m_0(z_2))^2} \\
- \frac{(\beta_x y_1 + \beta_y y_2)}{4\pi^2} \int \int f_i(z_1) f_j(z_2) \frac{dm_0(z_1) dm_0(z_2)}{(m_0(z_1) + 1)^2(m_0(z_2) + 1)^2}.
\]

(3.7)

Similar to Corollary 3.1, the following corollary helps the evaluation of the asymptotic means and covariance functions in Theorem 3.2.

**Corollary 3.2.** Under the assumptions of Theorem 3.2, the asymptotic means and covariance functions of the limiting Gaussian vector can be written as

\[
EX_{f_i} = \lim_{r \downarrow 1} \frac{\kappa - 1}{4\pi i} \int_{|\xi| = 1} f_i \left( \frac{1 + h^2 + 2h\Re(\xi)}{(1 - y^2)^2} \right) \left[ \frac{1}{\xi - r^{-1}} + \frac{1}{\xi + r^{-1}} - \frac{2}{\xi + y/h} \right] d\xi
\]

\[
+ \frac{\beta_x \cdot y_1 (1 - y_2)^2}{2\pi i \cdot h^2} \int_{|\xi| = 1} f_i \left( \frac{1 + h^2 + 2h\Re(\xi)}{(1 - y^2)^2} \right) \frac{1}{(\xi + y/h)^3} d\xi
\]

\[
+ \frac{\beta_y \cdot (1 - y_2)}{4\pi i} \int_{|\xi| = 1} f_i \left( \frac{1 + h^2 + 2h\Re(\xi)}{(1 - y^2)^2} \right) \frac{\xi^2 - y_2/h^2}{(\xi + y/h)^2} d\xi
\]

\[
\times \left[ \frac{1}{\xi - \sqrt{y^2/h}} + \frac{1}{\xi + \sqrt{y^2/h}} - \frac{2}{y_2/h} \right] d\xi
\]

(3.8)

and

\[
\text{cov}(X_{f_i}, X_{f_j}) \]

\[
= -\lim_{r \downarrow 1} \frac{\kappa}{4\pi^2} \int_{|\xi_1| = 1} \int_{|\xi_2| = 1} f_i ((1 + h^2 + 2h\Re(\xi_1))/(1 - y_2)^2) f_j ((1 + h^2 + 2h\Re(\xi_2))/(1 - y_2)^2) \frac{d\xi_1 d\xi_2}{(\xi_1 - r \xi_2)^2}
\]

\[
- \frac{(\beta_x y_1 + \beta_y y_2)(1 - y_2)^2}{4\pi^2 h^2} \int_{|\xi_1| = 1} f_i ((1 + h^2 + 2h\Re(\xi_1))/(1 - y_2)^2) \frac{d\xi_1}{(\xi_1 + y_2/h)^2}
\]

\[
\times \int_{|\xi_2| = 1} f_j ((1 + h^2 + 2h\Re(\xi_2))/(1 - y_2)^2) \frac{d\xi_2}{(\xi_2 + y_2/h)^2}.
\]

(3.9)

4. Applications

4.1. Beta-matrices

In multivariate statistical analysis, many commonly used matrices are beta matrices. Because the beta matrix is a functional of the F matrix, we can use the result on the F matrix to get asymptotic results for the beta matrix. Because of its common use, we give the CLT of the beta matrix here so that the result can be directly used in later applications. We first give an application of our CLTs to the set of so-called beta-matrices. A beta-matrix takes the form

\[
\beta_n = S_2 (S_2 + d \cdot S_1)^{-1} = (I + d \cdot S_1 S_2^{-1})^{-1},
\]

(4.1)

where d is a positive constant. This is a matrix-valued functional of a F-matrix. Let

\[
\hat{G}_n(x) = p(F_{0,n}(x) - F_{0,y_n}(x)),
\]

where \(F_{0,n}(x)\) and \(F_{0,y_n}(x)\) are the ESD and LSD of \(\beta_n\), respectively.
Theorem 4.1. Under the same assumptions as in Theorem 3.2, the vector of LSS
\[
\left( \int f_1(x) \, d\tilde{G}_n(x), \ldots, \int f_k(x) \, d\tilde{G}_n(x) \right)
\]
of the beta matrix
\[
\beta_n = S_2(S_2 + d \cdot S_1)^{-1}
\]
with a positive constant \(d\), verifies
\[
\int f_i(x) \, d\tilde{G}_n(x) = \int f_i \left( \frac{1}{dx+1} \right) \, d\tilde{G}_n(x),
\]
where \(\int f_i \left( \frac{1}{dx+1} \right) \, d\tilde{G}_n(x)\) is as in (3.2). Moreover, as \(n \to \infty\), this vector converges weakly to a Gaussian vector \((X_{f_1}, \ldots, X_{f_k})\) whose means and covariances are the same as those in Theorem 3.2 except that \(f_i(x)\) and \(f_j(x)\) are replaced by \(f_i \left( \frac{1}{dx+1} \right)\) and \(f_j \left( \frac{1}{dx+1} \right)\), respectively.

4.2. Popular LSS of \(F\)-matrices

This section aims to illustrate how one can use Theorems 3.1 and 3.2 for some LSS popular in multivariate statistical analysis. In particular, the goal is to compute explicitly the asymptotic means and covariance functions of the limiting Gaussian distribution. We only restrict our attention to the real variables. Three examples will be given, but we only detail the computations for the first one, because those of the other examples are very similar.

Example 4.1. If \(f = \log(a + bx),\ f' = \log(a' + b'x),\ a, a', b, b' > 0\), then
\[
EX_f = \frac{1}{2} \log \left( \frac{(c^2 - d^2)h^2}{(ch - y_2d)^2} \right) - \frac{\beta_x y_1(1 - y_2)^2d^2}{2(ch - dy_2)^2} + \frac{\beta_y(1 - y_2)}{2} \left[ \frac{2dy_2}{ch - dy_2} + \frac{d^2(y_2^2 - y_2)}{(ch - dy_2)^2} \right]
\]
and
\[
\text{cov}(X_f, X_{f'}) = 2 \log \left( \frac{cc'}{cc' - dd'} \right) + \frac{(\beta_x y_1 + \beta_y y_2)(1 - y_2)^2dd'}{(ch - dy_2)(c'h - d'y_2)},
\]
where \(c > d > 0, c' > d' > 0\) satisfying \(c^2 + d^2 = \frac{a(1 - y_2)^2 + b(1 + h^2)}{(1 - y_2)^2}, (c')^2 + (d')^2 = \frac{a'(1 - y_2)^2 + b'(1 + h^2)}{(1 - y_2)^2}, cd = \frac{bh}{(1 - y_2)^2}\) and \(c'd' = \frac{bh}{(1 - y_2)^2}\).

Proof. We have \(f \left( \frac{1 + h^2 + 2h\xi}{(1 - y_2)^2} \right) = \log(|c + d\xi|^2)\) and \(f' \left( \frac{1 + h^2 + 2h\xi}{(1 - y_2)^2} \right) = \log(|c' + d'\xi|^2)\).

In the formula
\[
E(X_f) = \lim_{r \to 1} \frac{1}{4\pi i} \oint_{|\xi| = 1} f \left( \frac{1 + h^2 + 2h\xi}{(1 - y_2)^2} \right) \left( \frac{1}{r\xi + 1} + \frac{1}{r\xi - 1} - \frac{2}{\xi + h^{-1}y_2} \right) \, d\xi
\]
\[
= \lim_{r \to 1} \frac{1}{4\pi i} \oint_{|\xi| = 1} \log(|c + d\xi|^2) \left( \frac{1}{r\xi + 1} + \frac{1}{r\xi - 1} - \frac{2}{\xi + h^{-1}y_2} \right) \, d\xi
\]
\[
+ \frac{\beta_x y_1(1 - y_2)^2}{2pih^2} \oint_{|\xi| = 1} \log(|c + d\xi|^2) \left( \frac{1}{(\xi + y_2/h)^3} \right) \, d\xi
\]
\[
+ \frac{\beta_y(1 - y_2)}{4\pi i} \oint_{|\xi| = 1} \log(|c + d\xi|^2) \left( \frac{\xi^2 - y_2/h^2}{(\xi + y_2/h)^2} \right) \left[ \frac{1}{\xi - \sqrt{y_2/h}} + \frac{1}{\xi + \sqrt{y_2/h}} - \frac{2}{\xi + y_2/h} \right] \, d\xi
\]
we have

\[
\lim_{r \downarrow 1} \frac{1}{4\pi i} \oint_{|\xi|=1} \log((c + d\xi)^2) \left(\frac{1}{r \xi + 1} + \frac{1}{r \xi - 1} - \frac{2}{\xi + h^{-1} y z_2} - \frac{2}{\xi + h^{-1} y z_2} \right) d\xi \\
= \lim_{r \downarrow 1} \frac{1}{4\pi i} \oint_{|\xi|=1} \log(c + d\xi) \left(\frac{1}{r \xi + 1} + \frac{1}{r \xi - 1} - \frac{2}{\xi + h^{-1} y z_2} - \frac{2}{\xi + h^{-1} y z_2} \right) d\xi \\
+ \lim_{r \downarrow 1} \frac{1}{4\pi i} \oint_{|\xi|=1} \log(c + d\xi) \left(\frac{1}{r \xi - 1} + \frac{1}{r \xi - 1} - \frac{2}{\xi - h^{-1} y z_2} - \frac{2}{\xi - h^{-1} y z_2} \right) \xi^{-2} d\xi \\
= \lim_{r \downarrow 1} \frac{1}{4\pi i} \oint_{|\xi|=1} \log(c + d\xi) \left(\frac{1}{r \xi + 1} + \frac{1}{r \xi - 1} - \frac{2}{\xi + h^{-1} y z_2} \right) d\xi \\
+ \frac{1}{\xi (r + \xi) + \frac{1}{\xi (r - \xi) - \frac{2}{\xi (1 + h^{-1} y z_2)} \xi} d\xi \\
= \frac{1}{4} \left(\log\left[(c^2 - d^2)^2\right] - 2 \log\left[(c - y z_2 h^{-1})^2\right]\right) = \frac{1}{2} \log\left(\frac{(c^2 - d^2) h^2}{(c - y z_2 d)^2}\right),
\]

\[
\frac{\beta_x y_1 (1 - y_2)^2}{2\pi i h^2} \oint_{|\xi|=1} \log((c + d\xi)^2) \left(\frac{1}{(\xi + y z_2 / h)^3} \right) d\xi \\
= \beta_x y_1 (1 - y_2)^2 \oint_{|\xi|=1} \log(c + d\xi) + \log(c + d\xi^{-1}) \left(\frac{1}{(\xi + y z_2 / h)^3} \right) d\xi \\
= \beta_x y_1 (1 - y_2)^2 \oint_{|\xi|=1} \log(c + d\xi) \left[\frac{1}{(\xi + y z_2 / h)^3} + \frac{\xi}{(1 + y z_2 / h)^3}\right] d\xi \\
= \frac{\beta_x (1 - y_2)^2}{4\pi i} \oint_{|\xi|=1} \log(c + d\xi) \left[\frac{\xi^2 - y z_2 / h^2}{(\xi + y z_2 / h)^2} \left(\frac{1}{\xi - \sqrt{y z_2} / h} + \frac{1}{\xi + \sqrt{y z_2} / h} - \frac{2}{\xi + y z_2 / h}\right)\right] d\xi \\
\times \left(\frac{1}{\xi - \sqrt{y z_2} / h} + \frac{1}{\xi + \sqrt{y z_2} / h} - \frac{2}{\xi + y z_2 / h}\right) d\xi \\
= \beta_x (1 - y_2)^2 \oint_{|\xi|=1} \log(c + d\xi) \left[\frac{\xi^2 - y z_2 / h^2}{(\xi + y z_2 / h)^2} \left(\frac{1}{\xi - \sqrt{y z_2} / h} + \frac{1}{\xi + \sqrt{y z_2} / h} - \frac{2}{\xi + y z_2 / h}\right)\right] d\xi \\
+ \frac{1 - y z_2^2 / h^2}{(1 + y z_2 / h)^2} \left[\frac{1}{\xi (1 - \sqrt{y z_2} / h)} + \frac{1}{\xi (1 + \sqrt{y z_2} / h)} - \frac{2}{\xi (1 + y z_2 / h)}\right] d\xi \\
= \beta_x (1 - y_2)^2 \left[\frac{2 d((\sqrt{y z_2} - y z_2 / h)}{c - d y z_2 / h} + \frac{2 d((\sqrt{y z_2} - y z_2 / h)}{c - d y z_2 / h} + \frac{8 d y z_2 / h}{c - d y z_2 / h} + \frac{2 d^2((y z_2^2 - y z_2) / h^2)}{(c - d y z_2)^2}\right] \\
= \beta_x (1 - y_2)^2 \left[\frac{2 d y z_2}{c - d y z_2} + \frac{d^2(y z_2^2 - y z_2)}{(c - d y z_2)^2}\right].
\]
So we obtain

\[ EX_f = \frac{1}{2} \log \left( \frac{(c^2 - d^2)h^2}{(ch - y_2d)^2} \right) - \frac{\beta_y y_1 (1 - y_2)^2 d^2}{2(ch - dy_2)^2} + \frac{\beta_y (1 - y_2)}{2} \left[ \frac{2dy_2}{ch - dy_2} + \frac{d^2(y_2^2 - y_2)}{(ch - dy_2)^2} \right]. \]

Furthermore, in the formula

\[ \text{cov}(X_f, X_f') = -\frac{1}{2\pi^2} \lim_{r \downarrow 1} \int_{|\xi_1|=|\xi_2|=1} \log(|c + d\xi_1|^2) \log(|c' + d'\xi_2|^2) \frac{d\xi_1 d\xi_2}{(\xi_1 - r\xi_2)^2} \]

we have

\[ \lim_{r \downarrow 1} -\frac{1}{2\pi^2} \int_{|\xi_1|=|\xi_2|=1} \log(|c + d\xi_1|^2) \log(|c' + d'\xi_2|^2) \frac{d\xi_1 d\xi_2}{(\xi_1 - r\xi_2)^2} \]

\[ = \lim_{r \downarrow 1} -\frac{1}{2\pi^2} \int_{|\xi_1|=1} \log(|c + d\xi_1|^2) \left[ \int_{|\xi_2|=1} \log\left(\frac{c' + d'\xi_2 + \log(c' + d'\xi_2^{-1})}{\xi_1 - r\xi_2} \right) \frac{d\xi_2}{(\xi_1 - r\xi_2)^2} \right] d\xi_1 \]

\[ = \lim_{r \downarrow 1} -\frac{i}{2\pi} \int_{|\xi_1|=1} \log\left(\frac{c'}{c' + d'\xi_1} + \frac{d'}{\xi_1 (c'\xi_1 + d')} \right) d\xi_1 \]

\[ = 2\log\left(\frac{cc'}{cc' - dd'}\right) \]

and

\[ \int_{|\xi|=1} \frac{\log(|c + d\xi|^2)}{(\xi + y_2/h)^2} d\xi = \int_{|\xi|=1} \left( \frac{\log(c + d\xi)}{(\xi + y_2/h)^2} + \frac{\log(c + d\xi)}{(\xi^{-1} + y_2/h)^2}\xi^{-2} \right) d\xi = \frac{2\pi dh}{ch - dy_2}. \]

Therefore,

\[ -\frac{(\beta_y y_1 + \beta_y y_2)(1 - y_2)^2}{4\pi^2h^2} \int_{|\xi_1|=1} \log(|c + d\xi_1|^2) \frac{d\xi_1}{(\xi_1 + y_2/h)^2} \int_{|\xi_2|=1} \frac{\log(|c' + d'\xi_2|^2)}{(\xi_2 + y_2/(hr_2))^2} d\xi_2 \]

\[ = \frac{(\beta_y y_1 + \beta_y y_2)(1 - y_2)^2}{4\pi^2h^2} \frac{4\pi^2h^2 dd'}{(ch - dy_2)(c'h - d'y_2)} \]

\[ = \frac{(\beta_y y_1 + \beta_y y_2)(1 - y_2)^2 dd'}{(ch - dy_2)(c'h - d'y_2)}. \]

So we obtain

\[ \text{cov}(X_f, X_f') = 2\log\left(\frac{cc'}{cc' - dd'}\right) + \frac{(\beta_y y_1 + \beta_y y_2)(1 - y_2)^2 dd'}{(ch - dy_2)(c'h - d'y_2)}. \]
Example 4.2. For any positive integers $k \geq l \geq 1$ and $f_k(x) = x^k$ and $f_l(x) = x^l$, we have

\[
E(X_{f_k}) = \lim_{r \to 1} \frac{1}{4\pi i} \oint_{|\xi| = 1} \frac{1}{(1 - y_2)^{2k}} \frac{1}{(1 - \xi r^{-1})^{-1}} \frac{2}{\xi + y_2/h} \, d\xi
\]

\[
+ \frac{\beta_x \cdot y_1}{2\pi i \cdot h^2} \oint_{|\xi| = 1} \frac{1}{(1 - y_2)^{2k}} \frac{1}{(1 - \xi r^{-1})^{-1}} \frac{1}{(\xi + y_2/h)^2} \, d\xi
\]

\[
+ \frac{\beta_y \cdot (1 - y_2)}{4\pi i} \oint_{|\xi| = 1} \frac{1}{(1 - y_2)^{2k}} \frac{1}{(1 - \xi r^{-1})^{-1}} \frac{1}{(\xi + y_2/h)^2} \, d\xi
\]

\[
\times \left[ \frac{1}{\xi - \sqrt{y_2}/h} + \frac{1}{\xi + \sqrt{y_2}/h} - \frac{2}{\xi + y_2/h} \right] d\xi
\]

\[
= \frac{1}{2(1 - y_2)^{2k}} \left[ (1 - h)^{2k} + (1 + h)^{2k} - 2(1 - y_2)^k \left( 1 - \frac{h^2}{y_2} \right)^k \right]
\]

\[
+ \sum_{i_1 + i_2 + i_3 = k - 1} \frac{k \cdot k! \xi^i_1 \xi^i_2 \xi^i_3 \cdot (-1)^{i_1 + (-1)^{i_2 + i_3} + 1}}{(k - i_1)!(k - i_2)!(k - i_3)!} \frac{1}{h^{k + i_1 - i_2}} \frac{1}{h^{k + i_2 - i_3}} \frac{1}{h^{k + i_3 - i_1}}
\]

\[
+ \sum_{i_1 + i_2 + i_3 = k - 1} \frac{2k \cdot k! \xi^i_1 \xi^i_2 \xi^i_3 \cdot (-1)^{i_1 + (-1)^{i_2 + i_3} + 1}}{(k - i_1)!(k - i_2)!} \frac{1}{h^{k + i_1 - i_2}} \frac{1}{h^{k + i_2 - i_3}} \frac{1}{h^{k + i_3 - i_1}}
\]

\[
\times \left[ \sum_{i_1 + i_2 + i_3 = k - 1} \frac{k \cdot k! \xi^i_1 \xi^i_2 \xi^i_3 \cdot (-1)^{i_1 + (-1)^{i_2 + i_3} + 1}}{(k - i_1)!(k - i_2)!} \frac{1}{h^{k + i_1 - i_2}} \frac{1}{h^{k + i_2 - i_3}} \frac{1}{h^{k + i_3 - i_1}} \right]
\]

\[
\times \left[ \frac{h^2 - y_2}{h} \frac{1}{h^{k - i_2}} \frac{1}{k !} \frac{1}{l !} \frac{1}{m !} \frac{1}{n !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \right]
\]

\[
+ \sum_{i_1 + i_2 + i_3 + i_4 = k - 1} \frac{k \cdot k! \xi^i_1 \xi^i_2 \xi^i_3 \xi^i_4 \cdot (-1)^{i_1 + (-1)^{i_2 + i_3 + i_4} + 1}}{(k - i_1)!(k - i_2)!(k - i_3)!(k - i_4)!} \frac{1}{h^{k + i_1 - i_2}} \frac{1}{h^{k + i_2 - i_3}} \frac{1}{h^{k + i_3 - i_4}} \frac{1}{h^{k + i_4 - i_1}}
\]

\[
\times \left[ \frac{h^2 - y_2}{h} \frac{1}{h^{k - i_1}} \frac{1}{k !} \frac{1}{l !} \frac{1}{m !} \frac{1}{n !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \right]
\]

\[
+ \sum_{i_1 + i_2 + i_3 + i_4 = k - 1} \frac{k \cdot k! \xi^i_1 \xi^i_2 \xi^i_3 \xi^i_4 \cdot (-1)^{i_1 + (-1)^{i_2 + i_3 + i_4} + 1}}{(k - i_1)!(k - i_2)!(k - i_3)!(k - i_4)!} \frac{1}{h^{k + i_1 - i_2}} \frac{1}{h^{k + i_2 - i_3}} \frac{1}{h^{k + i_3 - i_4}} \frac{1}{h^{k + i_4 - i_1}}
\]

\[
\times \left[ \frac{h^2 - y_2}{h} \frac{1}{h^{k - i_1}} \frac{1}{k !} \frac{1}{l !} \frac{1}{m !} \frac{1}{n !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \frac{1}{j !} \right]
\]

\[
- \sum_{i_1 + i_2 + i_3 + i_4 + i_5 = k} \frac{k \cdot k! \xi^i_1 \xi^i_2 \xi^i_3 \xi^i_4 \xi^i_5 \cdot (-1)^{i_1 + (-1)^{i_2 + i_3 + i_4 + i_5} + 1}}{(k - i_1)!(k - i_2)!(k - i_3)!(k - i_4)!(k - i_5)!} \frac{1}{h^{k + i_1 - i_2}} \frac{1}{h^{k + i_2 - i_3}} \frac{1}{h^{k + i_3 - i_4}} \frac{1}{h^{k + i_4 - i_5}} \frac{1}{h^{k + i_5 - i_1}}
\]
\[ \text{cov}(X_{f_1}, X_{f_2}) = -\frac{1}{2\pi^2} \lim_{r \to 1} \iint_{|\xi_1|=|\xi_2|=1} \frac{(1+h\xi_1)^l(\xi_1+h)^l \cdot (1+h\xi_2)^k(\xi_2+h)^k}{(1-y_2)^{2l+2k} \cdot (\xi_1-r\xi_2)^2\xi_1^2\xi_2^2} \, d\xi_1 \, d\xi_2 \]

where

\[ \frac{1}{2\pi^2} \lim_{r \to 1} \iint_{|\xi_1|=|\xi_2|=1} \frac{(1+h\xi_1)^l(\xi_1+h)^l \cdot (1+h\xi_2)^k(\xi_2+h)^k}{(1-y_2)^{2l+2k} \cdot (\xi_1-r\xi_2)^2\xi_1^2\xi_2^2} \, d\xi_1 \, d\xi_2 = -\frac{i}{\pi(1-y_2)^{2l+2k}} \iint_{|\xi|=1} \frac{(1+h\xi_2)^k(\xi_2+h)^k}{\xi_2^k} \left( \iint_{|\xi|=1} \frac{(1+h\xi_1)^l(\xi_1+h)^l}{\xi_1^l(\xi_1-r\xi_2)^2} \, d\xi_1 \right) \, d\xi_2 \]

\[ = -\frac{i}{\pi(1-y_2)^{2l+2k}} \sum_{i_1+i_2+i_3=-1} \sum_{i_1+i_2+i_3=-1} \frac{l \cdot l!(i_3+1)!l!}{(l-i_1)!(l-i_2)!} \left( \iint_{|\xi|=1} \frac{(1+h\xi_1)^l(\xi_1+h)^l}{\xi_1^l(\xi_1-r\xi_2)^2} \, d\xi_1 \right) \, d\xi_2 \]

\[ = \frac{2}{(1-y_2)^{2l+2k}} \sum_{i_1+i_2+i_3=-1} \sum_{i_1+i_2+i_3=-1} \left( \frac{l \cdot l!(i_3+1)!l!}{(l-i_1)!(l-i_2)!} \right) \left[ \frac{l \cdot l!}{(l-i_1)!(l-i_2)!} h^{l+i_1-i_2} \left( \frac{h}{y_2} \right)^{2+i_3} \right]. \]

So we obtain

\[ \text{cov}(X_{f_1}, X_{f_2}) = \frac{2}{(1-y_2)^{2l+2k}} \sum_{i_1+i_2+i_3=-1} \sum_{i_1+i_2+i_3=-1} \left( \frac{l \cdot l!(i_3+1)!l!}{(l-i_1)!(l-i_2)!} \right) \left( \frac{h}{y_2} \right)^{i_3} \]

\[ \times \left[ \left( \frac{l \cdot l!}{(l-i_1)!(l-i_2)!} h^{l+i_1-i_2} \left( \frac{h}{y_2} \right)^{2+i_3} \right) \right] \]

\[ \times \left[ \left( \frac{k \cdot k!(k+i_3-1)!(-1)^3}{(k-i_1)!(k-i_2)!} h^{k+i_1-i_2} \left( \frac{h}{y_2} \right)^{k+i_3} \right) \right] \]

\[ \times \left[ \left( \frac{k \cdot k!(k+i_3)!(-1)^3}{(k-i_1)!(k-i_2)!} h^{k+i_1-i_2} \left( \frac{h}{y_2} \right)^{2+i_3} \right) \right]. \]
Lemma 6.1. Let $6.1.$ Let $F$ be a matrix. In principal component analysis, all information contained in the "non-principal" components would be gone.

In this paper, we have established the CLTs for LSS of an $F$ matrix with explicit expressions of the asymptotic means and covariance functions. As a consequence, we have established the CLT for the LSS of a beta matrix, which is a matrix function of an $F$ matrix.

More work remains to be done. In the future, we hope to establish the CLTs for more general large-dimensional problems in practice.

5. Comments and conclusions

In this paper, we have established the CLTs for LSS of an $F$ matrix with explicit expressions of the asymptotic means and covariance functions. As a consequence, we have established the CLT for the LSS of a beta matrix, which is a matrix function of an $F$ matrix.

It is well-known that high-dimensional problems are very important in practice. In the past, dimension reduction and feature extraction played pivotal roles in high-dimensional statistical problems. But a large portion of information contained in the original data would inevitably get lost if the dimension is very large. For example, in variable selection of multivariate linear regression models, one will lose all information contained in the unselected variables; in principal component analysis, all information contained in the “non-principal” components would be gone.

Example 4.3. If $f = e^x$, then by Taylor expansion, we have

$$EX_f = \sum_{l=0}^{+\infty} \frac{1}{l!} EX_{f_l} \quad \text{and} \quad \text{var}(X_f) = \sum_{k,l=0}^{+\infty} \text{cov}(X_{f_k}, X_{f_l}),$$

where $f_l(x) = x^l$, $EX_{f_l}$ and $\text{cov}(X_{f_k}, X_{f_l})$ can be obtained in Example 4.2.

5. Comments and conclusions

In this paper, we have established the CLTs for LSS of an $F$ matrix with explicit expressions of the asymptotic means and covariance functions. As a consequence, we have established the CLT for the LSS of a beta matrix, which is a matrix function of an $F$ matrix.

It is well-known that high-dimensional problems are very important in practice. In the past, dimension reduction and feature extraction played pivotal roles in high-dimensional statistical problems. But a large portion of information contained in the original data would inevitably get lost if the dimension is very large. For example, in variable selection of multivariate linear regression models, one will lose all information contained in the unselected variables; in principal component analysis, all information contained in the “non-principal” components would be gone.

More work remains to be done. In the future, we hope to establish the CLTs for more general large-dimensional problems in practice.

6. Proofs

6.1. Two lemmas

Lemma 6.1. Let $m_0(z) = \overline{m}_y(z) - \overline{m}(z)$ where $\overline{m}(z)$ is the solution of (2.10), then we have the following identities

$$z = -\frac{m_0(z)(m_0(z) + 1 - y_1)}{(m_0(z) + 1/(1 - y_2))(1 - y_2)}, \quad \text{and} \quad \overline{m}(z) = \frac{(1 - y_2)(m_0(z) + 1/(1 - y_2))}{m_0(z)(m_0(z) + 1)},$$

$$m_0'(z) = -\frac{(1 - y_2)^2(m_0(z) + 1/(1 - y_2))^2}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1},$$

$$\int \frac{dF_{y_2}(x)}{x + \overline{m}(z)} = \frac{m_0(z)}{(1 - y_2) \cdot (m_0(z) + 1/(1 - y_2))},$$

$$1 - y_1 \int \frac{m_0^2(z) dF_{y_2}(x)}{(x + \overline{m}(z))^2} = \frac{(1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1},$$

$$\int \frac{x \cdot dF_{y_2}(x)}{(x + \overline{m}(z))^2} = \frac{m_0^2(z)}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1},$$

$$m'(z) = -\frac{(1 - y_2)m_0^2 + 2m_0 + 1}{m_0^2(m_0 + 1)^2} \cdot m_0'(z) = -(1 - y_2)m_0^2(1 + m_0)^{-2}m_0^{-2}m_0'(z),$$

$$\left( \log \frac{(1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1} \right)' = -\frac{2y_1 \int m_0^3(z)(x + \overline{m}(z))^{-3} dF_{y_2}(x)}{[1 - y_1 \int m_0^2(z)(x + \overline{m}(z))^{-2} dF_{y_2}(x)]^2},$$

$$\left[ \log(1 - y_2m_0^2(1 + m_0)^{-2}) \right]' = \frac{2y_2m_0'(z)m_0^3(1 + m_0)^{-3}}{(1 - y_2m_0^2(1 + m_0)^{-2})^2},$$

where $m_0'(z) = \frac{d}{dz}m_0(z)$ and $m'(z) = \frac{d}{dz}m(z)$.
\textbf{Proof.} Because
\begin{equation}
m_{y_2}(z) = -\frac{1 - y_2}{z} + y_2 \cdot m_{y_2}(z) \tag{6.9}
\end{equation}
then we obtain \(m'_{y_2}(z) = -\frac{1 - y_2}{y_2} \cdot \frac{1}{z} + \frac{1}{y_2} \cdot m'_{y_2}(z)\), that is,
\begin{equation}
m'_{y_2}(-m(z)) = -\frac{1 - y_2}{y_2} \cdot \frac{1}{(m(z))^2} + \frac{1}{y_2} \cdot m'_{y_2}(-m(z)).
\end{equation}
So we have
\begin{equation}
\int \frac{dF_{y_2}(x)}{(x + m(z))^2} = m'_{y_2}(-m(z)) = -\frac{1 - y_2}{y_2} \cdot \frac{1}{(m(z))^2} + \frac{1}{y_2} \cdot m'_{y_2}(-m(z)). \tag{6.10}
\end{equation}
By (2.10), we have
\begin{equation}
z = -\frac{1}{m(z)} + \int \frac{y_1 dF_{y_2}(x)}{x + m(z)}
= -\frac{1}{m(z)} - \frac{y_1(1 - y_2)}{y_2 m(z)} + \frac{y_1}{y_2} m_{y_2}(-m(z))
= \frac{y_1 + y_2 - y_1 y_2}{y_2} \cdot \frac{1}{-m(z)} + \frac{y_1}{y_2} m_{y_2}(-m(z)). \tag{6.11}
\end{equation}
Using the notation \(h^2 = y_1 + y_2 - y_1 y_2\) and differentiating both sides of the above identity, we obtain
\begin{equation}
1 = \frac{h^2}{y_2(m(z))^2} m'(z) - \frac{y_1}{y_2} m'_{y_2}(-m(z)) m'(z),
\end{equation}
This implies \(m'(z) = \frac{y_2(m(z))^2}{h^2 - y_1(m(z))^2 m_{y_2}(-m(z))}\) or
\begin{equation}
y_1(m(z))^2 m'_{y_2}(-m(z)) = h^2 - \frac{y_2(m(z))^2}{m'(z)}, \tag{6.12}
\end{equation}
where \(m_{y_2}(-m(z)) = \frac{d}{d \xi} m_{y_2}(\xi)\) instead of \(\frac{d}{d \xi} m_{y_2}(-m(z))\). So by (6.10) and (6.12), we have
\begin{equation}
1 - y_1 \int \frac{(m(z))^2 dF_{y_2}(x)}{(x + m(z))^2} = \frac{h^2}{y_2} - \frac{y_1(m(z))^2 m'_{y_2}(-m(z))}{y_2} = \frac{(m(z))^2}{m'(z)}. \tag{6.13}
\end{equation}
That is,
\begin{equation}
m'(z) = \frac{m^2(z)}{1 - y_1 \int (m(z))^2 dF_{y_2}(x)/(x + m(z))^2}. \tag{6.14}
\end{equation}
The Stieltjes transform \(m_{y_2}(z)\) satisfies \(z = -\frac{1}{m_{y_2}(z)} + \frac{y_2}{1 + m_{y_2}(z)}\). Differentiating both sides, we obtain
\begin{equation}
1 = \left( -\frac{1}{(m_{y_2}(z))^2} - \frac{y_2}{(1 + m_{y_2}(z))^2} \right) m'_{y_2}(z).
\end{equation}
Therefore, \(m'_{y_2}(z) = \frac{(m_{y_2}(z))^2}{1 - y_2(m_{y_2}(z))^2} \frac{1}{(1 + m_{y_2}(z))^2} \) and thus
\begin{equation}
m'_{y_2}(-m(z)) = \frac{[m_{y_2}(-m(z))]^2}{1 - y_2 \cdot [m_{y_2}(-m(z))]^2 \cdot [1 + m_{y_2}(-m(z))]^{-2}}. \tag{6.15}
\end{equation}
Because \( z = \frac{1}{m_{y_2}(z)} + \frac{y_2}{1 + m_{y_2}(z)} \), then we have
\[
-m(z) = -\frac{1}{m_{y_2}(-m(z))} + \frac{y_2}{1 + m_{y_2}(-m(z))} = (y_2 - 1) \cdot \left( \frac{m_{y_2}(-m(z))}{m_{y_2}(-m(z))} \cdot \frac{m_{y_2}(-m(z))}{(m_{y_2}(-m(z)) + 1)} \right).
\]

Let \( m_0 = m_{y_2}(-m(z)) \) by (6.11), then we prove the conclusion (6.1) of the lemma
\[
m(z) = \frac{(1 - y_2) \cdot (m_0 + 1/(1 - y_2))}{m_0 \cdot (m_0 + 1)} \quad \text{and} \quad z = -\frac{m_0(m_0 + 1 - y_1)}{(m_0 + 1/(1 - y_2)) \cdot (1 - y_2)}.
\]

Differentiating the second identity in (6.16), we obtain
\[
1 = -\frac{[(2m_0 + 1 - y_1)(m_0 + 1/(1 - y_2)) - m_0(m_0 + 1 - y_1)m_0^\prime]}{(m_0 + 1/(1 - y_2))^2(1 - y_2)}.
\]
Solving \( m_0^\prime \), we obtain the second assertion (6.2) of the lemma
\[
m_0^\prime = -\frac{(1 - y_2)^2(m_0 + 1/(1 - y_2))^2}{(1 - y_2)m_0^2 + 2m_0 + 1 - y_1}.
\]

By the identity \( m_{y_2}(-m(z)) = \frac{1 - y_2}{m(z)} + y_2 \cdot m_{y_2}(-m(z)) \), we obtain
\[
\int \frac{dF_{y_2}(x)}{x + m(z)} = m_{y_2}(-m(z)) = \frac{m_{y_2}(-m(z))}{y_2} - \frac{1 - y_2}{m(z)} \cdot \frac{1}{y_2} = \frac{m_{y_2}(-m(z))}{y_2} - \frac{1 - y_2}{y_2} \cdot \frac{m_{y_2}(-m(z))(m_{y_2}(-m(z)) + 1)}{(1 - y_2)(m_{y_2}(-m(z)) + 1/(1 - y_2))} = \frac{m_{y_2}(-m(z))}{(1 - y_2) \cdot (m_{y_2}(-m(z)) + 1/(1 - y_2))} = \frac{m_0}{(1 - y_2)(m_0 + 1/(1 - y_2))}.
\]
This is the third conclusion (6.3) of the lemma. By (6.13), (6.15) and (6.16), we obtain the 4th conclusion (6.4) of the lemma
\[
1 - y_1 m^2 \int \frac{dF_{y_2}(x)}{(x + m)^2} = \frac{h^2}{y_2} - \frac{y_1 (y_2 - 1)^2(m_0 - 1/(y_2 - 1))^2 \cdot m_0^2(1 + m_0)^2}{y_2 \cdot m_0^2(m_0 + 1)^2 \cdot [(1 + m_0)^2 - y_2 \cdot m_0^2]} = \frac{(1 - y_2)m_0^2 + 2m_0 + 1 - y_1}{(1 - y_2)m_0^2 + 2m_0 + 1}.
\]
where \( m_0^2 + \frac{2}{1 - y_2}m_0 + \frac{1 - y_1}{1 - y_2} = (m_0 + \frac{1 + h}{1 - y_2}) \cdot (m_0 + \frac{1 - h}{1 - y_2}) \). We obtain
\[
\int \frac{x \cdot dF_{y_2}(x)}{(x + m(z))^2} = \int \frac{dF_{y_2}(x)}{x + m(z)} - m(z) \int \frac{dF_{y_2}(x)}{(x + m(z))^2} = \frac{m_0/(1 - y_2)}{(m_0 + 1/(1 - y_2))} - \frac{m_0(m_0 + 1)/(1 - y_2)}{[(1 - y_2)m_0^2 + 2m_0 + 1](m_0 + 1/(1 - y_2))} = \frac{m_0^2}{(1 - y_2)m_0^2 + 2m_0 + 1}.
\]
This is the 5th conclusion (6.5) of the lemma. By (6.16), we obtain
\[
m'(z) = \frac{(1 - y_2)(m_0(m_0 + 1) - (m_0 + 1/(1 - y_2))(2m_0 + 1))m'_0}{m_0^2(m_0 + 1)^2}
\]
\[
= -(1 - y_2)(m_0 + 1/(1 - y_2))^2 + y_2/(1 - y_2)\cdot m'_0
\]
\[
= -(1 - y_2)m_0^2 + 2m_0 + 1\cdot m'_0.
\]
This is the 6th conclusion (6.6) of the lemma. Furthermore, we obtain
\[
\left(\frac{\log (1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1}\right)' = \left[\log \left(1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x)\right)\right]'
\]
\[
= \frac{(1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x))'}{1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x)}
\]
\[
= \frac{-2y_1 \int m(z)m'(z)x(x + m(z))^{-3} dF_{y_2}(x)}{1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x)}
\]
\[
= \frac{-2y_1 \int m^3(z)(z)x(x + m(z))^{-3} dF_{y_2}(x)}{1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x)}
\]
where the last equation holds by (6.14). This is the 7th conclusion (6.7) of the lemma.

\[
\left[\log(1 - y_2m_0^2(1 + m_0)^{-2})\right]' = \frac{-2y_2m_0'(z)m_0(1 + m_0)^{-3}}{1 - y_2m_0^2(1 + m_0)^{-2}}
\]
\[
= \frac{-2y_2m_0'(z)[1 - y_2m_0^2(1 + m_0)^{-2}]m_0^{-2}m_0^3(1 + m_0)^{-3}}{(1 - y_2m_0^2(1 + m_0)^{-2})^2}
\]
\[
= \frac{2y_2m_0'(z)m_0^3(1 + m_0)^{-3}}{(1 - y_2m_0^2(1 + m_0)^{-2})^2}.
\]

This is the 8th conclusion (6.8) of the lemma.

So the proof of Lemma 6.1 is completed. \(\square\)

In the computation of the mean function and covariance function of Bai and Silverstein [5], without their conditions on the 4th moment of \(X\), by their (1.15), their (4.10) and (2.7) each should contain an additional term
\[
-\beta_s \cdot \frac{pb_p}{n_1} \cdot E(e'_iS_2^{-1/2}D_{n_1}^{-1/2}e_1 \cdot e'_iS_2^{-1/2}D_{n_1}^{-1} (mS_2^{-1} + I)^{-1}S_2^{-1/2}e_1)
\]
and
\[
\beta_s b_p(z_1) b_p(z_2) \cdot \frac{1}{n_1^2} \sum_{j=1}^{n_1} \sum_{i=1}^{p} e'_i S_2^{-1/2} E_j D_j^{-1}(z_1) S_2^{-1/2} e_i e'_i S_2^{-1/2} E_j D_j^{-1}(z_2) S_2^{-1/2} e_i
\]
respectively, where \(b_p(z) = \frac{1}{1+n_1^{-1}E u S_2^{-1/2} D_1^{-1}(z)}\) and the definitions of \(D_1, e_i, E_j\) are in Lemma 6.2. The following lemma proves the convergence \(E(e'_iS_2^{-1/2}D_{n_1}^{-1/2}e_1 \cdot e'_iS_2^{-1/2}D_{n_1}^{-1} (mS_2^{-1} + I)^{-1}S_2^{-1/2}e_1)\) and the uniform convergence of the diagonal elements \(e'_iS_2^{-1/2}E_j D_j^{-1}(z_1)S_2^{-1/2}e_i\) for all \(i\) and \(j\).
Lemma 6.2. Suppose that the assumptions of Theorem 3.2 hold. Then for any $z$, we have

$$\max_{i,j} \left| e_j^i S_2^{-1/2} E_j D_j^{-1}(z)S_2^{-1/2} e_j + \frac{1}{z} \int \frac{dF_{y_2}(x)}{x + m(z)} \right| \to 0 \quad \text{in p}, \quad (6.18)$$

$$E \left( e_j^i S_2^{-1/2} D_{n_1}^{-1} S_2^{-1/2} e_j \right) - \frac{1}{z^2} \int \frac{dF_{y_2}(x)}{x + m(z)} \int \frac{x dF_{y_2}(x)}{(x + m(z))^2} = 0, \quad (6.19)$$

where

$$e_j = (0, \ldots, 0, 1, 0, \ldots, 0)', \quad D(z) = S_2^{-1/2} S_1 S_2^{-1/2} - zI,$$

$$D_j(z) = D(z) - r_j r_j^*, \quad r_j = \frac{1}{\sqrt{n_1}} S_2^{-1/2} X_j$$

for $j = 1, \ldots, n$ and $E_j$ denotes the conditional expectation given $r_1, \ldots, r_j$.

In the proof of Lemma 6.2, we need Lemma 9.1 of Bai and Silverstein [6], Kolmogorov inequality and Burkholder inequality which are quoted below for easy reference.

Lemma 6.3. Suppose that $x_i, i = 1, \ldots, n$, are independent, with $Ex_i = 0$, $E|x_i|^2 = 1$, sup $E|x_i|^4 = v < \infty$ and $|x_i| \leq \eta \sqrt{n}$ with $\eta > 0$. Assume that $A$ is a complex matrix. Then for any given $2 \leq p \leq b \log(n^\eta)$ and $b > 1$, we have

$$E|\alpha^* A \alpha - \text{tr}(A)|^p \leq v n^p (n \eta^4)^{-1} (40b^2 \|A\| \|\eta\|^2)^p,$$

where $\|A\|$ is the operator norm and $\alpha = (x_1, \ldots, x_n)^T$.

Lemma 6.4 (A generalization of Kolmogorov’s inequality). If $\{S_i, F_i, 1 \leq i \leq n\}$ is a submartingale, then for each $\lambda$,

$$\lambda P \left( \max_{i \leq n} S_i \geq \lambda \right) \leq E(S_n I_{(\max_{i \leq n} S_i > \lambda)}) \quad (6.20)$$

(see Theorem 2.1 of Hall and Heyde [19]).

Lemma 6.5 (Burkholder inequality). Let $\{X_k\}$ be a complex martingale difference sequence with respect to the increasing $\sigma$-field $F_k$, and let $E_k$ denote conditional expectation w.r.t. $F_k$. Then, for $p \geq 2$,

$$E \left( \sum_{k=1}^n X_k \right)^p \leq K_p \left( E \left( \sum_{k=1}^n E_{k-1} |X_k|^2 \right)^{p/2} + E \sum_{k=1}^n |X_k|^p \right) \quad (6.21)$$

(see Lemma 2.13 of Bai and Silverstein [6]).

Proof of Lemma 6.2. First, we claim that for any random matrices $M$ with non-random bound $\|M\| \leq K$, fixed $t > 0$, $i \leq p$ and $z$ with $|z| = \nu > 0$, we have

$$P \left( \sup_{j \leq n_1} \left| E_j e_j^i S_2^{-1/2} D_j^{-1}(z)S_2^{-1/2} Me_j - E_j e_j^i S_2^{-1/2} D_j^{-1}(z)S_2^{-1/2} Me_j \right| \geq \varepsilon \right) = o(n_1^{-i}). \quad (6.22)$$
In fact,

\[
|E_j e'_i S_2^{-1/2} D_j^{-1}(z) S_2^{-1/2} M e_i - E_j e'_i S_2^{-1/2} D^{-1}(z) S_2^{-1/2} M e_i| \\
= |E_j e'_i S_2^{-1/2} (D_j^{-1}(z) - D^{-1}(z)) S_2^{-1/2} M e_i| \\
= \left| E_j \frac{e'_i S_2^{-1/2} D_j^{-1}(z) r_j D_j^{-1} S_2^{-1/2} M e_i}{1 + r_j D_j^{-1} r_j} \right| \\
\leq K \cdot E_j |e'_i S_2^{-1/2} D_j^{-1}(z) r_j|^2.
\]

By noticing \( \frac{1}{n_1} |e'_i (S_2^{-1/2} D_j^{-1}(z) S_2^{-1/2} D_j^{-1}(z) S_2^{-1/2}) e_i| \leq K / n_1 \) and applying Lemma 6.3 by choosing \( \eta = \lfloor \log n_1 \rfloor \), one can easily prove (6.22).

To show the convergence of the first conclusion (6.18) in Lemma 6.2, we consider

\[
e'_i S_2^{-1/2} E_j D^{-1}(z) S_2^{-1/2} e_i = E_j e'_i S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i,
\]

where \( D(z) = S_2^{-1/2} S_1 S_2^{-1/2} - z \cdot I \), \( E_j \) denotes the conditional expectation with respect to the \( \sigma \)-field generated by \( r_1, \ldots, r_j \) and \( E_0 \) denotes conditional expectation given \( S_2 \). Now, we further extend the definition of \( E_j \) for negative \( j \), that is, \( E_j \) denotes the conditional expectation when \( Y_{-j}, Y_{-j+1}, \ldots, Y_{-n_2} \) are given. Note that \( E_{-n_2-1} \) denotes the unconditional expectation, and

\[
S_2^{-1/2} D^{-1}(z) S_2^{-1/2} = (S_1 - z \cdot S_2)^{-1} := \tilde{D}^{-1}(z).
\]

That is, the limits of the diagonal elements of

\[
E_j S_2^{-1/2} D^{-1}(z) S_2^{-1/2} = E_j \tilde{D}^{-1}(z)
\]

are identical. To this end, employing Kolmogorov inequality (6.20) for martingales, we have

\[
I_1 := P\left( \sup_{-n_2 \leq j \leq n_1} \left| E_j e'_i S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i - E e'_i S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i \right| \geq \epsilon \right) \\
\leq \epsilon^{-4} E_1 e'_i S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i - E_{-n_2-1} e'_i S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i\right|^4
\]

(\text{using Kolmogorov inequality (6.20)})

\[
= \epsilon^{-4} E \left| \sum_{k=-n_2}^{n_1} (E_k - E_{k-1}) e'_i (\tilde{D}^{-1}(z) - \tilde{D}_k^{-1}(z)) e_i \right|^4 \\
= \epsilon^{-4} \sum_{k=-n_2}^{n_1} (E_k - E_{k-1}) e'_i (\tilde{D}^{-1}(z) - \tilde{D}_k^{-1}(z)) e_i \right|^4
\]

(\text{using} \( E(|X_1| + |X_2|) \leq 2^{r-1}(E|X_1|^r + E|X_2|^r), r \geq 1 \) )
where the last inequality uses the common-used formula of the inverse matrix

\[(A + BD'B)^{-1} = A^{-1} - A^{-1}B(B'A^{-1}B + D^{-1})^{-1}B'A^{-1},\]  

(6.23)

\(K_1\) is a positive constant and

\[
\tilde{D}_k = \begin{cases} 
\tilde{D} - \frac{1}{n_1}X_kX_k^*, & \text{if } k > 0, \\
\tilde{D}, & \text{if } k = 0, \\
\tilde{D} + \frac{1}{n_2}Y_{-k}Y_{-k}^*, & \text{if } k < 0.
\end{cases}
\]

Thus, by Burkholder inequality for martingale difference sequence, we have

\[
I_i = \frac{K_1}{\varepsilon^4n_1^4} E \left( \sum_{k=1}^{n_1} (E_{k} - E_{k-1}) \frac{e_i' \tilde{D}^{-1}_k X_k X_k^* \tilde{D}^{-1}_k e_i}{1 + X_k^* \tilde{D}^{-1}_k X_k / n_1} \right)^4
\]

\[+ \frac{K_1}{\varepsilon^4n_2^4} E \left( \sum_{k=-n_2}^{0} (E_{k} - E_{k-1}) \frac{ze_i' \tilde{D}^{-1}_k Y_{-k} Y_{-k}^* \tilde{D}^{-1}_k e_i}{1 - ze_{-k} \tilde{D}^{-1}_k Y_{-k} / n_2} \right)^4,
\]

\[
\leq \frac{K}{\varepsilon^4n_1^4} \left[ \left( \sum_{k=1}^{n_1} (E_{k} - E_{k-1}) \frac{e_i' \tilde{D}^{-1}_k X_k X_k^* \tilde{D}^{-1}_k e_i}{1 + X_k^* \tilde{D}^{-1}_k X_k / n_1} \right)^2 \right]^2
\]

\[+ \sum_{k=1}^{n_1} E \left( \sum_{k=-n_2}^{0} (E_{k} - E_{k-1}) \frac{ze_i' \tilde{D}^{-1}_k Y_{-k} Y_{-k}^* \tilde{D}^{-1}_k e_i}{1 - ze_{-k} \tilde{D}^{-1}_k Y_{-k} / n_2} \right)^2 \] (using Burkholder inequality (6.21))

\[+ \sum_{k=-n_2}^{0} E \left( (E_{k} - E_{k-1}) \frac{ze_i' \tilde{D}^{-1}_k Y_{-k} Y_{-k}^* \tilde{D}^{-1}_k e_i}{1 - ze_{-k} \tilde{D}^{-1}_k Y_{-k} / n_2} \right)^4 \] (using Burkholder inequality (6.21))

\[
\leq \frac{2K}{\varepsilon^4n_1^4} \left[ \left( \sum_{k=1}^{n_1} E_k \frac{e_i' \tilde{D}^{-1}_k X_k X_k^* \tilde{D}^{-1}_k e_i}{1 + X_k^* \tilde{D}^{-1}_k X_k / n_1} \right)^2 + \sum_{k=1}^{n_1} E_{k-1} \frac{e_i' \tilde{D}^{-1}_k X_k X_k^* \tilde{D}^{-1}_k e_i}{1 + X_k^* \tilde{D}^{-1}_k X_k / n_1} \right]^2
\]

\[+ \sum_{k=1}^{n_1} E_k \frac{e_i' \tilde{D}^{-1}_k X_k X_k^* \tilde{D}^{-1}_k e_i}{1 + X_k^* \tilde{D}^{-1}_k X_k / n_1} + \sum_{k=1}^{n_1} E_{k-1} \frac{e_i' \tilde{D}^{-1}_k X_k X_k^* \tilde{D}^{-1}_k e_i}{1 + X_k^* \tilde{D}^{-1}_k X_k / n_1} \right]^4 \]

\[(\text{using } E(|X_1| + |X_2|)^r \leq 2^{r-1}(E|X_1|^r + E|X_2|^r), r \geq 1)\]

\[+ \frac{2K}{\varepsilon^4n_2^4} \left[ \left( \sum_{k=-n_2}^{0} E_{k-1} \frac{ze_i' \tilde{D}^{-1}_k Y_{-k} Y_{-k}^* \tilde{D}^{-1}_k e_i}{1 - ze_{-k} \tilde{D}^{-1}_k Y_{-k} / n_2} \right)^2 + E_{k-1} \frac{ze_i' \tilde{D}^{-1}_k Y_{-k} Y_{-k}^* \tilde{D}^{-1}_k e_i}{1 - ze_{-k} \tilde{D}^{-1}_k Y_{-k} / n_2} \right)^2 \]
Through some computations similar to (4.22) of Bai and Silverstein [5], we have

\[ \sum_{k=-n_2}^{0} E \left| e_i^j \tilde{D}^{-1}_{-k} Y_{-k} Y^*_{-k} \tilde{D}^{-1}_{-k} e_i \right| \]

Therefore, by (6.25) and (6.26), we have

\[ \left| \frac{1}{1 + X_k^* \tilde{D}^{-1}_{-k} X_k/n} \right| \leq \frac{|z|}{v}, \quad E \left| X^*_j \tilde{D}^{-1}_{j} X_j - \tilde{D}^{-1}_{j} \right| \leq \frac{K \rho^{2p-4}}{n_1} \quad (p \text{ even}) \quad (6.25) \]

Through some computations similar to (4.22) of Bai and Silverstein [5], we have

\[ E \left| e_i^j \tilde{M} \tilde{X}_k \right|^2 = O(1) \quad \text{and} \quad E \left| e_i^j \tilde{M} \tilde{X}_k \right|^4 = O(1), \quad (6.62) \]

where \( \tilde{M} \) is a non-random matrix with finite operator norm.

Therefore, by (6.25) and (6.26), we have

\[ \frac{K}{v^4 n_1^2} E \left( \sum_{k=1}^{n_1} \left| e_i^j \tilde{D}^{-1}_{k} X_k X^* k \tilde{D}^{-1}_{k} e_i \right| \right)^2 \leq \frac{K |z|^4}{v^4 n_1^2} \cdot E \left( \sum_{k=1}^{n_1} \left| e_i^j \tilde{D}^{-1}_{k} X_k X^* k \tilde{D}^{-1}_{k} e_i \right| \right)^2 = O(n_1^{-2}) \]

and

\[ \frac{K}{n_1^4} \sum_{k=1}^{n_1} E \left| e_i^j \tilde{D}^{-1}_{k} X_k X^* k \tilde{D}^{-1}_{k} e_i \right|^4 \leq \frac{K |z|^4}{v^4 n_1^2} \sum_{k=1}^{n_1} E \left| e_i^j \tilde{D}^{-1}_{k} X_k X^* k \tilde{D}^{-1}_{k} e_i \right|^4 = O(n_1^{-3}). \]

Furthermore, by noticing that

\[ \left| \frac{1}{1 - z Y^* \tilde{D}^{-1}_{-k} Y_{-k}/n_2} \right| = \left| \frac{z}{z - |z|^2 Y^* \tilde{D}^{-1}_{-k} Y_{-k}/n_2} \right| \leq \frac{|z|}{v}, \]

we can similarly prove that

\[ \frac{K}{v^4 n_2^2} E \left( \sum_{k=-n_2}^{0} E_{k-1} \left| e_i^j \tilde{D}^{-1}_{-k} Y_{-k} Y^* \tilde{D}^{-1}_{-k} e_i \right| \right)^2 = O(n_2^{-2}) \]

and

\[ \frac{K}{v^4 n_2^2} \sum_{k=-n_2}^{0} E \left| e_i^j \tilde{D}^{-1}_{-k} Y_{-k} Y^* \tilde{D}^{-1}_{-k} e_i \right|^4 = o(n_2^{-3}). \]
That is,

\[ I_i = O(n_1^{-2}) + O(n_2^{-2}). \]

Then we obtain

\[
P \left( \max_{i,j} \left| E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i - E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i \right| \geq \varepsilon \right)
\]

\[
= P \left[ \bigcup_{i=1}^{p} \left( \max_{j} \left| E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i - E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i \right| \geq \varepsilon \right) \right]
\]

\[
\leq \sum_{i=1}^{p} P \left( \max_{j} \left| E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i - E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i \right| \geq \varepsilon \right)
\]

\[
= \sum_{i=1}^{p} I_i = p \cdot \left( O(n_1^{-2}) + O(n_2^{-2}) \right) = o(1)
\]

because the dimension \( p \) tends to infinity proportionally to the sample sizes \( n_1 \) and \( n_2 \). So we have

\[
\max_{i,j} \left| E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i - E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i \right| \to 0 \quad \text{in} \ p.
\]

If the \( X \) variables and \( Y \) variables are respectively identically distributed, then

\[
E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i = \frac{1}{p} \text{tr} E S_2^{-1/2} D^{-1}(z) S_2^{-1/2}.
\]

Similar to (2.17) of Bai and Silverstein [5], we have

\[
E e_i^t S_2^{-1/2} D^{-1}(z) S_2^{-1/2} e_i = \frac{1}{p} E \left[ \text{tr} (S_2^{-1} D^{-1}(z)) \right] = \frac{n_1}{p} \cdot \left( \frac{1}{b_p(z)} - 1 \right)
\]

\[
\rightarrow - \frac{1 + zm(z)}{z \gamma_1 m(z)} = - \int \frac{dF_{\gamma}(x)}{x + m(z)}, \tag{6.27}
\]

where \( b_p(z) = \frac{1}{1 + n_1 \text{tr} S_2 D_1(z)} \). Thus, the first conclusion (6.18) in Lemma 6.2 follows.

Next, we shall show that the above limit holds true under the assumptions of Theorem 3.2. Let \( \tilde{D}_{j,w} = \tilde{D} - \frac{1}{n_1} X_j X_j^* + \frac{1}{n_1} W_j W_j^* \), where \( W_j \) consists of i.i.d. entries distributed as \( X_{11} \), that is, we change the \( j \)th term \( \frac{1}{n_1} X_j X_j^* \) with an analogue \( \frac{1}{n_1} W_j W_j^* \) with i.i.d. entries. We have

\[
|E e_i^t \tilde{D}^{-1} e_i - E e_i^t \tilde{D}_{j,w}^{-1} e_i|
\]

\[
= n_1^{-1} |E e_i^t \tilde{D}_{j,w}^{-1} [X_j X_j^* \beta_j - W_j W_j^* \beta_j, w] \tilde{D}_{j,w}^{-1} e_i|
\]

where \( \beta_j = (1 + n_1^{-1} X_j \tilde{D}^{-1} X_j)^{-1} \) and \( \beta_{j,w} = (1 + n_1^{-1} W_j \tilde{D}_{j,w}^{-1} W_j)^{-1} \) by (6.23). Let \( \hat{\beta}_j = (1 + n_1^{-1} \text{tr} \tilde{D}_{j,w}^{-1})^{-1} \), \( \hat{\gamma}_j = n_1^{-1} [X_j \tilde{D}_{j,w}^{-1} X_j - \text{tr} \tilde{D}_{j,w}^{-1}] \) and \( \hat{\gamma}_{j,w} = n_1^{-1} [W_j \tilde{D}_{j,w}^{-1} W_j - \text{tr} \tilde{D}_{j,w}^{-1}] \). Noticing that \( \beta_{j,w} = \hat{\beta}_j - \hat{\gamma}_j \hat{\gamma}_{j,w} \) and similar decomposition for \( \beta_j \), we have by (6.25)

\[
K \frac{n_1}{n_1} \left( E |e_i^t \tilde{D}_{j,w}^{-1} X_j|^4 |\hat{\gamma}_j|^2 \right)^{1/2} + (E |e_i^t \tilde{D}_{j,w}^{-1} W_j|^4 |\hat{\gamma}_{j,w}|^2)^{1/2} = O(n_1^{-3/2}).
\]
Using the same approach, we can replace all terms \( \frac{1}{n}X_jX_j^* \) in \( S_1 \) by \( \frac{1}{n}W_jW_j^* \), the total error will be controlled by \( O(n_1^{-1/2}) \), and replace all terms in \( S_2 \) by i.i.d. entries with a total error controlled by \( O(n_2^{-1/2}) \). And then, we can show that the first conclusion (6.18) in Lemma 6.2 holds under the the assumptions of Theorem 3.2.

Now we consider the convergence of \( E(e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1) \). First, we have

\[
E(e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1)
\]

\[
= E\left( \left( (E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 + E_{-n_2-1}e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \right) \cdot (mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 \right)
\]

\[
= E\left( \left( (E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 + e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 \right) \right)
\]

\[
= E(e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot E_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1)
\]

\[
+ E((E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot (E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1),
\]

where

\[
E_{n_1-1}e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 = e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1,
\]

\[
E_{-n_2-1}e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 = E_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1,
\]

\[
E_{n_1-1}e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 = e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1
\]

and

\[
E_{-n_2-1}e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 = E_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1.
\]

Furthermore,

\[
\left| E((E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot (E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1) \right|^2
\]

\[
\leq E\left| (E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot (E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 \right|^2
\]

\[
\leq (E_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1)^4
\]

\[
\cdot E((E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1)^4
\]

\[
\]

Similar to in the proof of \( I_1 \) of Lemma 6.2, we have \( E((E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1)^4 = O(n_1^{-2}) + O(n_2^{-2}) \) and \( E((E_{n_1-1} - E_{-n_2-1})e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1)^4 = O(n_1^{-2}) + O(n_2^{-2}) \). Then we have

\[
E(e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1)
\]

\[
= Ee_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot Ee_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 + O(1).
\]

Similar to (6.27), we have \( \frac{1}{p}E[\text{tr}(S_2^{-1}D_{n_1}^{-1}(z))] \rightarrow - \int \frac{dF_{S_2}(x)}{z(x + m)} \). Using the decomposition (4.13) of Bai and Silverstein [5] and similar arguments (4.14)–(4.20), we have \( \frac{1}{p}ES_2^{-1}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1 \rightarrow - \frac{1}{z} \int \frac{xF_{S_2}(x)}{(x + m(z))^2} \). Then we obtain

\[
E(e_{1}'S_2^{-1/2}D_{n_1}^{-1}S_{2}^{-1/2}e_1 \cdot e_{1}'S_2^{-1/2}D_{n_1}^{-1}(mS_2^{-1} + I)^{-1}S_{2}^{-1/2}e_1) \rightarrow \frac{1}{z^2} \int \frac{dF_{S_2}(x)}{x + m(x + m(z))^2} \].
Similarly, we can obtain that the above limit holds true under the assumptions of Theorem 3.2.

The proof of Lemma 6.2 is completed.

6.2. Proofs of Theorem 3.1 and Corollary 3.1

Proof of Theorem 3.1. Following the same techniques of truncation and normalization given in Bai and Silverstein [5] (see lines −9 to −6 from the bottom of p. 559), we may assume the following additional assumptions:

- \(EX_{jk} = 0, EY_{jk} = 0\) and \(E|X_{jk}|^2 = 1, E|Y_{jk}|^2 = 1;\)
- \(E|X_{jk}|^4 = 1 + \kappa + o(1)\) and \(E|Y_{jk}|^4 = 1 + \kappa + o(1);\)
- for the complex case, \(EX_{jk}^2 = o(n_1^{-1})\) and \(EY_{jk}^2 = o(n_2^{-1}).\)

In fact, through truncation and normalization, the means and variances of \(X_{jk}\) and \(Y_{jk}\) can equal to zero and one, respectively. But the second moments of complex r.v.’s \(X_{jk}\) and \(Y_{jk}\) have \(o(n_1^{-1})\) and \(o(n_2^{-1})\) respectively, and their fourth moments have \(o(1)\) except for \(1 + \kappa.\)

Split our proofs into two steps. Write

\[
n_1[m_n(z) - m_{yn}(z)] = n_1[m_n(z) - m^{[y_0, H_{n2}]}(z)] + n_1[m^{[y_0, H_{n2}]}(z) - m_{yn}(z)],
\]

where \(m^{[y_0, H_{n2}]}(z)\) and \(m_{yn}(z)\) are unique roots whose imaginary parts having the same sign as that of \(z\) to the following equations by (2.10)

\[
z = -\frac{1}{m^{[y_0, H_{n2}]}(z)} + y_n \cdot \int \frac{dF_{n2}(t)}{t + m^{[y_0, H_{n2}]}(z)} \quad \text{and} \quad z = -\frac{1}{m_{yn}(z)} + y_n \cdot \int \frac{dF_{yn2}(t)}{t + m_{yn}(z)}.
\]

In the following Steps 1 and 2, we unify the real and complex cases, by the notation \(\kappa, \beta_x\) and \(\beta_y.\)

Step 1. Consider conditional distribution of

\[
n_1[m_n(z) - m^{[y_0, H_{n2}]}(z)].
\]

given \(S_2 = \{\text{all } S_2\}.\) Going along the lines of the proof of Lemma 1.1 of Bai and Silverstein [5], we can similarly prove that the conditional distribution of

\[
n_1[m_n(z) - m^{[y_0, H_{n2}]}(z)] = p[m_n(z) - m^{[y_0, H_{n2}]}(z)]
\]

given \(S_2\) converges to a Gaussian process \(M_1(z)\) on the contour \(C\) with mean function

\[
E(M_1(z) | S_2) = (\kappa - 1) \cdot \frac{y_1 \int m(z)^3 x[x + m(z)]^{-3} dF_{y2}(x)}{[1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y2}(x)]^2}
\]

for \(z \in C\) and covariance function

\[
\text{cov}(M_1(z_1), M_1(z_2) | S_2) = \kappa \cdot \left(\frac{m'(z_1) \cdot m'(z_2)}{(m(z_1) - m(z_2))^2} - \frac{1}{(z_1 - z_2)^2}\right)
\]

for \(z_1, z_2 \in C.\) Note that the mean and covariance of the limiting distribution are independent of the conditioning \(S_2\), which shows that the limiting distribution of this part is independent of the limit of the next part because the asymptotic mean and covariances are non-random.

Step 2. Now, we consider the limiting process of

\[
n_1[m^{[y_0, H_{n2}]}(z) - m_{yn}(z)] = p[m^{[y_0, H_{n2}]}(z) - m_{yn}(z)].
\]

By (2.10), we have

\[
z = -\frac{1}{m_{yn}(z)} + y_n \cdot \int \frac{t}{1 + t \cdot m_{yn}(z)} dH_{yn2}(t) = -\frac{1}{m_{yn}(z)} + y_n \cdot \int \frac{dF_{yn2}(t)}{t + m_{yn}(z)}.
\]
On the other hand, \( m_{\{y_n, H_n\}} \) is the solution to the equation
\[
z = -\frac{1}{m_{\{y_n, H_n\}}} + y_n \cdot \int \frac{t \cdot dH_n(t)}{1 + t \cdot m_{\{y_n, H_n\}}} = -\frac{1}{m_{\{y_n, H_n\}}} + y_n \cdot \int \frac{dF_{y_n}(t)}{t + m_{\{y_n, H_n\}}}.
\]
By the definition of Stieltjes transform, then the above two equations become
\[
z = -\frac{1}{m_{\{y_n, H_n\}}} + y_n \cdot m_{y_n}(-m_{y_n}) \quad \text{and} \quad z = -\frac{1}{m_{\{y_n, H_n\}}} + y_n \cdot m_{n_2}(-m_{\{y_n, H_n\}}).
\]
The difference of the above two identities yields
\[
0 = \frac{m_{\{y_n, H_n\}} - m_{y_n}}{m_{y_n} \cdot m_{\{y_n, H_n\}}} - y_n \left[ m_{y_n}(-m_{y_n}) - m_{n_2}(-m_{y_n}) + m_{n_2}(-m_{y_n}) - m_{y_n}(-m_{y_n}) \right] \\
= \frac{m_{\{y_n, H_n\}} - m_{y_n}}{m_{y_n} \cdot m_{\{y_n, H_n\}}} - y_n \int \frac{(m_{\{y_n, H_n\}} - m_{y_n}) dF_{y_n}(t)}{(t + m_{\{y_n, H_n\}})(t + m_{y_n})} + y_n \left[ m_{n_2}(-m_{y_n}) - m_{y_n}(-m_{y_n}) \right].
\]
Therefore, we obtain
\[
n_1 \cdot \left[ m_{\{y_1, H_2\}}(z) - m_{y_n}(z) \right] \\
= -y_n \cdot m_{y_n} \cdot m_{\{y_n, H_n\}} \cdot \frac{n_1 \left[ m_{n_2}(-m_{y_n}) - m_{y_n}(-m_{y_n}) \right]}{1 - y_n \cdot \int m_{y_n} \cdot m_{\{y_n, H_n\}} dF_{y_n}(t)/((t + m_{y_n})(t + m_{\{y_n, H_n\}}))} \\
= -m_{y_n} \cdot m_{\{y_n, H_n\}} \cdot \frac{n_2 \left[ m_{y_n}(-m_{y_n}) - m_{y_n}(-m_{y_n}) \right]}{1 - y_n \cdot \int m_{y_n} \cdot m_{\{y_n, H_n\}} dF_{y_n}(t)/((t + m_{y_n})(t + m_{\{y_n, H_n\}}))}.
\] (6.32)
We then consider the limiting process of
\[
n_2 \cdot \left[ m_{y_2}(-m_{y_n}(z)) - m_{y_n}(-m_{y_n}(z)) \right].
\]
Noticing that for any \( z \in \mathbb{C}^+ \cup \mathbb{C}^-, \frac{m_{y_n}(z)}{m_{y_n}(-m_{y_n}(z))} \rightarrow m(z), \) the limiting distribution of
\[
n_2 \cdot \left[ m_{y_2}(-m_{y_n}(z)) - m_{y_n}(m_{y_n}(z)) \right]
\]
is the same as that of
\[
n_2 \cdot \left[ m_{y_2}(-m(z)) - m_{y_n}(m_{y_n}(z)) \right].
\]
It can be shown that when \( z \) runs along \( C \) clockwise, \( -m(z) \) would enclose the support of \( F_{y_n} \) clockwise without intersect the support. Again, using Lemma 1.1 in Bai and Silverstein [5] (with minor modification), we conclude that
\[
n_2 \left[ m_{y_2}(-m(z)) - m_{y_n}(m_{y_n}(z)) \right]
\]
converges weakly to a Gaussian process \( M_2(\cdot) \) on \( z \in C \) with mean function and covariance function
\[
E(M_2(z)) = (\kappa - 1) \cdot \frac{y_2 \cdot [m_{y_2}(-m(z))]^3 \cdot [1 + m_{y_2}(-m(z))]^{-3}}{[1 - y_2 \cdot (m_{y_2}(-m(z)))/(1 + m_{y_2}(-m(z)))^2]^2}
\] (6.33)
and
\[
\text{cov}(M_2(z_1), M_2(z_2)) = \kappa \left( \frac{m_{y_2}'(-m(z_1)) \cdot m_{y_2}'(-m(z_2))}{[m_{y_2}(-m(z_1)) - m_{y_2}(-m(z_2))]^2} - \frac{1}{(m(z_1) - m(z_2))^2} \right)
\] (6.34)
for \( z_1, z_2 \in C. \)
Because

\[
-m_n(z) \cdot m_{\gamma_n,\mathbb{N}_{2}}(z)
\]


\[
1 - y_n \cdot \int m_{\gamma_n}(z) \cdot m_{\gamma_n,\mathbb{N}_{2}}(z) \, dF_{n_2}(t) / (t + m_{\gamma_n}(z))(t + m_{\gamma_n,\mathbb{N}_{2}})
\]

converges to

\[
-m'(z) = \frac{-m^2(z)}{1 - y_1 \cdot m^2(z) \cdot \int dF_{y_2}(t) / [t + m(z)]^2}
\]

by (6.14), then we conclude that by (6.32)

\[
n_1 \cdot [m_{\gamma_n,\mathbb{N}_{2}}(z) - m_{\gamma_n}(z)]
\]

converges weakly to a Gaussian process $M_3(\cdot)$ satisfying

\[
M_3(z) = -m'(z) \cdot M_2(z)
\]

with the means $E(M_3(z)) = -m'(z) \cdot E M_2(z)$ and covariance functions $\text{cov}(M_3(z_1), M_3(z_2)) = m'(z_1)m'(z_2) \cdot \text{cov}(M_2(z_1), M_2(z_2))$. Because the limit of

\[
n_1 \cdot [m_n(z) - m_{\gamma_n,\mathbb{N}_{2}}(z)]
\]

conditioning on $\delta_2$ is independent of the ESD of $S_{n_2}$, we know that the limits of

\[
n_1 \cdot [m_n(z) - m_{\gamma_n,\mathbb{N}_{2}}(z)] \quad \text{and} \quad n_1 \cdot [m_{\gamma_n,\mathbb{N}_{2}}(z) - m_{\gamma_n}(z)]
\]

are asymptotically independent. Finally, we conclude that $n_1 \cdot [m_n(z) - m_{\gamma_n}(z)]$ converges weakly to a two-dimensional Gaussian process $M_1(z) + M_3(z)$ with mean function

\[
E(M_1(z) + M_3(z)) = (\kappa - 1) \cdot \frac{y_1 \int m^3(z)x[x + m(z)]^{-3} \, dF_{y_2}(x)}{[1 - y_1 \int m^2(z)(x + m(z))^{-2} \, dF_{y_2}(x)]^2}
\]

\[
-(\kappa - 1) \cdot \frac{y_2 \cdot m'(z)[m_{y_2}(-m(z))]^3 \cdot [1 + m_{y_2}(-m(z))]^{-3}}{[1 - y_2 \cdot (m_{y_2}(-m(z)))/(1 + m_{y_2}(-m(z)))^2]^2}
\]

and covariance function

\[
\text{cov}(M_1(z_1) + M_3(z_1), M_1(z_2) + M_3(z_2))
\]

\[
= \kappa \cdot \frac{m'(z_1)m'(z_2)m_{y_2}(-m(z_1)) \cdot m_{y_2}(-m(z_2))}{[m_{y_2}(-m(z_1)) - m_{y_2}(-m(z_2))]^2} - \frac{\kappa}{(z_1 - z_2)^2}.
\]

Because $\int f(x) \, dG(x) = -\frac{1}{2\pi} \int f(z)m_G(z) \, dz$, then we obtain that the LSS of $F$ matrix

\[
\left( \int f_1(x) \, d\tilde{G}_n(x), \ldots, \int f_k(x) \, d\tilde{G}_n(x) \right)
\]

converges weakly to a Gaussian vector $(X_{f_1}, \ldots, X_{f_k})$ where

\[
EX_{f_i} = -\frac{1}{2\pi} \oint f_i(z)E(M_1(z) + M_3(z)) \, dz
\]

and

\[
\text{cov}(X_{f_i}, X_{f_j}) = -\frac{1}{4\pi^2} \oint \oint f_i(z)f_j(z) \text{cov}(M_1(z_1) + M_3(z_1), M_1(z_2) + M_3(z_2)) \, dz_1 \, dz_2.
\]
Recall \( m_0(z) = m_{y_2}(-m(z)) \). By Lemma 6.1, we have

\[
-\oint f_i(z) \cdot (6.35) \, dz = \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log \left( \frac{(1 - y_2)m_{\theta_0}^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_{\theta_0}^2(z) + 2m_0(z) + 1} \right),
\]

\[
-\oint f_i(z) \cdot (6.36) \, dz = \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log(1 - y_2m_{\theta_0}^2(z)(1 + m_0(z))^{-2})
\]

and

\[
-\oint \oint f_i(z_1) f_j(z_2) \cdot (6.37) \, dz = -\frac{\kappa}{4\pi^2} \oint \oint f_i(z_1) f_j(z_2) \, dm_0(z_1) \, dm_0(z_2) \frac{(m_0(z_1) - m_0(z_2))^2}{(m_0(z_1) - m_0(z_2))^2}.
\]

Finally we obtain

\[
EX_{f_i} = \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log \left( \frac{(1 - y_2)m_{\theta_0}^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_{\theta_0}^2(z) + 2m_0(z) + 1} \right)
\]

\[
+ \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log(1 - y_2m_{\theta_0}^2(z)(1 + m_0(z))^{-2})
\]

and

\[
\text{cov}(X_{f_i}, X_{f_j}) = -\frac{\kappa}{4\pi^2} \oint \oint f_i(z_1) f_j(z_2) \, dm_0(z_1) \, dm_0(z_2) \frac{(m_0(z_1) - m_0(z_2))^2}{(m_0(z_1) - m_0(z_2))^2}.
\]

Proof of Theorem 3.1 is completed. \( \Box \)

**Proof of Corollary 3.1.** In Lemma 6.1 it is proved that \( m_0(z) \) satisfies the equation

\[
z = -\frac{m_0(z)(m_0(z) + 1 - y_1)}{(1 - y_2)(m_0(z) + 1/(1 - y_2))}.
\]

(6.38)

It is also known that the support of the LSD \( F_{y_1,y_2}(x) \) of \( F \) matrix is

\[
\begin{bmatrix}
 a & (1 + h)^2 \\
 (1 - y_2)^2 & (1 - y_2)^2
\end{bmatrix},
\]

when \( y_1 \leq 1 \) or the above interval with a singleton \( \{0\} \) when \( y_1 > 1 \). Therefore, \( m_0(a) = m_{y_2}(-m(a)) \) and \( m_0(b) = m_{y_2}(-m(b)) \) are real numbers which are the real roots of equations

\[
a = \frac{m_0(a) \cdot [m_0(a) + 1 - y_1]}{[m_0(a) - 1/(y_2 - 1)] \cdot (y_2 - 1)} \quad \text{and} \quad b = \frac{m_0(b) \cdot [m_0(b) + 1 - y_1]}{[m_0(b) - 1/(y_2 - 1)] \cdot (y_2 - 1)}.
\]

So we obtain \( a = -\frac{1 + h}{1 - y_2} \) and \( m_0(a) = -\frac{1 - h}{1 - y_2} \). Clearly, when \( z \) runs in the positive direction around the support interval \( [a, b] \) of \( F_{y}(x) \), \( m_0(z) = m_{y_2}(-m(z)) \) runs in the positive direction around the interval

\[
I = \left( -\frac{1 + h}{1 - y_2}, -\frac{1 - h}{1 - y_2} \right).
\]

Let \( m_0(z) = -\frac{1 + h \xi}{1 - y_2} \), where \( r > 1 \) but very close to 1, \( |\xi| = 1 \). By (6.38), we have

\[
z = \frac{1 + h^2 + hr^{-1} \xi + hr \xi}{(1 - y_2)^2}.
\]
This shows that when $\xi$ anticlockwise runs along the unit circle, $z$ anticlockwise runs a contour which closely incloses the interval $[a, b]$ when $r$ is close to 1, where $a, b = \frac{(1 + \gamma r^2)}{1 - \gamma r^2}$. Therefore, as $r \downarrow 1$, we have

$$EX_\beta = \frac{\kappa - 1}{4\pi i} \oint \frac{f_i(z)}{m(z)} (1 - yz)^2 \frac{d\log\left((1 - yz)m_0^2(z) + 2m_0(z) + 1 - yz\right)}{m_0^2(z) + 2m_0(z) + 1}$$

$$+ \frac{\kappa - 1}{4\pi i} \oint f_i(z) \log\left((1 - yz) (1 + m_0(z))^2\right)$$

$$= \lim_{r \downarrow 1} \frac{\kappa - 1}{4\pi i} \oint \frac{f_i(1 + h^2 + 2h\Re(\xi))(1 - yz)^2}{(1 - yz)^2} \left[1 \right.\left. \frac{1}{\xi - r^2} + \frac{1}{\xi + r^2} - \frac{1}{\xi^2} + \frac{2}{\xi + yz} \right] d\xi$$

By Lemma 6.1, we have

$$m'(z) = \frac{(1 - yz)m_0^2(z) + 2m_0(z) + 1}{m_0^2(z) \cdot (m_0(z) + 1)^2} \cdot m_0'(z) = \frac{(1 - yz)^2}{hr} \cdot \frac{(\xi + \sqrt{yz}/h)(\xi - \sqrt{yz}/h)\xi'}{(\xi + yz/h)^2 (\xi + 1/hr)^2}$$

and

$$m(z) = \frac{(1 - yz)^2}{hr} \cdot \frac{\xi}{(\xi + 1/hr)(\xi + yz/h)}.$$

Making variable change $m_0(z_j) = \frac{1 + hr_j \xi_j}{1 - yz_j}$ for $j = 1, 2$ where $r_2 > r_1 > 1$. Similarly, one can prove that as $1 < r_1 < r_2 \to 1^+$, we have

$$\text{cov}(X_{f_1}, X_{f_2}) = -\frac{\kappa}{4\pi^2} \oint \oint \frac{f_i(z_1) f_j(z_2) \text{dm}_0(z_1) \text{dm}_0(z_2)}{(m_0(z_1) - m_0(z_2))^2}$$

$$= -\lim_{r_2 \downarrow 1^+} \frac{\kappa}{4\pi^2} \oint \oint \frac{f_i((1 + h^2 + 2h\Re(\xi_1))/(1 - yz_1)^2) f_j((1 + h^2 + 2h\Re(\xi_2))/(1 - yz_2)^2)}{(r_1 \xi_1 - r_2 \xi_2)^2} d\xi_1 d\xi_2$$

$$= -\lim_{r \downarrow 1} \frac{\kappa}{4\pi^2} \oint \oint \frac{f_i((1 + h^2 + 2h\Re(\xi_1))/(1 - yz_1)^2) f_j((1 + h^2 + 2h\Re(\xi_2))/(1 - yz_2)^2)}{(\xi_1 - r \xi_2)^2} d\xi_1 d\xi_2.$$

Proof of Corollary 3.1 is completed. $\square$

6.3. Proofs of Theorem 3.2 and Corollary 3.2

**Proof of Theorem 3.2.** Similar to the proof of Theorem 3.1, we use the same truncation and centralization technique of Bai and Silverstein [5]. That is, we may assume the same additional assumptions as described in the proof of Theorem 3.1 except the fourth moments of $X_{jk}$ and $Y_{jk}$. Here we assume that $E|X_{jk}|^4 = \beta_x + \kappa + o(1)$ and $E|Y_{jk}|^4 = \beta_y + \kappa + o(1)$.

Similar to the proof of Theorem 3.1, we split

$$n_1\left[m_{\beta}(z) - m_{\beta}(z)\right] = n_1\left[m_{\beta}(z) - m_{\beta + H\varepsilon}(z)\right] + n_1\left[m_{\beta + H\varepsilon}(z) - m_{\beta}(z)\right].$$
In Step 1, checking the proof of Lemma 1.1 of Bai and Silverstein [5], one finds that conditional distribution of
\[n_1 \left[ m_n(z) - m_{\{y_{n1}, H_{n2}\}}(z) \right] \]  
(6.39)
given \( S_2 \) still converges to a Gaussian process \( M_1(z) \) on the contour \( \mathcal{C} \). When computing the asymptotic mean function where their formula (1.15) is used, without their condition on the 4th moment of \( X \)-variables, the mean function should include an additional term by Lemma 6.2
\[
\beta_x \cdot \frac{y_1 \cdot m^3(z) \cdot \int dF_{y_2}(x)/(x + m(z)) \cdot x \cdot dF_{y_2}(x)/(x + m(z))^2}{1 - y_1 \int m^2(z)(x + m(z))^{-2} \cdot dF_{y_2}(x)}
\]
which is the limit of
\[
\frac{m(z) \cdot \beta_x \cdot (p/n_1) \cdot b^2 \cdot E(e_iS_2^{-1/2}D_{n1}^{-1}S_2^{-1/2}e_i \cdot e_iS_2^{-1/2}D_{n1}^{-1}(mS_2^{-1} + 1)^{-1}S_2^{-1}e_i)}{1 - y_1 \int m^2(z)(x + m(z))^{-2} \cdot dF_{y_2}(t)}
\]
ever dropped in (4.10) and (4.12) of Bai and Silverstein [5]. Similarly, when computing the asymptotic covariance function, one finds that there should be an additional term by Lemma 6.2
\[
\beta_x \cdot y_1 \cdot \int \frac{m'(z_1) \cdot x \cdot dF_{y_2}(x)}{(x + m(z_1))^2} \cdot \int \frac{m'(z_2) \cdot x \cdot dF_{y_2}(x)}{(x + m(z_2))^2}
\]
(6.41)
which is the limit of
\[
\frac{\partial^2}{\partial z_1 \partial z_2} \left( \frac{\beta_x \cdot b_p(z_1) \cdot b_p(z_2)}{n_1^2} \sum_{j=1}^{n_1} \sum_{i=1}^{p} e_iS_2^{-1/2} E_jD_j^{-1}(z_1)S_2^{-1/2}e_i \cdot e_iS_2^{-1/2} E_jD_j^{-1}(z_2)S_2^{-1/2}e_i \right)
\]
ever dropped in (2.7) of Bai and Silverstein [5]. Note that the mean and covariance of the limiting distribution are independent of the conditioning \( S_2 \), which shows that the limiting distribution of this part is independent of the limit of the next part because the asymptotic mean and covariances are non-random.

As in Step 2 of the proof of Theorem 3.1, we have the same formula (6.32). The process
\[
n_2 \cdot \left[ m_{n2}(\{-m_{y_2}(z)\}) - m_{\{y_{n2}\}}(\{-m_{y_2}(z)\}) \right]
\]
also tends to Gaussian process \( M_2(z) \) on the contour \( \mathcal{C} \).

Checking the computation of the asymptotic mean function and covariance function, we find that they each have an additional terms respectively
\[
\beta_y \cdot \frac{y_2 \cdot m_0^3(z) \cdot (1 + m_0(z))^{-3}}{1 - y_2 \cdot m_0^2(z) \cdot (1 + m_0(z))^{-2}}
\]
and
\[
\beta_y \cdot y_2 \cdot \frac{m_0'(z_1)}{(1 + m_0(z_1))^2} \cdot \frac{m_0'(z_2)}{(1 + m_0(z_2))^2},
\]
which are the special cases of (6.40) and (6.41) respectively and \( m_0(z) = m_{y_2}(\{-m(z)\}) \).

Because
\[
\frac{-m_{y_2}(z) \cdot m_{\{y_{n1}, H_{n2}\}}(z)}{1 - y_{n1} \cdot m_{y_2}(z) \cdot m_{\{y_{n1}, H_{n2}\}} \cdot dF_{y_2}(t)/(t + m_{y_2}(z))(t + m_{\{y_{n1}, H_{n2}\}})\}}\]
\[
\rightarrow -m'(z) = \frac{-m^2(z)}{1 - y_1 \cdot m^2(z) \cdot dF_{y_2}(t)/(t + m(z))^2},
\]
we conclude that \( n_1 \cdot [m_{y_n, H_{y_n}} - m_{y_n}(z)] \) converges weakly to a Gaussian process \( M_3(z) \) satisfying

\[
M_3(z) = -m'(z) \cdot M_2(z)
\]

with the means \( E(M_3(z)) = -m'(z) \cdot E M_2(z) \) and covariance functions \( \text{cov}(M_3(z_1), M_3(z_2)) = m'(z_1) m'(z_2) \cdot \text{cov}(M_2(z_1), M_2(z_2)) \). Because the limit of \( n_1 \cdot [m_{y_n}(z) - m_{y_n, H_{y_n}}(z)] \) conditioning on \( \{s_2\} \) is independent of the ESD of \( S_2 \), we know that the limits of

\[
n_1 \cdot [m_{y_n}(z) - m_{y_n, H_{y_n}}(z)] \quad \text{and} \quad n_1 \cdot [m_{y_n, H_{y_n}}(z) - m_{y_n}(z)]
\]

are asymptotically independent. Then we obtain that \( n_1 \cdot [m_{y_n}(z) - m_{y_n}(z)] \) converges weakly to a two-dimensional Gaussian process \( M_1(z) + M_3(z) \) with means

\[
E(M_1(z) + M_3(z)) = (\kappa - 1) \cdot \frac{y_1 \int m^3(z)x[x + m(z)]^{-3} dF_{y_2}(x)}{1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x)^2} + \beta_x \cdot \frac{y_1 \cdot m^3(z) \cdot \int dF_{y_2}(x)/(x + m(z)) \int x \cdot dF_{y_2}(x)/(x + m(z))^2}{1 - y_1 \int m^2(z)(x + m(z))^{-2} dF_{y_2}(x)} - (\kappa - 1) \cdot m'(z) y_2 \cdot [m_0(z)]^3 \cdot [1 + m_0(z)]^{-3} \frac{1 - y_2 \cdot (m_0(z)/(1 + m_0(z)))^2}{1 - y_2 \cdot m_0^2(z)/(1 + m_0(z))^2}
\]

and

\[
\text{cov}(M_1(z_1) + M_3(z_1), M_1(z_2) + M_3(z_2)) = \beta_x \cdot y_1 \cdot m'(z_1) \cdot x \cdot dF_{y_2}(x)/(x + m(z_1))^2 \int m'(z_2) \cdot x \cdot dF_{y_2}(x)/(x + m(z_2))^2 - \frac{\kappa}{(z_1 - z_2)^2} + \frac{\kappa \cdot m'(z_1) m'(z_2) m'_0(z_1) m'_0(z_2)}{[m_0(z_1) - m_0(z_2)]^2} + \beta_y \cdot y_2 \cdot m'(z_1) m'_0(z_1) \cdot m'(z_2) m'_0(z_2) \cdot \frac{m'(z_2) m'_0(z_2)}{(1 + m_0(z_1))^2}. \]

Because \( \int f(x) dG(x) = -\frac{1}{2\pi} \int f(z) mG(z) dz \), then we obtain that the Linear spectral statistics of \( F \) matrix

\[
\left( \int f_1(x) d\tilde{G}_n(x), \ldots, \int f_k(x) d\tilde{G}_n(x) \right)
\]

converge weakly to a Gaussian vector \((X_{f_1}, \ldots, X_{f_k})\) where

\[
E X_{f_i} = -\frac{1}{2\pi} \oint f_i(z) E(M_1(z) + M_3(z)) dz
\]

and

\[
\text{cov}(X_{f_i}, X_{f_j}) = -\frac{1}{4\pi^2} \oint \oint f_i(z) f_j(z) \text{cov}(M_1(z_1) + M_3(z_1), M_1(z_2) + M_3(z_2)) dz_1 dz_2.
\]

Then by Lemma 6.1, we have

\[
E X_{f_i} = \frac{\kappa - 1}{4\pi} \oint f_i(z) d\log \left( \frac{(1 - y_2)m_0^2(z) + 2m_0(z) + 1 - y_1}{(1 - y_2)m_0^2(z) + 2m_0(z) + 1} \right) + \frac{\beta_x \cdot y_1}{2\pi} \oint f_i(z)(m_0(z) + 1)^{-3} dm_0(z)
\]
Proof of Theorem 4.1.

\[
+ \frac{\kappa - 1}{4\pi i} \oint f_i(z) \, d\log(1 - y_2m_0^2(z)(1 + m_0(z))^{-2})
\]
\[
+ \frac{\beta_y}{4\pi i} \oint f_i(z)(1 - y_2m_0^2(z)(1 + m_0(z))^{-2}) \, d\log(1 - y_2m_0^2(z)(1 + m_0(z))^{-2})
\]

and

\[
\text{cov}(X_{f_i}, X_{f_j}) = -\frac{\kappa}{4\pi^2} \oint \oint \frac{f_i(z_1)f_j(z_2) \, dm_0(z_1) \, dm_0(z_2)}{(m_0(z_1) - m_0(z_2))^2}
\]
\[
- \frac{(\beta_x y_1 + \beta_y y_2)}{4\pi^2} \oint \oint \frac{f_i(z_1)f_j(z_2) \, dm_0(z_1) \, dm_0(z_2)}{(m_0(z_1) + 1)(m_0(z_2) + 1)^2}.
\]

\[
\square
\]

Proof of Corollary 3.2. By the same variable change \( m_0(z) = -\frac{1 + \bar{h}x}{1 - y^2} \) as given in proof of Corollary 3.1, the proof of the corollary can be done by only technical calculus and hence the details are omitted. \( \square \)

6.4. Proof of Theorem 4.1

Proof of Theorem 4.1. As a consequence of the CLTs for \( F \)-matrix, we establish the CLT for LSS of beta matrix of the form: \( S_2(S_2 + d \cdot S_1)^{-1} = (1 + d \cdot S_1S_2^{-1})^{-1} \), a matrix functional of \( F \)-matrix, where \( d \) is a positive constant. Because the \( i \)th eigenvalues \( \lambda'_i \) and \( \lambda_i \) of beta matrix and \( F \) matrix have the relation

\[
\lambda'_i = \frac{1}{1 + d \cdot \lambda_i}
\]

then the ESD of the beta matrix satisfies

\[
F_{0,n}(x) = \frac{1}{p} \sum_{i=1}^{p} I_{\{\lambda'_i \leq x\}} = \frac{1}{p} \sum_{i=1}^{p} I_{\{1/(1+d\lambda_i) \leq x\}} = \frac{1}{p} \sum_{i=1}^{p} I_{\{\lambda_i \geq 1/d(1/x-1)\}} = 1 - \frac{1}{p} \sum_{i=1}^{p} I_{\{\lambda_i < 1/d(1/x-1)\}}
\]

that is,

\[
F_{0,n}(x) = 1 - \frac{1}{p} \sum_{i=1}^{p} I_{\{\lambda_i \leq 1/d(1/x-1)\}} + \frac{I_{\{\lambda_i = 1/d(1/x-1)\}}}{p} = 1 - F_n\left(\frac{1}{d}\left(\frac{1}{x} - 1\right)\right) + \frac{I_{\{\lambda_i = 1/d(1/x-1)\}}}{p}.
\]

Then we have

\[
F_{0,n}(x) = 1 - F_n\left(\frac{1}{d}\left(\frac{1}{x} - 1\right)\right)
\]

except some discontinuous points. So we obtain

\[
\int_0^1 f_i(x) \, dF_{0,n}(x) = \int_0^1 f_i(x) \, d\left(1 - F_n\left(\frac{1}{d}\left(\frac{1}{x} - 1\right)\right)\right)
\]
\[
= \int_{-\infty}^0 f_i\left(\frac{1}{1 + dt}\right) \, d(1 - F_n(t))
\]
\[
= \int_0^{+\infty} f_i\left(\frac{1}{1 + dx}\right) \, dF_n(x)
\]

and

\[
\int f_k(x) \, dF_{0,n} = \frac{1}{p} \sum_{i=1}^{p} f(\lambda'_i) = \frac{1}{p} \sum_{i=1}^{p} f\left(\frac{1}{1 + d \cdot \lambda_i}\right) = \int f_k\left(\frac{1}{1 + dx}\right) \, dF_n.
\]
Then the linear spectral statistics of the beta matrix and $F$ matrix satisfy

$$\left( \int f_1(x) \, d\tilde{G}_n(x), \ldots, \int f_k(x) \, d\tilde{G}_n(x) \right) = \left( \int f_1 \left( \frac{1}{d \cdot x + 1} \right) \, d\tilde{G}_n(x), \ldots, \int f_k \left( \frac{1}{d \cdot x + 1} \right) \, d\tilde{G}_n(x) \right).$$

Then under Assumptions [A]–[B], the linear spectral statistics

$$\left( \int f_1(x) \, d\tilde{G}_n(x), \ldots, \int f_k(x) \, d\tilde{G}_n(x) \right)$$

of the beta matrix $S_2(S_2 + d \cdot S_1)^{-1}$, converge weakly to a Gaussian vector $(X_{f_1}, \ldots, X_{f_k})$ whose means and covariances are the same as Theorem 3.2 except that $f_i(x)$ and $f_j(x)$ are replaced by $f_i \left( \frac{1}{d \cdot x + 1} \right)$ and $f_j \left( \frac{1}{d \cdot x + 1} \right)$, respectively.

□
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