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1. Introduction

Set-valued mappings, or multfunctions as we shall call them here, arise in several ways in connection with problems of optimization. In a typical situation one has a problem \((P(u))\) in \(\mathbb{R}^n\) that depends on a parameter vector \(u \in \mathbb{R}^d\). A multifunction \(G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n\) can be defined by letting \(G(u)\) denote the set of all points \(x\) satisfying the constraints of \((P(u))\), which could be equations and inequalities involving certain functions with both \(x\) and \(u\) as arguments. Alternatively \(G(u)\) could be the set of optimal solutions to \((P(u))\) or the set of points \(x\) satisfying a collection of necessary conditions for optimality, and so forth. Multiplier vectors could also be involved: \(G(u)\) could consist of the pairs \((x, y) \in \mathbb{R}^n \times \mathbb{R}^m\) satisfying something like the Kuhn-Tucker conditions for problem \((P(u))\), for instance. In all these cases the multivaluedness of \(G\) is an inherent feature, or at least a strong possibility. Even when \(G(u)\) is the optimal solution set, it may contain more than one element for certain choices of \(u\) that cannot realistically be left out of consideration.

Such circumstances raise serious difficulties for the study of how \(G(u)\) can change relative to changes in \(u\). Classical notions of continuity and differentiability, developed for functions rather than multifunctions, obviously do not apply.

The goal of this paper is to demonstrate that a wide class of multifunctions important in optimization nonetheless enjoys a property that we call proto-differentiability. To help with understanding the consequences of this fact, it is essential that the nature of proto-differentiability be illuminated at the same time. This we do from several angles, exploring in particular the relationship of proto-differentiability to true differentiability and an attractive concept of semi-differentiability.

From a geometric point of view, proto-differentiation of a multifunction corresponds to looking at certain tangent cones to the graph of the multifunction. Such a pattern of analysis has been pioneered by Aubin [1], [2], [3], [4]. It has already been shown to yield much information of use in connection with optimization and allied subjects. Aubin has focused chiefly on the contingent cone and the Clarke tangent cone, while Frankowska [5], [7], [8] has made potent use of an intermediate type of tangent cone (first treated by Ursescu [20]), which in this paper is called the derivative cone. The distinguishing feature of proto-differentiability is its requirement that the contingent cone and derivative cone coincide. In this it may be compared, as far as the geometry of graphs of multifunctions is concerned, with the study of tangential regularity in the sense of Clarke [8], [9]. Tangential regularity requires the contingent cone to coincide with the Clarke tangent cone rather than merely with the derivative cone. This is a stronger property which corresponds, in the case of multifunctions, to a concept we refer to as strict proto-differentiability.
All this tangent cone terminology could be bewildering to someone not accustomed to it, so the reader may be glad to know that proto-differentiability can be defined in a relatively simple and natural way without it. The fact that this property is commonly present for the multifunctions of interest in optimization has not previously been applied or even recognized. Roughly speaking, multifunctions expressing feasibility turn out to be proto-differentiable when an appropriate constraint qualification is satisfied, whereas those expressing optimality or the like, such as subgradient multifunctions, are proto-differentiable when the parameterization is sufficiently rich. The first fact, although not previously demonstrated in the generality furnished here, is not very surprising in view of the studies in the framework of nonsmooth analysis that have already been made of tangential regularity of sets defined by constraints [9, pp. 55-57], [10, Prop. 4.4]. The second fact is less expected.

Multifunctions of the second type have indeed been investigated previously for certain differential properties connected with tangent cones to their graphs, but the results, in concentrating on the Clarke tangent cone, have primarily been somewhat negative. The case of subgradient multifunctions illustrates this well. Results in Rockafellar [11] establish that for multifunctions $\partial f$ associated with convex functions and saddle functions, or more generally for any maximal monotone multifunction, the Clarke tangent cone to the graph at any point is always a subspace and thus is incapable of reflecting anything other than “two-sided” aspects of differentiation. To the extent that a “corner” of the graph of $\partial f$ may be involved, the Clarke tangent cone has to be degenerate. For such multifunctions, therefore, strict proto-differentiability is a property that has very powerful consequences when it is present—and theorems can be stated about it being present almost everywhere on the graph (cf. Rockafellar [11])—but which is unusable in characterizing local one-sided behavior. It cannot be invoked at every point of the graph of $\partial f$ unless the graph happens to be smooth and $f$ itself is correspondingly a generalized sort of $C^2$ function.

Sensitivity analysis of the kind carried out by Aubin [2] in convex programming, which in effect assumes strict proto-differentiability at the point under scrutiny, as pointed out in Rockafellar [11], suffers a serious limitation therefore in its applicability. This limitation is removed if strict proto-differentiability can be replaced by proto-differentiability.

Although we leave to another paper [12] the full study of proto-differentiability in the case of subgradient multifunctions in convex analysis, we do cover in §6 of the present paper a related case with equal claim to importance in sensitivity analysis. This concerns the multifunction which gives the Kuhn-Tucker points in a smooth (not necessarily convex) programming problem.
2. Proto-differentiability.

The convergence of sets in $\mathbb{R}^n$ will be a key ingredient in our definitions of generalized differentiability of multifunctions. A family of sets $S_t \subset \mathbb{R}^n$ parameterized by $t > 0$ is said to converge to a set $S \subset \mathbb{R}^n$ as $t \downarrow 0$, written

\begin{equation}
S = \lim_{t \downarrow 0} S_t,
\end{equation}

if $S$ is closed and

\begin{equation}
\lim_{t \downarrow 0} \text{dist}(w, S_t) = \text{dist}(w, S) \quad \text{for all } w \in \mathbb{R}^n,
\end{equation}

where "dist" denotes Euclidean distance. It is often convenient to view this property as the equation

\begin{equation}
S = \lim \inf_{t \downarrow 0} S_t = \lim \sup_{t \downarrow 0} S_t,
\end{equation}

where

\begin{equation}
\lim \inf_{t \downarrow 0} S_t := \{ w \mid \lim \sup_{t \downarrow 0} \text{dist}(w, S_t) = 0 \},
\end{equation}

\begin{equation}
\lim \sup_{t \downarrow 0} S_t := \{ w \mid \lim \inf_{t \downarrow 0} \text{dist}(w, S_t) = 0 \}.
\end{equation}

Note that the points $w$ belonging to the "lim inf" in (2.4) are the ones expressible as the limit of a family of elements $w_t \in S_t$ defined for all $t$ in some interval $(0, \tau)$, whereas the ones belonging to the "lim sup" in (2.5) need only be expressible as the limit of some sequence $w' \in S_t$ corresponding to a sequence $t' \downarrow 0$. (We use superscript $\nu$ in this paper as the universal index for sequences: $\nu = 1, 2, \ldots$). Both of the sets (2.4) and (2.5) are necessarily closed.

Yet another way of characterizing the concept of set convergence is the following: (2.1) holds if and only if $S$ is a closed set such that for arbitrarily large $\rho > 0$ and arbitrarily small $\varepsilon > 0$, there exists $r > 0$ for which

\begin{equation}
S_t \cap \rho B \subset S + \varepsilon B \quad \text{and} \quad S \cap \rho B \subset S_t + \varepsilon B \quad \text{when } t \in (0, \tau).
\end{equation}

Here $B$ denotes the closed unit ball in the Euclidean norm but could be replaced by any bounded neighborhood of the origin. This characterization results from the fact that the distance functions in (2.2) are uniformly Lipschitzian in $w$ (with modulus 1). Therefore,
if they converge pointwise on $\mathbb{R}^n$ as asserted in (2.2), they actually converge uniformly on all bounded subsets of $\mathbb{R}^n$.

The sets to which we shall want to apply such convergence in order to define proto-differentiability are the graphs of multifunctions. Recall that the graph of a multifunction $G : \mathbb{R}^d \Rightarrow \mathbb{R}^n$ is the set

$$\text{gph } G = \{(u, x) \mid x \in G(u)\}.$$  

The effective domain of $G$, on the other hand, is

$$\text{dom } G = \{u \mid G(u) \neq \emptyset\},$$

while the effective range of $G$ is

$$\text{rge } G = \{x \mid \exists u \text{ with } x \in G(u)\}.$$  

In terms of the inverse $G^{-1}$ of $G$, defined by

$$u \in G^{-1}(x) \iff x \in G(u),$$

one obviously has

$$\text{rge } G = \text{dom } G^{-1} \text{ and dom } G = \text{rge } G^{-1}.$$  

One says that $G$ has closed graph if the gph $G$ is closed as a subset of $\mathbb{R}^d \times \mathbb{R}^n$. Clearly $G$ is of closed graph if and only if $G^{-1}$ is of closed graph.

Definition 2.1. Let $G : \mathbb{R}^d \Rightarrow \mathbb{R}^n$ be any multifunction, not necessarily of closed graph, and let $u \in \text{dom } G$ and $x \in G(u)$. Let $D_t : \mathbb{R}^d \Rightarrow \mathbb{R}^n$ be the difference quotient multifunction at $u$ relative to $x$, defined by

$$D_t(x) = \frac{|G(u + t\omega) - x|}{t} \text{ for } t > 0.$$  

We shall say that $G$ is proto-differentiable at $u$ relative to $x$ if there is a multifunction $D : \mathbb{R}^d \Rightarrow \mathbb{R}^n$ such that $D_t$ converges in graph to $D$, i.e. the set $S_t = \text{gph } D_t$ converges in $\mathbb{R}^d \times \mathbb{R}^n$ to the set $S = \text{gph } D$ as $t \downarrow 0$. In this event we shall call $D$ the proto-derivative of $G$ at $u$ relative to $x$ and employ the notation $D = G_{v,x}$.

The relationship between proto-differentiability and other ideas of differentiability will be examined in §3. For now we develop the concept along its own natural lines.
beginning with the geometry of epigraphs and the connection between Definition 2.1 and
the definitions of generalized differentiability proposed by Aubin [1], [2].

It will help us if we return temporarily to the study of a set \( C \subset \mathbb{R}^n \) and a point \( z \in C \). The set

\[
(2.13) \quad \lim_{t \downarrow 0} \sup_t t^{-1}(C - x)
\]
is known as the \textit{contingent cone} to \( C \) at \( z \), having first been given that name by Bouligand [13] in 1932. It is generated by all the directions from which \( z \) can be approached by a sequence in \( C \). Specifically, a vector \( \xi \) belongs to the \textit{lim sup} in (2.13) if and only if there exists a sequence of points \( x^\nu \in C \) and scalars \( t^\nu \downarrow 0 \) such that \( (x^\nu - x)/t^\nu \rightarrow \xi \). The word \textit{cone} in this context refers to a set that can be expressed as a union of rays emanating from the origin, i.e., a set that is closed under the operation of nonnegative scalar multiplication. The contingent cone (2.13) is characterized as the smallest cone containing 0 and all the (direction) vectors \( \xi \) with \( |\xi| = 1 \) expressible as in the form

\[
\xi = \lim_{\nu \rightarrow \infty} (x^\nu - x)/|x^\nu - x|
\]
where \( x^\nu \in C \), \( x^\nu \neq x \), and the limit in question exists. (The sequence \( \{x^\nu\}_{\nu=1}^\infty \) is said to converge to \( x \) \textit{in the direction of} \( \xi \) in this case.)

The set

\[
(2.14) \quad \lim_{t \downarrow 0} \inf_t t^{-1}(C - x)
\]
will be called here the \textit{derivative cone} of \( C \) at \( z \). It is less well known but has been employed by a number of authors, especially by Frankowska [5], [6], [7], who refers to it as the \textit{intermediate cone} because it lies between the contingent cone and the Clarke tangent cone to \( C \) at \( z \). Our calling it the derivative cone is suggested by the following characterization, which ties in with a long tradition in mathematical programming.

Let us say that \( y : [0, r) \rightarrow \mathbb{R}^n \) is an \textit{emanating arc} in \( C \) at \( z \) if \( y(t) \in C \) for all \( t \in [0, r) \), \( y(0) = x \), \( y(t) \rightharpoonup z \) as \( t \downarrow 0 \), and the limit

\[
(2.15) \quad y'_+(0) := \lim_{t \downarrow 0} [y(t) - y(0)]/t
\]
exists. Then \( y'_+(0) \) is the (right) \textit{derivative} of \( y \) at \( x \). The set (2.14) turns out to consist of all the vectors \( \xi \in \mathbb{R}^n \) expressible in \( \xi = y'_+(0) \) for the various emanating arcs \( y \) in \( C \) at \( x \). This is apparent from the description given earlier to the \textit{lim inf} of \( S_t \) as \( t \downarrow 0 \)
when applied to $S_t = t^{-1}[C - x]$. The idea of forming a cone that consists of derivative vectors like $\xi$ has been followed in mathematical programming since the early days in the development of optimality conditions, except that the arcs $y$ have usually been considered to be differentiable on an interval $[0, r)$ rather than just “right differentiable” at $t = 0$.

Both the contingent cone (2.13) and the derivative cone (2.14) are always closed cones containing the origin. The second is obviously contained within the first. We shall say that $C$ is approximable at $x$ if the two cones coincide, i.e. if the limit set

$$\lim_{t \to 0} t^{-1}[C - x]$$

exists. This property dictates that the functions

$$d_t(\xi) = \text{dist}(\xi, t^{-1}[C - x])$$
$$= \text{dist}(x + t\xi, C) - \text{dist}(x, C)/t$$

converge as $t \downarrow 0$ to a function

$$d(\xi) = \text{dist}(\xi, K),$$

where $K$ is a certain closed set, necessarily containing the origin. Shapiro [14] has called the set $K$, when it exists, the approximating cone to $C$ at $x$. He did not connect it up with the theory of set convergence, however.

**Proposition 2.2.** The multifunction $G : \mathbb{R}^d \rightharpoonup \mathbb{R}^n$ is proto-differentiable at $u$ relative to a point $x \in G(u)$ if and only if the set $\text{gph} \ G$ is approximable at $(u, x)$. The graph of the proto-derivative multifunction $G'_{u,x}$ then equals the approximating cone to $\text{gph} \ G$ at $(u, x)$, which is simultaneously the derivative cone and the contingent cone.

**Proof.** To establish this on the basis of what has just been explained, all one needs is the observation that for $C = \text{gph} \ G$ the set $t^{-1}[C - (u, x)]$ is just $\text{gph} \ D_t$. $\square$

Some elementary consequences of the definition of proto-differentiability will be recorded next.

**Proposition 2.3.** Suppose that the proto-derivative $G'_{u,x}$ exists. Then for every $\omega \in \mathbb{R}^d$ one has

$$G'_{u,x}(\omega) = \lim_{\omega' \to \omega \atop t \to 0} \sup_{t \to 0} \frac{\text{dist}(G(u + t\omega') - x)}{t}$$
and at the same time

\[ G'_{u,z}(\omega) = \{ \xi \mid \text{for some arc } \nu : [0, \tau) \to \mathbb{R}_-^d \text{ with } \nu(0) = u, \]
\[ \nu'_+(0) = \omega, \text{ one can select } y(t) \in G(\nu(t)) \]
\[ \text{for all } t \in [0, \tau) \text{ so that } y(0) = z, y'_+(0) = \xi \}. \]

Conversely, if for every } \omega \in \mathbb{R}^d \text{ the set defined by the right side of } (2.19) \text{ coincides with the set defined by the right side of } (2.20), \text{ then the proto-derivative } G'_{u,z} \text{ exists.}

\text{Proof.} \text{ The right side of } (2.19) \text{ defines the set } D^+ (\omega), \text{ where } D^+ \text{ is the multifunction whose graph is the contingent cone to } \text{gph } G \text{ at } (z, u),

\begin{equation}
(2.21) \quad \text{gph } D^+ = \limsup_{t \to 0} \text{gph } D_t.
\end{equation}

The right side of (2.20), on the other hand, defines the st } D^- (\omega), \text{ where } D^- \text{ is the multifunction whose graph is the derivative cone to } \text{gph } G \text{ at } (u, z),

\begin{equation}
(2.22) \quad \text{gph } D^- = \liminf_{t \to 0} \text{gph } D_t.
\end{equation}

The proposition comes down then again to the definition of proto-differentiability: } G'_{z,u} \text{ exists if and only if } D^+ = D^-, \text{ in which event } G'_{z,u} = D^+ = D^-.

\text{Proposition 2.4. Let } G : \mathbb{R}^d \to \mathbb{R}^n \text{ be proto-differentiable at } u \text{ relative to } z, \text{ where } z \in G(u). \text{ Then the derivative multifunction } G'_{u,z} : \mathbb{R}^d \to \mathbb{R}^n \text{ has closed graph and satisfies}

\begin{equation}
(2.23) \quad 0 \in G'_{u,z}(0), \text{ and } G'_{u,z}(\lambda \omega) = \lambda G'_{u,z}(\omega) \text{ for all } \omega \in \mathbb{R}^d \text{ and } \lambda > 0.
\end{equation}

Moreover } G'_{u,z}(0) \text{ is a closed cone which includes the contingent cone to } G(u) \text{ at } z \text{ and therefore contains more than just } 0 \text{ when } z \text{ is not an isolated point of } G(u).

\text{Proof.} \text{ From Proposition 2.2 we know that the graph of } G'_{z,u} \text{ is a certain closed cone containing } (0, 0). \text{ In particular it equals the contingent cone to } \text{gph } G \text{ at } (u, x). \text{ Everything follows at once from this.}

\text{Next we obtain a simple characterization of proto-differentiability by elaborating the meaning of graphical convergence for the difference quotient multifunctions } D_t. \text{ We use the notation that the image of a set } U \text{ under a multifunction } G \text{ is the set}

\begin{equation}
G(U) := \bigcup_{u \in U} G(u).
\end{equation}
Proposition 2.5. Let $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ be any multifunction and let $u \in \text{dom } G$, $x \in G(u)$. In order that $G$ be proto-differentiable at $u$ relative to $x$, it is necessary and sufficient that there exist a closed-graph multifunction $D : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ (which will be $G'_{u,x}$) for which the following holds. For every $\epsilon > 0$ (no matter how small) and $\rho > 0$ (no matter how large) one can find $\tau > 0$ such that

\begin{align}
D_t(\omega) \cap \rho B &\subset D(\omega + \epsilon B) + \epsilon B \text{ for all } \omega \in \rho B, \ t \in (0, \tau), \\
D(\omega) \cap \rho B &\subset D_t(\omega + \epsilon B) + \epsilon B \text{ for all } \omega \in \rho B, \ t \in (0, \tau).
\end{align}

Proof. For $S_t = \text{gph } D_t$ and $S = \text{gph } D$ we invoke the characterization that $S_t \rightarrow S$ if and only if $S$ is closed and for every $\epsilon > 0$ and $\rho > 0$ there exists $\tau > 0$ such that

\begin{align}
S_t \cap \rho (B \times B) &\subset S + \epsilon (B \times B) \text{ and } S \cap \rho (B \times B) \subset S_t + \epsilon (B \times B).
\end{align}

This is just a restatement of the property described in (2.6) in a form suitable for the product space $\mathbb{R}^d \times \mathbb{R}^n$. The two inclusions in (2.27) are equivalent to the ones in (2.25) and (2.26).

For the sake of maintaining ties with other areas of nonsmooth analysis, where the Clarke tangent cone is fundamental, the following concept needs to be mentioned in comparison with proto-differentiability.

Definition 2.6. Let $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ be any multifunction, and let $u \in \text{dom } G$ and $x \in G(u)$. We shall say that $G$ is strictly proto-differentiable at $u$ relative to $x$ if it is proto-differentiable in the sense already defined and actually has the following, stronger property in place of formula (2.20) of Proposition 2.3. Consider any $\omega \in \text{dom } G'_{u,x}$ and $\xi \in G'_{u,x}(\omega)$. Then there exist $\epsilon > 0$ and $\tau > 0$ such that for each $u' \in \text{dom } G$ with $|u' - u| \leq \epsilon$ and $x' \in G(u')$ with $|x' - x| \leq \epsilon$ (if any), and for each $t \in [0, \tau)$, it is possible to select $v(t, u', x') \in \text{dom } G$ and $y(t, u', x') \in G(v(t, u', x'))$ in such a way that

\begin{align}
&v(0, u', x') = u' \text{ and } y(0, u', x') = x', \\
&\lim_{(u', x') \rightarrow (u, x)} \frac{v(t, u', x') - v(0, u', x')}{t} = \omega, \\
&\lim_{(u', x') \rightarrow (u, x)} \frac{y(t, u', x') - y(0, u', x')}{t} = \xi.
\end{align}

This concept certainly is much more complicated than plain proto-differentiability and indeed is not as easy to motivate in the present context. For such reasons along with considerations of space, we shall not devote attention to it here, except in stating the next proposition.
Proposition 2.7. The multifunction $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ is strictly proto-differentiable at $u$ relative to $x$, where $x \in G(u)$, if and only if the graph of $G$ is tangentially regular at $(u, x)$ in the sense of nonsmooth analysis, i.e., the contingent cone at $(u, x)$ coincides with the Clarke tangent cone at $(u, x)$. In this event $G_{u,x}$ has convex graph, hence is a convex process.

Proof. The Clarke tangent cone to $\text{gph } G$ at $(u, x)$ is the set

$$\liminf_{(v', v^2) \to (u, z)} t^{-1}[(\text{gph } G) - (v', v^2)],$$

where the "$\lim\inf$" is restricted to elements $(u', x')$ of $\text{gph } G$. A pair $(\omega, \xi)$ belongs to this set if and only if it can be expressed in the manner described in Definition 2.6, as the reader can easily verify. Strict proto-differentiability thus requires the Clarke tangent cone, rather than just the derivative cone

$$\liminf_{t \to 0} t^{-1}[(\text{gph } G) - (u, z)],$$

to agree with the contingent cone

$$\limsup_{t \to 0} t^{-1}[(\text{gph } G) - (u, z)].$$

The Clarke tangent cone is known always to be convex.

Proposition 2.7 does make it possible to verify the strict proto-differentiability of various multifunctions (and thus their proto-differentiability) by applying known criteria for tangential regularity to their graphs.


To elucidate further the meaning of proto-differentiability, we explore connections with another concept that bridges the way toward the classical pattern of differentiability.

Definition 3.1. Let $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ be any multifunction, and let $u \in \text{dom } G$, $x \in G(u)$. We shall say that $G$ is semi-differentiable at $u$ relative to $x$ if there is a multifunction $D : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ such that the difference quotients $D_t(\omega)$ in (2.12) satisfy

$$\lim_{t \to 0} D_t(\omega') = D(\omega) \text{ for all } \omega' \in \mathbb{R}^d.$$

We shall say that $G$ is differentiable at $u$ if, in addition, $G(u) = \{x\}$, i.e., $G$ is single-valued at $u$ itself, and $D$ is a linear transformation.

When $G$ is single-valued everywhere, i.e., a function, differentiability in the sense of Definition 3.1 reduces to the classical notion.
Theorem 3.2. If $G$ is semidifferentiable at $u$ relative to $x$, then in particular $G$ is proto-differentiable at $u$ relative to $x$, and the multifunction $D$ in the definition of semi-differentiability coincides with the proto-derivative $G'_{u,x}$.

Proof. We stand on Proposition 2.3 as the characterization of proto-differentiability and also on the notation introduced in the proof of Proposition 2.3, namely the multifunctions $D^+$ and $D^-$. Since $D^+(\omega)$ denotes the right side of (2.19), it is clear from (3.1) that $D^+ = D$. We need only show that also $D^-(\omega)$ is given by the right side of (2.20). Inasmuch as $D^+(\omega) \supset D^-(\omega)$ always, it is only the inclusion $D^-(\omega) \supset D(\omega)$ that needs justification. Consider any $\omega \in \text{dom} \ D$ and $\xi \in D(\omega)$ in the case where $D(\omega)$ is given by (3.1). In particular we have

$$
\liminf_{t \downarrow 0} D_t(\omega) = D(\omega)
$$

by (3.1), so there must exist $\xi_t \in D_t(\omega)$ for all $t$ in some interval $(0, \tau)$ such that $\xi_t \to \xi$ as $t \downarrow 0$. Let $v(t) = u + tw$, $y(t) = x + t\xi_t$. Then $v(0) = 0$ and $v'_+(0) = \omega$, while $y(0) = x$ and $y'_+(0) = \xi$. The condition $\xi_t \in D_t(\omega)$ can be written as

$$
[y(t) - y(0)]/t \in [G(u + tw) - x]/t,
$$
or equivalently as $y(t) \in G(v(t))$. Therefore $\xi \in D^-(\omega)$, and our goal has been achieved.

A condition under which proto-differentiability conversely implies the stronger property of semi-differentiability will be presented in Theorem 4.3. Our attention at the moment turns instead toward the characteristics of semi-differentiability itself. We aim at identifying the domain in which this type of generalization might be viable. A notion of continuity will be used.

Definition 3.3. A multifunction $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^q$ is continuous at $u$ if

$$
\lim_{u' \to u} G(u') = G(u).
$$

It is locally bounded at $u$ if there exist $\rho > 0$ and $\delta > 0$ such that

$$
G(u') \subset \rho B \text{ for all } u' \text{ satisfying } |u' - u| \leq \delta.
$$

This concept of continuity reduces to the ordinary one in the case where $G$ happens to be single-valued, i.e. a function rather than merely a multifunction. One must be cautious about its interpretation, however, in the multivalued case. The following example, where $u$ is just a real variable, points out the pitfall:

$$
G(u) = \begin{cases} 
\{0, 1/u\} & \text{when } u \neq 0, \\
\{0\} & \text{when } u = 0.
\end{cases}
$$
In this instance \( G \) is continuous at \( u = 0 \) and has \( G(0) = \{0\} \). As a matter of fact, \( G \) is proto-differentiable at \( u = 0 \) relative to \( z = 0 \) and has \( G'_u,0 \equiv 0 \). But \( G \) is not even locally bounded at \( u = 0 \). The discrepancy comes, of course, from the fact that set convergence only makes demands relative to an arbitrarily large bounded region at any one time. In the example one does have the property that for every \( \rho > 0 \) and \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that
\[
G(u) \cap \rho B \subset G(0) + \varepsilon B \quad \text{and} \quad G(0) \cap \rho B \subset G(u) + \varepsilon B
\]
when \( |u| \leq \delta \). (Here \( B = [-1,1] \).)

**Theorem 3.4.** If the multifunction \( G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n \) is semi-differentiable at \( u \) relative to \( x \), then \( G'_u,z \) is continuous everywhere on \( \mathbb{R}^d \) with \( \text{dom} G'_u,z = \mathbb{R}^d \). Furthermore \( u \in \text{int dom} G \) and

\[
(3.5) \quad z \in \liminf_{u' \to z} G(u').
\]

**Proof.** Fix any \( \omega \in \mathbb{R}^d \). Let \( D = G'_u,z \). Property (3.1) in the definition of semi-differentiability requires that for every \( \rho > 0 \) and \( \varepsilon > 0 \) there exist \( \delta > 0 \) and \( \tau > 0 \) such that
\[
D_t(\omega') \cap \rho B \subset D(\omega) + \varepsilon B \quad \text{and} \quad D(\omega) \cap \rho B \subset D_t(\omega') + \varepsilon B
\]
when \( |\omega' - \omega| < \delta \) and \( t \in (0,\tau) \). It follows then, as seen through consideration of what happens as \( t \downarrow 0 \) with \( \omega' \) fixed, that for every \( \rho > 0 \) and \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that
\[
D(\omega') \cap \rho B \subset D(\omega) - \varepsilon B \quad \text{and} \quad D(\omega) \cap \rho B \subset D(\omega') + \varepsilon B
\]
when \( |\omega' - \omega| < \delta \). This means that \( D \) is continuous at \( \omega \). Applying the second inequality in (3.7) to the case where \( \omega = 0 \), we deduce that \( D(\omega') \neq \emptyset \) for all \( \omega' \) satisfying \( |\omega'| < \delta \). (Recall here that \( 0 \in D(0) \), so \( D(0) \cap \rho B \neq \emptyset \).) The positive homogeneity of \( D = G'_u,z \) in (2.23) then gives us \( D(\omega') \neq \emptyset \) for all \( \omega' \). Thus \( \text{dom} D = \mathbb{R}^d \). The second inclusion in (3.6) when applied to \( \omega = 0 \) tells us in like manner that for any \( \varepsilon > 0 \) there exist \( \delta > 0 \) and \( \tau > 0 \) such that
\[
0 \in D_t(\omega') + \varepsilon B \quad \text{when} \quad |\omega'| < \delta \quad \text{and} \quad t \in (0,\tau).
\]
We can write this equivalenty as
\[
G(u + t\omega') \cap (x + \varepsilon B) \neq \emptyset \quad \text{when} \quad |\omega'| < \delta \quad \text{and} \quad t \in (0,\tau).
\]
Therefore \( u \) is an interior point of \( \text{dom} \ G \) and (3.5) is correct.

The conclusions of Theorem 3.4 may be interpreted negatively as well as positively. They say that the concept of semi-differentiability, despite its natural appeal, is not suitable for the treatment for a multifunction \( G \) at a boundary point of the effective domain of \( G \). Inasmuch as boundary points do play a crucial role in the case of some of the important multifunctions associated with problems of optimization, this observation provides motivation for why the more general concept of proto-differentiability is definitely needed.

Theorem 3.4 informs us likewise that semi-differentiability is inadequate for handling pairs \((u, z) \in \text{gph} \ G\) for which (3.5) fails. However, in cases such as \( G = \partial f \), where \( f \) is a closed proper convex function, (3.5) fails for every \( z \in G(u) \) unless \( G(u) \) happens to be a singleton! (See [15, Thm. 24.6].)

True differentiability is a special type of semi-differentiability by Definition 3.1. Therefore, according to Theorem 3.2, it falls within the larger realm of proto-differentiability. When \( G \) is actually a function, one can sensibly inquire further about the circumstances in which proto-differentiability will be the same as differentiability. An immediate conjecture is that this holds whenever the proto-derivative is a linear transformation. The conjecture is false, however.

The kind of situation to be wary of is demonstrated by an example closely related to the one in (3.4). Let \( u \) be a real variable and define

\[
G(u) = \begin{cases} 
1/u & \text{if } u \text{ is irrational,} \\
0 & \text{if } u \text{ is rational.}
\end{cases}
\]

There is no multivaluedness here, and \( G \) is not even continuous at \( u = 0 \), much less differentiable there. Nonetheless \( G \) is proto-differentiable at \( u = 0 \) relative to \( x = 0 = G(0) \), and the proto-derivative \( G'_{0,0} \) is linear (the constant 0).

When discontinuities such as seen in this example are excluded, everything does fall into place, however.

**Theorem 3.5.** Suppose \( G : \mathbb{R}^d \rightarrow \mathbb{R}^n \) is actually a function (single-valued). Then \( G \) is differentiable at \( u \) if and only if \( G \) is continuous at \( u \) and at the same time proto-differentiable at \( u \) relative to \( x = G(u) \), with \( G'_{x,z} \) linear.

The proof of Theorem 3.5 is postponed until §4, just after the proof of Theorem 4.1, because it will then be much easier to carry out.

A comment at this stage may head off some possible confusion in the treatment of the special case of a function \( g : \mathbb{R}^d \rightarrow \mathbb{R} \). One could consider such a function as a multifunction that happens to be single-valued: in present notation with

\[
(3.9) \quad G(u) = \{g(u)\}.
\]
But one could also handle it in terms of

\[(3.10) \quad G(u) = \{ x \in \mathbb{R} \mid x \geq g(u) \} \quad \text{(epigraphical framework)}\]

or instead

\[(3.11) \quad G(u) = \{ x \in \mathbb{R} \mid x \leq g(u) \} \quad \text{(hypographical framework)}\]

All three choices lead to useful concepts of generalized differentiation. In the case of (3.10), for instance, one can speak of epigraphical proto-derivatives in order to keep matters straight. An important advantage of (3.10) and (3.11) is that they are not limited to real-valued functions. They furnish viable approaches even when \( g \) can take on \( \pm \infty \) as values, as often turns out to be convenient in optimization theory. There is a natural tie-in with first-order (epigraphical) epi-differentiation of extended-real-valued functions as developed in Rockafellar [10], but we shall not look at this further here.


The proto-derivative multifunction \( G'_{u,z} \), when it exists, is always positively homogeneous in the sense of (2.23). One can therefore define its (outer) norm by

\[(4.1) \quad |G'_{u,z}| := \min\{\mu \in [0, \infty) \mid \xi \in G'_{u,z}(\omega) \Rightarrow |\xi| \leq \mu|\omega|\},\]

with the convention that \( |G'_{u,z}| = \infty \) if no such \( \mu \in [0, \infty) \) exists. The first result in this section is a characterization of the case where \( |G'_{u,z}| < \infty \) in terms of a kind of pointwise Lipschitz growth property holding for \( G \) at \( u \) relative to \( z \). The property in question will be used subsequently in the verification of Theorem 3.5.

**Theorem 4.1.** Suppose \( G : \mathbb{R}^d \rightarrow \mathbb{R}^n \) is proto-differentiable at \( u \) relative to \( z \). Then the following conditions are equivalent:

(a) \( |G'_{u,z}| < \infty \);
(b) the cone \( G'_{u,z}(0) \) consists only of 0;
(c) there exist \( \mu > 0 \), \( \rho > 0 \) and \( \tau > 0 \) such that

\[(4.2) \quad G(u + t\omega) \cap (z + \rho B) \subset z + t\mu|\omega|B \quad \text{for all} \ \omega \in B, \ t \in (0, \tau). \]

If these properties are present, \( z \) must be an isolated point of \( G(u) \). Moreover \( |G'_{u,z}| \) is then the infimum of the values \( \mu \) for which (c) holds.

**Proof.** We begin with condition (c) and observe by taking \( \omega = 0 \) in (4.2) that it implies \( G(u) \cap (z + \rho B) = \{z\} \). Then \( z \) is an isolated point of \( G(u) \). If we write (4.2) next in the equivalent form

\[(4.3) \quad D_t(\omega) \cap (\rho/t)B \subset \mu|\omega|B \quad \text{for all} \ \omega \in B, \ t \in (0, \tau). \]
where $D_t$ is as before the difference quotient multifunction in (2.12), we see that

$$G'_{u,x}(\omega) \subset \mu|\omega|B \text{ for all } \omega \in B.$$  

This follows from the formula

$$G'_{u,x}(\omega) = \limsup_{\omega' \rightarrow \omega} D_t(\omega')$$  

in (2.19). We deduce from (4.4) and the positive homogeneity of $G'_{u,x}$ in (2.23) that $|G'_{u,x}| \leq \mu$. In particular, (a) holds.

We assume next that (a) holds and that $\mu$ is a number satisfying

$$|G'_{u,x}| < \mu < \infty.$$  

We need to show that (c) holds, i.e. that (4.3) is valid for $\mu = \mu$ and some choice of $\rho > 0$ and $\tau > 0$. This will also establish that $|G'_{u,x}|$ is the infimum of the values for which (c) holds.

In the contrary case, where (4.6) is satisfied and yet (4.3) fails to hold for any choice of $\rho > 0$ or $\tau > 0$, we can take arbitrary sequences $\rho' \downarrow 0$ and $\tau' \downarrow 0$ and somehow select $\omega' \in B$, $\tau' \in (0, \tau')$, and

$$\xi' \in D_{\tau'}(\omega') \cap (\rho' / \tau') \text{ with } \xi' \notin [\mu|\omega'|B].$$  

Then $\xi' \neq 0$. If we set

$$\overline{\xi}' = \xi' / |\xi'|, \quad \overline{\omega}' = \omega' / |\xi'|, \quad \overline{\tau}' = \tau' / |\xi'|,$$

so that $\tau' \xi' = \overline{\tau}' \overline{\xi}'$, $\tau' \omega' = \overline{\tau}' \overline{\omega}'$, we get

$$\overline{\xi}' \in D_{\overline{\tau}'}(\overline{\omega}') \text{ with } \overline{\xi}' \notin [\mu|\overline{\omega}'|B],$$

where $|\overline{\xi}'| = 1$ and $\overline{\tau}' \leq \rho'$. Then $\overline{\tau}' \rightarrow 0$ and $|\overline{\omega}'| < |\overline{\xi}'| / \mu = 1 / \mu$. Passing to subsequences if necessary we can suppose that $\overline{\xi}'$ converges to some $\overline{\xi}$ and $\overline{\omega}'$ to some $\overline{\omega}$. Then $\overline{\xi} \in G'_{u,x}(\overline{\omega})$ by (4.5), and yet $|\overline{\xi}| = 1$, $|\overline{\omega}| \leq 1 / \mu$, so that $\overline{\mu|\overline{\omega}|} \leq |\overline{\xi}| \neq 0$. This contradicts the strict inequality in (4.6): there could not be a number $\mu \in (0, \mu)$ for which

$$|\xi| \leq \mu|\omega| \text{ whenever } \xi \in G'_{u,x}(\omega).$$
So far we have verified the equivalence between (a) and (c) as well as the corresponding assertions about \( r \) and \(|G'_{u,z}|\). To finish the proof of Theorem 4.1 it will suffice to demonstrate the equivalence between (a) and (b). The implication from (a) to (b) is quite trivial: under (4.7), the set \( G'_{u,z}(0) \) cannot contain any \( \xi \neq 0 \). The implication from (b) to (a) is not much harder. If (a) is untrue, we can take any sequence \( \mu' \to \infty \) and select vectors \( \omega' \in \text{dom} \ G'_{u,z} \) and \( \xi' \in G'_{u,z}(\omega') \) such that \(|\xi'| > \mu' |\omega'| \). By setting \( \xi'' = \xi'/|\xi'| \) and \( \omega'' = \omega'/|\xi'| \), we can transform this (in view of (2.23)) into 

\[
\tilde{\xi}'' \in G'_{u,z}(\omega'') \quad \text{with} \quad |\tilde{\xi}''| = 1 \quad \text{and} \quad |\tilde{\omega}''| < 1/\mu'' \to 0.
\]

Passing to subsequences if necessary, we can obtain \( \tilde{\xi}'' \to \tilde{\xi} \) and \( \tilde{\omega}'' \to 0 \). Then \( \tilde{\xi} \in G'_{u,z}(0) \) by the closed graph property in Proposition 2.4, but \( |\tilde{\xi}| = 1 \), so \( \tilde{\xi} \neq 0 \). This contradicts (b).

**Proof of Theorem 3.5.** If \( G \), which is now just a function, is differentiable at \( u \), then from Definition 3.1 it is in particular semi-differentiable and we may conclude using Theorem 3.2 that \( G \) is proto-differentiable with \( G'_{u,z} \) linear. The continuity of \( G \) at \( u \) follows then from property (3.5) in Theorem 3.4: of course this is also known classically.

Assume next, on the other hand, that \( G \) is continuous at \( u \) and proto-differentiable relative to \( z = G(u) \) with \( G'_{u,z} \) linear. Then for \( D = G'_{u,z} \) we have \( |D| < \infty \), so the properties in Theorem 4.1 hold. In particular there exist \( \rho_0 > 0 \) and \( \tau_0 > 0 \) such that 

\[
G(u + t\omega) \in z + t(1 + |D|)|\omega|B \quad \text{for all} \quad \omega \in B \quad \text{and} \quad t \in (0, \tau_0) \quad \text{such that} \quad G(u + t\omega) \in \rho_0 B.
\]

Since \( G(u') \to G(u) = z \) as \( u' \to u \), we can replace \( \tau_0 \) by a smaller value if necessary and write this as 

\[
D_t(\omega) \in (1 + |D||\omega|B \quad \text{for all} \quad \omega \in B \quad \text{and} \quad t \in (0, \tau_0).
\]

Let \( \rho = (1 + |D|) \). Then in particular 

\[
D_t(\omega) \in \rho B \quad \text{for all} \quad \omega \in B \quad \text{and} \quad t \in (0, \tau_0).
\]

Because of proto-differentiability, we can obtain from Proposition 2.5 for any \( \varepsilon > 0 \) a \( \tau > 0 \) such that 

\[
D_t(\omega) \in D(\omega + \varepsilon B) + \varepsilon B \quad \text{for all} \quad \omega \in B \quad \text{and} \quad t \in (0, \tau).
\]

But 

\[
D(\omega + \varepsilon B) + \varepsilon B \subset D(\omega) + (|D| + \varepsilon) B = D(\omega) + \varepsilon \rho B.
\]
Thus we are able to find for any $\varepsilon > 0$ a $\tau > 0$ such that

$$|D_t(\omega) - D(\omega)| \leq \varepsilon \rho$$

for all $\omega \in B$, $t \in (0, \tau)$.

This means that $G$ is differentiable at $u$ with derivative $D$.

A sufficient condition for proto-differentiability to imply semi-differentiability will be developed next in terms of a generalized Lipschitz property that was first introduced by Aubin [2].

**Definition 4.2.** A multifunction $G : \mathbb{R}^d \rightarrow \mathbb{R}^n$ with closed graph is said to be pseudo-Lipschitzian at $u$ relative to $z \in G(u)$ if there exist $\varepsilon > 0$, $\delta > 0$ and $\mu > 0$ such that

$$G(u') \cap [z + \varepsilon B] \subset G(u'') + \mu|u' - u''|B$$

for all $u', u'' \in [u + \delta B]$.

Sufficient conditions for $G$ to be pseudo-Lipschitzian in this sense have been provided in many forms in Rockafellar [16] through the apparatus of subdifferential calculus.

**Theorem 4.3.** Suppose $G : \mathbb{R}^d \rightarrow \mathbb{R}^n$ has closed graph and is pseudo-Lipschitzian at $u$ relative to $z$, where $z \in G(u)$. Then $G$ is proto-differentiable at $u$ relative to $z$ if and only if the limit

$$D(\omega) = \lim_{t \to 0} D_t(\omega) = \lim_{t \to 0} [G(u + t\omega) - z]/t$$

exists for every $\omega$, in which event the multifunction $D$ that is defined in this manner is $G'_{u,z}$. Then, moreover, $G$ turns out to be semi-differentiable at $u$ relative to $z$, and $G'_{u,z}$ is itself globally Lipschitzian in the sense that

$$G'_{u,z}(\omega') \subset G'_{u,z}(\omega'') + \mu|\omega' - \omega''|B$$

for all $\omega', \omega'' \in \mathbb{R}^d$.

where $\mu$ is the modulus of pseudo-Lipschitz continuity for $G$ in Definition 4.2.

**Proof.** Let $\varepsilon, \delta$ and $\mu$ be as in Definition 4.2. For $t > 0$ we have

$$G(u + t\omega') \cap [z + \varepsilon B] \subset G(u + t\omega'') + \mu|\omega'' - \omega'|B$$

as long as $u + t\omega'$ and $u + t\omega''$ both lie in the ball $u + \delta B$. In other words,

$$D_t(\omega') \cap (\varepsilon/t)B \subset D_t(\omega'') + \mu|\omega'' - \omega'|B$$

when $\omega', \omega'' \in (\delta/t)B$. 


Suppose $G$ is proto-differentiable at $u$ relative to $z$. For any $\rho > 0$ and $\varepsilon' > 0$ there exists by Proposition 2.5 a $\tau > 0$ such that for $\delta = 2\rho(1 + \mu)$ one has

(4.12) \[ D_t(\omega) \cap \delta B \subset G'_{u,z}(\omega + \varepsilon B) + \varepsilon B \text{ for } \omega \in \delta B, \ t \in (0, \tau), \]

(4.13) \[ G'_{u,z}(\omega) \cap \delta B \subset D_t(\omega + \varepsilon B) + \varepsilon B \text{ for } \omega \in \delta B, \ t \in (0, \tau). \]

Require $\varepsilon' < \rho$, so that $\rho + \varepsilon' < \delta$ in particular. Take $\tau' \in (0, \tau)$ such that $\varepsilon / t \geq \delta$ and $\delta / t \geq \delta$ when $t \in (0, \tau')$. Then for $\omega', \omega'' \in \rho B$ and $t \in (0, \tau')$ one has by (4.13) that

\[ G'_{u,z}(\omega') \cap \rho B \subset \left[ D_t(\omega' + \varepsilon B) + \varepsilon B \right] \cap \rho B \]
\[ \subset \left[ D_t(\omega' + \varepsilon B) \cap (\rho + \varepsilon')B \right] + \varepsilon B. \]

But also for $\omega', \omega'' \in \rho B$ and $t \in (0, \tau')$ one has by (4.11) that

\[ D_t(\omega' + \varepsilon \zeta) \cap (\rho + \varepsilon')B \subset D_t(\omega'' + \varepsilon \zeta) + \mu |\omega'' - \omega'| B \text{ for all } \zeta \in B, \]

because $\omega' + \varepsilon \zeta$ and $\omega'' + \varepsilon \zeta$ belong to $(\rho + \varepsilon')B$, and

\[ (\rho + \varepsilon')B \subset \rho B \subset (\varepsilon / t)B \cap (\delta / t)B. \]

Thus for $\omega', \omega'' \in \rho B$ and $t \in (0, \tau')$ one has

\[ D_t(\omega' + \varepsilon B) \cap (\rho + \varepsilon')B \subset D_t(\omega'' + \varepsilon B) + \mu |\omega'' - \omega'| B \]

and therefore

\[ G'_{u,z}(\omega') \cap \rho B \subset \left[ D_t(\omega'' + \varepsilon B) + (\mu |\omega'' - \omega'| + \varepsilon')B \right] \cap \rho B \]
\[ \subset \left[ D_t(\omega'' + \varepsilon B) \cap (\rho + \mu |\omega'' - \omega'| + \varepsilon')B \right] + (\mu |\omega'' - \omega'| + \varepsilon')B. \]

Here $\rho - \mu |\omega'' - \omega'| \leq \rho + \mu (2\rho) + \rho = \delta$ by the definition of $\delta$, so that

\[ D_t(\omega'' + \varepsilon B) \cap (\rho + \mu |\omega'' - \omega'| + \varepsilon')B \]
\[ \subset \bigcup_{\omega \in \omega'' + \varepsilon B} D_t(\omega) \cap \delta B \subset \bigcup_{\omega \in \omega'' + \varepsilon B} \left[ G'_{u,z}(\omega + \varepsilon B) + \varepsilon B \right] \]

by (4.12). It follows that for $\omega', \omega'' \in \rho B$ one has

\[ G'_{u,z}(\omega') \cap \rho B \subset G'_{u,z}(\omega'' + 2\varepsilon B) + 2\varepsilon B + \mu |\omega'' - \omega'| B. \]
We have demonstrated this for arbitrary $\rho > 0$ and $\varepsilon' \in (0, \rho)$, and we so may conclude (because $G'_{u,x}$ has closed graph according to Proposition 2.4) that $G'_{u,x}$ is globally Lipschitzian with modulus $\mu$ in the sense of (4.10).

Using this fact we argue by (4.12) that when $\omega' \in \rho B$, $\tau \in (0, \tau')$, one has by (4.10)

$$D_t(\omega') \cap \rho B \subset G'_{u,x}(\omega') + \mu \varepsilon' B + \varepsilon' B$$

and consequently also by (4.10) for arbitrary $\omega \in \mathbb{R}^d$ that

$$D_t(\omega') \cap \rho B \subset G'_{u,x}(\omega) + (\mu \varepsilon' + \varepsilon' + \mu |\omega' - \omega|)B$$

for all $\omega' \in \rho B$, $t \in (0, \tau')$.

By (4.13), on the other hand, one has (since $\rho < \rho - \varepsilon'$) that

$$G'_{u,x}(\omega) \cap \rho B \subset [D_t(\omega' + \varepsilon' B) + \varepsilon' B] \cap \rho B$$

$$\subset [D_t(\omega') \cap (\rho + \varepsilon')B] + \varepsilon' B$$

$$\subset [D_t(\omega' + |\omega' - \omega|B) \cap \rho B] + \varepsilon' B$$

when $|\omega| \leq \rho$, $t \in (0, \tau)$.

Here $\rho B \subset (\varepsilon/t)B$ when actually $t \in (0, \tau')$, and in that case by (4.11) one has

$$D_t(\omega' + |\omega' - \omega|B) \cap \rho B \subset D_t(\omega') + \mu|\omega' - \omega|B$$

when $|\omega'| + \varepsilon' + |\omega' - \omega| \leq \delta/t$.

Choose $\tau'' \in (0, \tau')$ small enough that

$$|\omega'| + \varepsilon + |\omega' - \omega| \leq \delta/t$$

when $|\omega| \leq \rho$, $|\omega'| \leq \rho$. $t \in (0, \tau'')$.

We then obtain from the combination of (4.15) and (4.16) the result that as long as $|\omega| \leq \rho$, one has

$$G'_{u,x}(\omega) \cap \rho B \subset D_t(\omega') + (\mu \varepsilon' + \varepsilon' + |\omega' - \omega|B)$$

for all $\omega' \in \rho B$, $t \in (0, \tau'')$.

In summary, for any fixed $\omega$ we can take arbitrary $\rho \geq |\omega|$ and $\varepsilon' \in (0, \rho)$ and then have both (4.14) and (4.17) holding over sufficiently small intervals $(0, \tau')$ and $(0, \tau'')$. This means that

$$\lim_{\omega' \to \omega} D_t(\omega') = G'_{u,x}(\omega)$$

for all $\omega$. 

In other words \( G \) is semi-differentiable at \( u \) relative to \( x \), as claimed. In particular the limit multifunction \( D \) in (4.9) does exist and equals \( \mathcal{G}'_{u,x} \).

For the final part of the proof of Theorem 4.3, we start merely from the assumption that the limits (4.9) exist and demonstrate that this implies proto-differentiability. We rely this time on the characterization of proto-differentiability in Proposition 2.3, as well as on property (4.11), which represents in this context our hypothesis of pseudo-Lipschitz continuity. Let \( D^+(\omega) \) denote, as earlier in this paper, the set defined by the right side of (2.19). Let \( D^-(\omega) \) be the corresponding set on the right side of (2.20). Our task is to verify that \( D^+(\omega) \subseteq D(\omega) \subseteq D^-(\omega) \) when \( D(\omega) \) is defined by (4.9).

The inclusion \( D^+(\omega) \subseteq D(\omega) \) can be seen from the expression

\[
D^+(\omega) = \lim_{t \to 0} \inf_{\omega' \in \omega} D_t(\omega')
\]

together with (4.11) as an estimate for \( D_t(\omega') \) in terms of \( D_t(\omega) \). For the inclusion \( D(\omega) \subseteq D^-(\omega) \), we consider an arbitrary pair \((\omega, \xi)\) with \( \xi \in D(\omega) \). Because

\[
D(\omega) = \lim_{t \to 0} D_t(\omega)
\]

in particular, there is an interval \([0, \tau)\) such that for each \( t \in (0, \tau) \) we can choose \( \xi_t \in D_t(\omega) \) and do so in such a way that \( \xi_t \to \xi \) as \( t \downarrow 0 \). The arcs \( v(t) = u + t\omega \) and \( y(t) = x + t\xi_t \) over \([0, \tau)\) then meet the requirement on the right side of (3.20) and establish for us that \( \xi \in D^-(\omega) \). This was the last thing to prove.

An auxiliary result which is complementary to Theorem 4.3 will be obtained next. It merely assumes a Lipschitz property for \( \mathcal{G}'_{u,x} \).

**Theorem 4.4.** Let \( G : \mathbb{R}^d \to \mathbb{R}^n \) be proto-differentiable at \( u \) relative to \( x \), where \( x \in G(u) \). If the multifunction \( \mathcal{G}'_{u,x} \) is pseudo-Lipschitz at 0 relative to the point \( 0 \in \mathcal{G}'_{u,x}(0) \), then it actually has the global Lipschitzian property in (4.10) for some \( \mu > 0 \). In this case there exists for every \( \rho > 0 \) and \( \epsilon > 0 \) a \( \tau > 0 \) such that

\[
G(u + t\omega) \cap [x + t\rho B] \subseteq x + t\mathcal{G}'_{u,x}(\omega) + t\epsilon B \quad \text{for all } \omega \in \rho B, \ t \in (0, \tau).
\]

If in addition \( \mathcal{G}'_{u,x}(0) = \{0\} \), this conclusion holds in a stronger form: for some \( \rho > 0 \), one can find for every \( \rho > 0 \) and \( \epsilon > 0 \) a \( \tau > 0 \) such that

\[
G(u + t\omega) \cap [x + \rho B] \subseteq x + t\mathcal{G}'_{u,x}(\omega) + t\epsilon B \quad \text{for all } \omega \in \rho B, \ t \in (0, \tau).
\]
Proof. The pseudo-Lipschitzian property for $G_{u,x}$ at $0$ relative to $0$ means the existence of $\mu > 0$ such that for some $\varepsilon > 0$ and $\delta > 0$ one has

$$G_{u,x}(\omega') \cap \varepsilon B \subset G_{u,x}(\omega'') + \mu|\omega' - \omega''|B$$

when $\omega', \omega'' \in \delta B$.

When this holds, it can be applied for arbitrary $\omega', \omega'' \in \mathbb{R}^n$ and $\rho \geq \max\{|\omega'|, |\omega''|\}$ to the vectors

$$\overline{\omega}' = \left(\delta / \rho\right)\omega' \quad \text{and} \quad \overline{\omega}'' = \left(\delta / \rho\right)\omega''.$$

These are in $\delta B$ and therefore give

$$G_{u,x}(\overline{\omega}') \cap \varepsilon B \subset G_{u,x}(\overline{\omega}'') + \mu|\overline{\omega}' - \overline{\omega}''|B,$$

which because of the positive homogeneity of $G_{u,x}$ in (2.23) is equivalent to

$$G_{u,x}(\omega') \cap (\rho \varepsilon / \delta)B \subset G_{u,x}(\omega'') + \mu|\omega' - \omega''|B.$$

Inasmuch as this holds for arbitrary $\rho \geq \max\{|\omega'|, |\omega''|\}$, the global Lipschitz property in (4.10) is valid for $G_{u,x}$.

Continuing now from property (4.10) for $D = G_{u,x}$, we invoke the proto-differentiability of $G$ at $u$ relative to $x$ and draw from Proposition 2.5 the conclusion that for arbitrary $\rho > 0$ and $\varepsilon' > 0$ we can find $\varepsilon > 0$ with

$$D_t(\omega) \cap \rho B \subset D(\omega + \varepsilon' B) + \varepsilon B \quad \text{for all } \omega \in \rho B, \ t \in (0, \tau),$$

where

$$D(\omega + \varepsilon' B) + \varepsilon' B \subset D(\omega) + (\mu \varepsilon' + \varepsilon')B.$$

Starting with an arbitrary $\varepsilon > 0$ and choosing $\varepsilon' \leq \varepsilon / (1 + \mu)$, we obtain in this way the inclusion

(4.20) $$D_t(\omega) \cap \rho B \subset D(\omega) + \varepsilon B \quad \text{for all } \omega \in \rho B, \ t \in (0, \tau),$$

which is equivalent to (4.18).

When $G_{u,x}(0) = \{0\}$ we can make use of condition (c) in Theorem 4.1: there exist $\overline{\rho} > 0$, $\overline{\mu} > 0$ and $\overline{\tau} > 0$, such that

(4.21) $$G(u + t\omega) \cap [x + \overline{\rho} B] \subset x + t\overline{\mu}|\omega|B \quad \text{for all } \omega \in B, \ t \in (0, \overline{\tau}).$$
Again we consider arbitrary $p > 0$ and $\varepsilon > 0$. With the change of variables $t' = \rho t$, $\omega' = \omega / \rho$ we can write (4.21) instead as

\begin{equation}
(4.22) \quad G(u + t'\omega') \cap [x + \bar{p}B] \subset x + t'\bar{p}||\omega'||B \quad \text{for all} \quad \omega' \in \rho B, \quad t' \in (0, \rho \bar{r}).
\end{equation}

This being true, we can just as well convert notation from $t'$ and $\omega'$ back to $t$ and $\omega$ and express (4.22) in terms of $D_t$ as

\begin{equation}
(4.23) \quad D_t(\omega) \cap (\bar{p}/t)B \subset \bar{p}|\omega|B \quad \text{for all} \quad \omega \in \rho B, \quad t \in (0, \rho \bar{r}).
\end{equation}

Taking $\rho' = (1 + \bar{p})\rho$ we call forth the property of $G$ that has already been established in our proof, specifically that for this value $\rho'$ and the given $\varepsilon$ the corresponding version of (4.18) holds, or more conveniently for the moment, the equivalent statement in (4.20): there exists $r' > 0$ such that

\begin{equation}
(4.24) \quad D_t(\omega) \cap \rho'B \subset D(\omega) + \varepsilon B \quad \text{for all} \quad \omega \in \rho'B, \quad t \in (0, r').
\end{equation}

Since $|\omega| \leq \bar{p}\rho < \rho'$ when $\omega \in \rho B$ by the choice of $\rho$, we have from (4.23) the estimate

\[ D_t(\omega) \cap (\bar{p}/t)B \subset D_t(\omega) \cap \bar{p}|\omega|B \subset D_t(\omega) \cap \rho'B \]

\[ \quad \text{for all} \quad \omega \in \rho B, \quad t \in (0, \rho \bar{r}), \]

Applying (4.24) and remembering that $\rho < \rho'$, we get for $r_1 = \min(r', \rho \bar{r})$ that

\[ D_t(\omega) \cap (\bar{p}/t)B \subset D(\omega) + \varepsilon B \quad \text{for all} \quad \omega \in \rho B, \quad t \in (0, r_1). \]

But this is exactly the assertion of (4.19), except for the notation $r_1$ in place of $r$. □
5. Applications in Optimization.

The proto-differentiability of a number of multifunctions that are of central importance in the theory of optimization will be proved in this section. We do not try to cover the territory with thoroughness, but content ourselves for the purposes of this paper with presenting cases that demonstrate the depth and variety of the applications without getting us into further technical developments.

Three elementary results will help in verifying proto-differentiability.

Proposition 5.1. A multifunction $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ is proto-differentiable at $u$ relative to the element $z \in G(u)$ if and only if its inverse $G^{-1}$ is proto-differentiable at $x$ relative to the element $u \in G^{-1}(x)$, in which case $(G'_u, x)^{-1} = (G^{-1}_x, u)'$. The same holds for strict proto-differentiability.

Proof. This is obvious because proto-differentiability is a property of the graph of a multifunction, cf. Proposition 2.2. □

Proposition 5.2. Suppose $G = G + g$, where $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ is proto-differentiable at $u$ relative to the element $x \in G(u)$ and $g : \mathbb{R}^d \to \mathbb{R}^n$ is a function (single-valued) that is differentiable at $u$. Then $G$ is proto-differentiable at $u$ relative to the element $z = x + g(u) \in G(u)$ with $G'_u, x = G'_x, x + g'_u$.

Proof. The characterization of proto-differentiability in Proposition 3.3 serves quickly to verify this. □

Proposition 5.3. Suppose that $G : \mathbb{R}^d \rightrightarrows \mathbb{R}^n$ is both proto-differentiable and pseudo-Lipschitzian at $u$ relative to the element $z \in G(u)$. Write $\mathbb{R}^d = \mathbb{R}^d_1 \times \mathbb{R}^d_2$ and accordingly $u = (u_1, u_2)$, and let $G_1 : \mathbb{R}^d_1 \rightrightarrows \mathbb{R}^n$ be the multifunction defined by $G_1(\cdot) = G(\cdot, u_2)$. Then $G_1$ is both proto-differentiable and pseudo-Lipschitzian at $u_1$ relative to $x$.

Proof. The combination of pseudo-Lipschitzian plus proto-differentiable is equivalent by Theorems 3.2 and 4.3 to pseudo-Lipschitzian plus the special property that

$$\lim_{t \to 0} \frac{|G(u + t\omega) - z|}{t}$$

exists for all $\omega$.

This second combination is obviously preserved when forming $G_1$ as a restriction of $G$. □

In the remainder of this section we use the notion that $N_C(z)$ and $T_C(z)$ denote for a convex set $C$ the normal cone and tangent cone to $C$ at $z$ in the sense of convex analysis. We also denote by $\nabla F(z)$ for a differentiable mapping $F : \mathbb{R}^r \to \mathbb{R}^m$ the $m \times r$ Jacobian matrix at $z$. 
Theorem 5.4. Let $G: \mathbb{R}^d \rightarrow \mathbb{R}^n$ have the form

$$G(u) = \{ z \in D \mid F(u, z) \in C \},$$

where $F: \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a mapping (single-valued) of class $C'$ and the sets $C \subset \mathbb{R}^m$ and $D \subset \mathbb{R}^n$ are closed and convex. Suppose for a particular $u$ and element $z \in G(u)$ that the following constraint qualification holds:

$$(5.2) \quad \text{The only vector } y \in N_C(F(u, z)) \text{ satisfying } -x \in N_D(x) \text{ is } y = 0.$$  

Then $G$ is both proto-differentiable and pseudo-Lipschitzian at $u$ relative to $z$, in fact semi-differentiable there. The proto-derivative is given by

$$(5.3) \quad G'_{u, z}(\omega) = \{ \xi \in T_D(x) \mid \nabla_y F(u, z) \omega + \nabla_z F(u, z) \xi \in T_C(F(x, u)) \}. $$

Proof. Our strategy will be to use an alternative representation of $G$. Temporarily consider $u$ and $z$ again as variables rather than fixed, and let

$$(5.4) \quad H(u, z) = \{ (u, z) \in \mathbb{R}^d \times D \mid F(u, z) - z \in C \}$$

and

$$(5.5) \quad A(u) = H(u, 0) + h(u) \text{ where } h(u) = (-u, 0).$$

Then $A$ is virtually another copy of $G$: one has

$$(5.6) \quad A(u) = \{ (0, x) \in \mathbb{R}^d \times \mathbb{R}^n \mid x \in G(u) \}$$

and also

$$(5.7) \quad A'_{u, (0, x)}(\omega) = \{ (0, \xi) \mid \xi \in G'_{u, z}(\omega) \}$$

if such proto-derivatives exist. It will suffice therefore to prove that, under our hypotheses, $A$ is proto-differentiable and pseudo-Lipschitzian at $u$ relative to $(0, x)$ with

$$(5.7) \quad A'_{u, (0, x)}(\omega) = \{ (0, \xi) \in \mathbb{R}^d \times T_D(x) \mid \nabla_y F(u, x) \omega + \nabla_z F(u, x) \xi \in T_C(F(x, u)) \}.$$  

(Semi-differentiability then follows from Theorem 4.3.) In fact by Propositions 5.2 and 5.3 we can reduce this to showing that $H$ itself is proto-differentiable and pseudo-Lipschitzian at $(u, 0)$ relative to $(u, x)$, with

$$(5.8) \quad H'_{(u, 0), (v, x)}(\omega, \xi) = \{ (\omega, \xi) \in \mathbb{R}^d \times T_D(x) \mid \nabla_y F(u, x) \omega + \nabla_z F(u, x) \xi - \xi \in T_C(F(u, x)) \}.$$
Consider now the mapping

\[ \tilde{F}(v, x) = (v, F(v, x)) \in \mathbb{R}^d \times \mathbb{R}^m \text{ for } (v, x) \in \mathbb{R}^d \times \mathbb{R}^n \]

and translate (5.1) into

\[ H(u, z) = \{(u, x) \in \tilde{D} | \tilde{F}(v, x) - (u, z) \in \tilde{C}\}, \]

where

\[ \tilde{D} = \mathbb{R}^d \times D \text{ and } \tilde{C} = \{0\} \times C. \]

This gives us

\[ H^{-1} = \tilde{F} + S, \]

where \( S \) is the multifunction defined by

\[ S(v, x) = \begin{cases} -\tilde{C} & \text{if } (v, x) \in \tilde{D}, \\ \emptyset & \text{if } (v, x) \not\in \tilde{D}. \end{cases} \]

The sets \( \tilde{C} \) and \( \tilde{D} \) are obviously closed and convex, and so also is the set \( gph S = \tilde{D} \times (-\tilde{C}) \).

A convex set is tangentially regular everywhere (the Clarke tangent cone coinciding with the contingent cone, cf. [8]) and in particular therefore is approximable everywhere. Thus by Proposition 2.2, \( S \) is proto-differentiable everywhere. Furthermore \( \tilde{F} \) is a mapping which is differentiable everywhere. Proposition 5.2 tells us that \( H^{-1} \) is in this case proto-differentiable everywhere. Specifically, the proto-derivative of \( H^{-1} \) at \((u, z)\) relative to the element \((u, 0) \in H^{-1}(u, x)\) is

\[ \left( H^{-1}\right)'_{(u, z)}(\theta, \xi) = \nabla \tilde{F}(u, x)(\theta, \xi) + S'_{(u, x), (0, -w)}(\theta, \xi), \]

where \( w = F(u, x) \) and

\[ gph S'_{(u, x), (0, -w)} = T_{gph S}((u, x), (0, -w)) = T_{\tilde{D}}(u, x) \times T_{-\tilde{C}}(0, -w) = T_{\tilde{D}}(u, x) \times (-T_{\tilde{C}}(0, w)). \]

It follows then from Proposition 5.1 that \( H \) is proto-differentiable at \((u, 0)\) relative to the element \((u, x) \in H(u, 0)\) with

\[ H'_{(u, z)}(\theta, \xi) = \{(\theta, \xi) \in T_{\tilde{D}}(u, x) | \nabla \tilde{F}(u, x)(\theta, \xi) - (\xi, \zeta) \in T_{\tilde{C}}(\xi, w)\}. \]
We calculate now that

\begin{equation}
T_D(u, x) = \mathbb{R}^d \times T_D(x) \text{ and } T_C(0, w) = \{0\} \times T_C(F(u, x)).
\end{equation}

\begin{equation}
\nabla \hat{F}(u, x) = (I, \nabla F(u, x)).
\end{equation}

Formula (5.16) reduces therefore to (5.8).

At this stage we have taken care of the proto-differentiability properties of \( H \) but still have to establish the pseudo-Lipschitzian property. Let us rewrite the formula for \( H \) one more time, starting from (5.10), as

\begin{equation}
H(u, x) = \{(v, z) \mid \Phi(u, z, v, x) \in \tilde{C}, (v, z) \in \tilde{D}\},
\end{equation}

where

\begin{equation}
\Phi(u, z, v, x) = \hat{F}(v, x) - (u, x) = (v - u, F(v, x) - z).
\end{equation}

This representation fits the general pattern in the studies of pseudo-Lipschitz continuity in Rockafellar [16]. The sufficient condition given by [16, Theorem 3.2] for \( H \) to be pseudo-Lipschitzian at \((u, 0)\) relative to the element \((u, z)\) is the following constraint qualification: There should be no nonzero multiplier element \( \tilde{y} \) satisfying

\begin{equation}
\tilde{y} \in N_C(\Phi(u, 0, u, z)), -\tilde{y} \nabla_v \Phi(u, 0, u, z) \in N_D(u, x).
\end{equation}

All we have to do is translate this back into our original notation using (5.20), (5.21), and (5.11). Obviously

\[ \Phi(u, 0, u, z) = (0, F(u, x)), \]

\[ \nabla_{(v, z)} \Phi(u, 0, u, z) = \begin{bmatrix} I & 0 \\ \nabla_u F(u, x) & \nabla_x F(u, x) \end{bmatrix} \]

\[ N_{\tilde{D}}(u, x) = \{0\} \times N_D(x). \]

\[ N_{\tilde{C}}(\Phi(u, 0, u, z)) = \mathbb{R}^d \times N_C(F(u, x)). \]

A vector \( \tilde{y} \) satisfying (5.21) is a pair \((y', y)\) such that

\[ y' \in \mathbb{R}^d, y \in N_C(F(u, x)), y' - y \nabla_u F(u, x) = 0, -y \nabla_x F(u, x) \in N_D(x). \]
Assumption (5.2) clearly ensures that the only such pair is \((y', y_j) = (0, 0)\). This completes the proof.

Example 5.5. Here is the version of Theorem 5.4 that corresponds to the standard formulation of a system of smooth constraints dependent on a parameter vector \(u\). Let \(G(u)\) denote the set of all \(x \in \mathbb{R}^n\) satisfying

\[
\begin{align*}
 f_i(u, x) & \leq 0 & \text{for } i = 1, \ldots, s \\
 & = 0 & \text{for } i = s + 1, \ldots, m,
\end{align*}
\]

where \(f_i : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}\) is continuously differentiable for \(i = 1, \ldots, m\). This corresponds to the case of (5.1) where \(D = \mathbb{R}^n, C = \mathbb{R}_+^s \times \mathbb{R}_+^{m-s}\), and

\[
F(u, x) = (f_1(u, x), \ldots, f_m(u, x)).
\]

For a given \(u\), the vectors \(x\) for which condition (5.2) is fulfilled are precisely the ones at which the constraint system satisfies the Mangasarian-Fromovitz constraint qualification. For such \(u\) and \(x\), Theorem 5.4 tells us in particular that

\[
\lim_{\omega \to_+ 0} \frac{[G(u + t\omega') - x]/t = D(\omega)}{t = D(\omega)} \text{ for all } \omega \in \mathbb{R}^d,
\]

where \(D(\omega)\) is the set of all \(x \in \mathbb{R}^n\) satisfying the linearized system

\[
\nabla_x f_i(u, x) \omega + \nabla_x f_i(u, x) \xi \leq 0 \text{ for all } i \in I(u, x),
\]

\[
= 0 \text{ for } i = s + 1, \ldots, m,
\]

in which \(I(u, x)\) denotes the indices of the inequality constraints in (5.22) that are active at \(x\), i.e. the indices \(i \in \{1, \ldots, s\}\) such that \(f_i(u, x) = 0\).

We turn now to the type of multifunction that corresponds to optimality conditions and the like. For motivation, let us recall that the relation

\[
z \in D, -F(x) \in N_D(x),
\]

where \(D\) is a closed convex set in \(\mathbb{R}^n\) and \(F\) a mapping from \(\mathbb{R}^n\) into itself, is a so-called variational inequality, or in the terminology of Robinson, a generalized equation. First-order optimality conditions of all sorts in convex and nonconvex programming can be put into this form, usually with \(F\) smooth and \(D\) polyhedral. Here \(x\) could stand for a vector of primal variables or it could be comprised of both primal and dual variables. In the latter case, \(F\) would be obtained from the gradient mapping associated with a certain Lagrangian function, and (5.24) would represent "Kuhn-Tucker conditions". There is too much to say here for the confines of this paper. We refer the reader to the representations described in Robinson [17], [18].
Theorem 5.6. Let $G : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ have the form

$$G(u, z) = \{ z \in D \mid -F(u, x) + z \in N_D(x) \}. \tag{5.25}$$

where $D$ is a polyhedral convex set in $\mathbb{R}^n$ and $F : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is a differentiable mapping. Consider any $(u, z) \in \text{dom} \ G$ and $z \in G(u, z)$. Then $G$ is proto-differentiable at $(u, z)$ relative to $z$ with

$$G'_D(u, z, z)(\omega, \xi) = \{ \xi \in D'(u, z, z) \mid -\nabla_z F(x, u) \omega - \nabla_z F(u, z) \xi + \xi \in N_{D'}(u, z, z)(\xi) \}, \tag{5.26}$$

where

$$D'(u, z, z) = \{ \xi \in T_D(x) \mid \xi \cdot (z - F(u, x)) = 0 \}. \tag{5.27}$$

Proof. We make a notational maneuver similar to the one in the proof of Theorem 5.4 and introduce

$$H(u, z) = \{ (v, z) \in \tilde{D} \mid (u, z) - \tilde{F}(v, z) \in N_{\tilde{D}}(v, z) \}, \tag{5.28}$$

where $\tilde{F}$ and $\tilde{D}$ again are given by (5.9) and (5.11). Then in terms of

$$A(u, z) = H(u, z) + g(u, z), \quad \text{with} \quad g(u, z) = (-u, 0) \tag{5.29}$$

we have

$$A(u, z) = \{ (0, z) \mid z \in G(u, z) \}. \tag{5.30}$$

In order to demonstrate that $G$ is proto-differentiable with the formula (5.26), it is enough to demonstrate that $A$ is proto-differentiable with the obviously corresponding formula. By applying Proposition 5.2 to (5.29), we see this amounts to showing that $H$ is proto-differentiable with

$$H'_D(u, z, z)(\omega, \xi) = \{ (\omega, \xi) \in \mathbb{R}^d \times D'(u, z, x) \}
- \nabla_z F(u, x) \omega - \nabla_z F(u, x) \xi + \xi \in N_{D'}(u, z, z)(\xi) \}. \tag{5.31}$$

Define the multifunction $S : \mathbb{R}^d \times \mathbb{R}^n \Rightarrow \mathbb{R}^d \times \mathbb{R}^n$ by

$$S(v, x) = \begin{cases} N_{\tilde{D}}(v, x) & \text{if } (v, x) \in \tilde{D}, \\ \emptyset & \text{if } (v, x) \not\in \tilde{D} \end{cases}. \tag{5.33}$$
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Formula (5.28) is equivalent to

\[(5.34) \quad H^{-1} = \tilde{F} + S.\]

We wish to apply Proposition 5.2 to \(F + S\) and then return to \(H\) by Proposition 5.1. The crucial task is the verification of the proto-differentiability of \(S\). We shall accomplish this through the graphical approach in Proposition 2.2.

From the formula \(\tilde{D} = \mathbb{R}^d \times D\), it is clear that

\[(5.35) \quad \text{gph} \ S = \{(v, z, w, p) \mid v \in \mathbb{R}^d, \ z \in D, \ w = 0, \ p \in N_D(x)\}.

We must show that this set is approximable everywhere, i.e. that

\[\lim_{t \to 0} t^{-1}[(\text{gph} \ S) - (v, z, w, p)] \text{ exists for all } (v, z, w, p) \in \text{gph} \ S.\]

The description in (5.35) reveals that the set

\[(5.36) \quad M = \{(z, p) \in \mathbb{R}^n \times \mathbb{R}^p \mid z \in D, \ p \in N_D(z)\}

is the key. We need to establish that at each \((z, p) \in M\) the contingent cone and derivative cone coincide, and we further need eventually, for the sake of the calculation of the proto-derivative of \(H\), an expression for this common cone.

The set \(M\) is the graph of \(\partial \delta_D\), the subdifferential of the indicator function \(\delta_D\) for the polyhedral convex set \(D \subset \mathbb{R}^n\). Robinson has shown in [19, Proposition 3] that such a subdifferential is polyhedral, which means that \(M\) is the union of a finite collection of polyhedral convex sets in \(\mathbb{R}^n \times \mathbb{R}^p\). Any polyhedral convex set is, of course, everywhere approximable, the tangent cone in the sense of convex analysis serving both as the contingent cone and the derivative cone. Let \(M\) be expressed as the union of polyhedral convex sets \(M_j, j = 1, \ldots, q\). For any \((x, p) \in M\), let \(J(x, p)\) denote the set of indices \(j\) such that \((x, p) \in M_j\).

Then

\[(5.37) \quad \lim_{t \to 0} t^{-1}[M - (z, p)] = \bigcup_{j \in J(x, p)} \lim_{t \to 0} t^{-1}[M_j - (z, p)]

= \bigcup_{j \in J(x, p)} T_{M_j}(x, p).\]

The pairs \((\xi, \pi)\) belonging to this set are the ones such that for some \(\tau > 0\), one has \((x, p) + t(\xi, \pi) \in M\) for all \(t \in [0, \tau)\). Thus \(M\) is approximable at \((x, p)\) for any \(x \in D\) and \(p \in N_D(x)\), and the corresponding cone is

\[(5.38) \quad \{(\xi, \pi) \mid \exists \tau > 0 \text{ with } x + t\xi \in D \text{ and } p + t\pi \in N_D(x + t\xi) \text{ for all } t \in [0, \tau)\}.\]
The polyhedral nature of $D$ implies that no matter what the choice of $z \in D$ and $\xi \in \mathbb{R}^n$, the cone $N_D(z + t\xi)$ will be constant relative to $t$ in some sufficiently small interval $(0, r)$. In fact $N_D(z + t\xi) = K(z, \xi)$ for small $t > 0$, where

$$K(z, \xi) := \{q \in N_D(z) \mid q \cdot \xi = 0\},$$

where $\xi \in T_D(z)$.

This set is a polyhedral convex cone. If we have $p + t\pi \in K(z, \xi)$ for all sufficiently small $t > 0$ as in (5.38), this means that

$$p \in K(z, \xi) \text{ and } \pi \in T_K(z, \xi)(p) = T_{N_D(z)}(p) \cap \xi^\perp,$$

where $\xi^\perp$ is the set of all vectors orthogonal to $\xi$. Using the fact that $N_D(z)$ is a polyhedral convex cone containing $p$, we obtain

$$T_{N_D(z)}(p) = \{q + \lambda p \mid q \in N_D(z), \lambda \in \mathbb{R}\}.$$

Since $N_D(z)$ and $T_D(z)$ are polar to each other, the polyhedral convex cone in (5.40) is polar to

$$C(z, p) := \{\xi' \in T_D(z) \mid p \cdot \xi' = 0\}.$$

It follows that the conditions (5.39) are equivalent to

$$\xi \in C(z, p), \quad \pi \cdot \xi = 0, \quad \text{and} \quad \pi \cdot \xi' \leq 0 \text{ for all } \xi' \in C(z, p),$$

or in other words

$$\xi \in C(z, p) \text{ and } \pi \in N_{C(z, p)}(\xi).$$

This shows that the cone (5.38) is identical to

$$\{(\xi, \pi) \mid \xi \in C(z, p), \pi \in N_{C(z, p)}(\xi)\}.$$

Recalling that this was the cone

$$\lim_{t \to 0} t^{-1}[M - (x, p)],$$

where $M$ is given by (5.36), we are able to conclude in the notation of the multifunction $S$ in (5.33) and (5.35), given by

$$S(v, x) = \begin{cases} \{0\} \times N_D(x) & \text{if } x \in D, \\ \emptyset & \text{if } x \not\in D, \end{cases}$$
that $S$ is proto-differentiable at any $(v, z) \in \text{dom } S$ relative to any element of $S(v, z)$, and

\begin{align}
S'_{(v, z), (0, p)}(\theta, \xi) &= \begin{cases} 
(0, \pi) & \text{if } \xi \in C(x, p), \\
\emptyset & \text{if } \xi \notin C(x, p).
\end{cases}
\end{align}

We are prepared now to return to the calculation of proto-derivatives of $H^{-1}$ in (5.34). We want to do this for $(u, z)$ and $(v, z)$ satisfying $(u, z) \in H^{-1}(v, z)$, which in terms of (5.34) requires

\begin{align}
(v, z) \in \text{dom } S \text{ and } (u, z) - \tilde{F}(v, z) \in S(v, z).
\end{align}

These conditions reduce by (5.43) and (5.9) to

\begin{align}
x \in D, \quad v = u, \quad (u, z) - \tilde{F}(v, z) = (0, p),
\end{align}

where

\begin{align}
p = z - F(u, z) \in N_D(x).
\end{align}

For such elements Proposition 5.2 conveys the information that $H^{-1}$ is proto-differentiable at $(v, z)$ relative to $(u, z)$ with

\begin{align}
(H^{-1})'_{(v, z), (u, z)}(\theta, \xi) &= \nabla \tilde{F}(u, z)(\theta, \xi) + S'_{(v, z), (0, p)}(\theta, \xi).
\end{align}

Here

\begin{align}
\nabla \tilde{F}(u, z)(\theta, \xi) = (\theta, \nabla_u F(u, x)\theta + \nabla_x F(u, x)\xi),
\end{align}

while the proto-derivative of $S$ is given by (5.43). When $p$ has the form given by (5.45), the set $C(x, p)$ in (5.43), which was defined in (5.41), becomes the set $D'(u, z, x)$ in (5.27). Thus from (5.46) we have

\begin{align}
(\omega, \xi) \in (H^{-1})'_{(v, z), (u, z)}(\theta, \xi) \Leftrightarrow \\
\omega = \theta, \xi \in D'(u, z, x), \text{ and } \xi - \nabla_u F(u, x)\theta - \nabla_x F(u, x)\xi \in N_{D'(v, z, x)}(\xi).
\end{align}

Invoking Proposition 5.1 we conclude that $H'_{(u, z), (x, z)}$ exists and is given by (5.31). This was all we needed to show to wind up the proof.

In comparing Theorems 5.4 and 5.5, the reader may be struck by the fact that 5.4 gets away with a general parameterization in terms of $u$, while 5.5 has $z$ as well as $u$. The introduction of $z$ does not, of course, add new possibilities for parameterization in (5.25) than could already be handled by $u$. Rather this is a sort of restriction in the formulation:
we are requiring at the minimum that all the perturbations of the form $z$ are present, in addition to which we allow arbitrary perturbations of the form $u$. The result we then obtain in terms of $G(u, z)$ is in truth more special than a result simply for

$$G_0(u) = G(u, 0),$$

which we do not know how to establish at present in such a framework without severe restrictions of other kinds.

The difficulty, of course, is that $G(u, z)$ is not necessarily pseudo-Lipschitzian. If it were, we could apply Proposition 5.3, pass to the context of (5.47) and obtain a better result. To make $G$ be pseudo-Lipschitzian at $(u, 0)$, we would in particular (because of the nature of variational inequalities/generalized equations) have to make $G$ be single-valued at $(u, 0)$, which we prefer to avoid. See Rockafellar [16, p. 876-877], however, for more on this possible approach.

Theorem 4.5 can be compared with the various results of Robinson [16], [17] on multifunctions of the form (5.25) or (5.41). These results are complementary. Robinson assumes only the continuity of $F$ in $u$ (he is able to avoid the introduction of $z$) and works with the linearization of $F$ in $z$ alone. He aims at deducing bounds for the behavior of $G$ relative to this linearization, especially bounds of Lipschitz type that are based on verifiable assumptions about the properties of the linearization. There is no attempt in his work to perform any kind of differentiation of $G$ with respect to $u$.

Theorem 4.5 does concern differentiation, for which it provides exact formulas. In this way one also obtains estimates and approximations for $G$, by way of Propositions 2.5, 4.1 and 4.4. But these are generally different in nature from Robinson's. The closest is the estimate in condition (c) of Theorem 4.1, which is an upper Lipschitz property of the sort Robinson treats, but Theorem 4.1 can not come into play unless $z$ is an isolated point of $G(u)$, which is something Robinson does not need to suppose.

This subject is, of course, still in the making. One can hope in the future for a better understanding of how bounds on proto-derivatives might provide other kinds of estimates.
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