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ABSTRACT. – We consider minimizers $u \in W^{m,p}(t\Omega M, \mathbb{R}^N)$ of uniformly strictly quasiconvex functionals $F(u) = \int_{t\Omega M} f(D^m u) \, d\mathcal{L}^n$ of higher order. Here $\Omega$ is a domain in $\mathbb{R}^n$, $m \geq 1$, and $f$ is a $C^2$-integrand with growth of order $p$, $p \geq 2$. Using the technique of harmonic approximation we give a direct proof of almost everywhere $C^{m,\alpha}$-regularity for such minimizers.

1. Introduction

In this paper we are interested in the question on the regularity of minimizers of quasiconvex functionals of higher order. Precisely we consider minimizers of functionals of the form

$$F(u) = \int_{\Omega} f(D^m u) \, d\mathcal{L}^n, \quad (1)$$

where $\Omega$ is a domain in $\mathbb{R}^n$, $u$ is a function in $W^{m,p}(\Omega, \mathbb{R}^N)$, $p \geq 2$, $\mathcal{L}^n$ is the $n$-dimensional Lebesgue measure and $f$ is a strictly quasiconvex $C^2$-function which maps symmetric $m$-linear functions from $\mathbb{R}^n$ to $\mathbb{R}^N$, $m \geq 1$, to $\mathbb{R}$.

Considering these settings, the questions on existence and regularity of such minimizers appear. Imposing for example Dirichlet boundary conditions, i.e. $\{u, Du, \ldots, D^{m-1}u\}$ are prescribed on $\partial\Omega$, the question on existence of minimizers can be answered by proving that the functional is lower semicontinuous with respect to weak convergence in the Sobolev space $W^{m,p}(\Omega, \mathbb{R}^N)$. The quasiconvexity condition as a sufficient condition for
lower semicontinuity of certain functionals in the calculus of variations was first introduced by Morrey [19]. He proved that a necessary and sufficient condition for weak lower semicontinuity in the case of certain first order functionals $F$, i.e. $m = 1$, on certain Sobolev spaces is a quasiconvexity condition on the integrand $f$. That means that for all $\varphi \in C_0^\infty(\Omega, \mathbb{R}^N)$ and all linear functions $A : \mathbb{R}^n \to \mathbb{R}^N$

$$\int_\Omega f(A) \, d\mathcal{L}^n \leq \int_\Omega f(A + D\varphi) \, d\mathcal{L}^n. \quad (2)$$

Further results on the quasiconvexity condition on functionals $F$ were given by Meyers [18], Ball [2], Acerbi and Fusco [1], Marcellini [17], Zhou [22] and Guidorzi and Poggiozini [15]. Especially one result, going back on Meyers [18] and also proved in the last paper [15], shows that a quasiconvexity condition on the functional (1) of higher order and $p$-growth conditions

$$0 \leq f(A) \leq L(1 + |A|^p) \quad (3)$$

for the integrand $f$ are sufficient for weak lower semicontinuity in the Sobolev space $W^{m,p}(\Omega, \mathbb{R}^N)$. Here a quasiconvexity condition for the integrand $f$ means that inequality (2) (with $D^m\varphi$ instead of $D\varphi$) is satisfied for all $\varphi \in C_0^\infty(\Omega, \mathbb{R}^N)$ and all symmetric $m$-linear $\mathbb{R}^N$-valued functions $A$ on $\mathbb{R}^n$. This growth conditions for a quasiconvex integrand $f$ together with an auxiliary coercivity condition

$$\frac{1}{L}(1 + |A|^p) \leq f(A)$$

imply for given Dirichlet boundary data – according to the direct method in the calculus of variations – the existence of at least one minimizer $u \in W^{m,p}(\Omega, \mathbb{R}^N)$ of the functional $F$.

For functionals $F(u) = \int_\Omega f(Du) \, d\mathcal{L}^n$ of first order with uniformly strictly quasiconvex integrand $f$, fulfilling the $p$-growth condition (3), partial regularity results for minimizers were derived by Evans [9]. He proved, using the indirect approach of blowing-up, that for each $0 < \alpha < 1$ minimizers of $F$ are locally $C^{1,\alpha}$ on an open subset $U \subset \Omega$ with $\mathcal{L}^n(\Omega \setminus U) = 0$.

In this paper we extend the results of Evans on the partial regularity theory for minimizers of quasiconvex functionals of first order to those of minimizers of quasiconvex functionals of higher order.

To prove partial regularity results for minimizers of such functionals, we assume, that the integrand $f$ in (1) is uniformly strictly quasiconvex, which means (in the case $p = 2$)

$$\int_\Omega (f(A + D^m\varphi) - f(A)) \, d\mathcal{L}^n \geq \lambda \int_\Omega |D^m\varphi|^2 \, d\mathcal{L}^n$$

for all test functions $\varphi \in C_0^\infty(\Omega, \mathbb{R}^N)$ and any symmetric $m$-linear $\mathbb{R}^N$-valued $A$ on $\mathbb{R}^n$. The following partial regularity results are proven precisely:
THEOREM 1. – Let \( u \in W^{m,2}(\Omega, \mathbb{R}^n) \) be a minimizer of the functional (1) with uniformly strictly quasiconvex \( C^2 \)-integrand \( f \) fulfilling the growth condition \( |D^2 f(A)| \leq L \) for every symmetric \( m \)-linear \( \mathbb{R}^N \)-valued function \( A \) on \( \mathbb{R}^n \). Then \( u \) is locally \( C^{m,\alpha} \)-continuous for every \( 0 < \alpha < 1 \) on an open set \( U \) with \( L^\alpha(\Omega \setminus U) = 0 \).

THEOREM 2. – Let \( u \in W^{m,p}(\Omega, \mathbb{R}^N), \ p \geq 2, \) be a minimizer of the functional (1) with uniformly strictly quasiconvex \( C^2 \)-integrand \( f \) fulfilling the growth condition \( D^2 f(A) \leq L(1 + |A|^p) \) for every symmetric \( m \)-linear \( \mathbb{R}^N \)-valued function \( A \) on \( \mathbb{R}^n \). Then \( u \) is locally \( C^{m,\alpha} \)-continuous for every \( 0 < \alpha < 1 \) on an open set \( U \) with \( L^\alpha(\Omega \setminus U) = 0 \).

As in the case of first order problems the uniformly strictly quasiconvexity condition for \( f \) implies that the corresponding Euler equations for \( F \) are elliptic in the sense of Legendre–Hadamard (see Remark 3 below). With regard to regularity theory, uniform strict quasiconvexity permits the proof of a Caccioppoli inequality – sometimes called reverse Poincaré inequality – for minimizers of \( F \). After showing that a in terms of Caccioppoli’s inequality rescaled minimizer is nearly a solution of a strictly elliptic constant coefficient system, we derive an excess-decay estimate on an open set \( U \subset \Omega \).

This is done, using the technique of \( A \)-harmonic approximation, as expressed in Lemma 6. For harmonic approximation, this technique has its origins in Simon’s proof of the regularity theorem of Allard (see [20]). The point of this approximation technique is to show that for a bilinear form \( A \), which is elliptic in the sense of Legendre–Hadamard, a function \( g \) which is “approximately \((A,m)\)-harmonic” – that means \( \int_\Omega A(D^mg, D^m\varphi) \, d\mathcal{L}^n \) is sufficiently small for all test functions \( \varphi \) – lies \( L^2 \)-close to some \( (A,m) \)-harmonic function \( v \) – that means a function \( v \) with \( \int_\Omega A(D^mv, D^m\varphi) \, d\mathcal{L}^n = 0 \) for all test functions \( \varphi \). Then, standard a priori estimates for solutions of elliptic constant coefficient systems can be used to derive estimates for excess terms. Precisely we deal with \( A = D^2 f(D^mP_{x_0,\rho}) \) where \( P_{x_0,\rho} \) is a polynomial of degree at most \( m \), associated with the minimizer \( u \) of the functional \( F \) on a ball \( B_\rho(x_0) \). Using the \((A,m)\)-harmonic approximation technique we derive decay estimates which can be iterated for our excess term (we restrict here to the case \( p = 2 \))

\[
\Psi_2(x_0, \rho, P_{x_0,\rho}) = \left( \rho^{-2} \int_{B_\rho(x_0)} |D^{m-1}(u - P_{x_0,\rho})|^2 \, d\mathcal{L}^n \right)^{1/2}
\]

in points \( x_0 \in \Omega \), where \( \Psi_2(x_0, \rho, P_{x_0,\rho}) \) is sufficiently small. The smallness of this quantity can be ensured on an open set \( U \) of full Lebesgue measure in \( \Omega \). Iterating this excess term, we derive estimates for \( \int_{B_\rho(x_0)} |u - P_{x_0,\rho}|^2 \, d\mathcal{L}^n \) from which we infer, applying an integral characterization for \( C^{m,\alpha} \)-functions due to Campanato ([15], [6]), local \( C^{m,\alpha} \)-regularity of minimizers \( u \) of \( F \) on the open set \( U \).

Beginning with notations and preliminary lemmas (special kinds of Poincaré’s and Sobolev’s inequalities, remarks on polynomials, minimizing the \( L^2 \)-distance to given \( L^2 \)-maps) in Section 2, the main results Theorem 1 and Theorem 2 of this paper are formulated in Section 3. After proving the above mentioned Caccioppoli inequality in Section 4, we study the – for our settings – suitable harmonic approximation technique in Section 5. Finally, we give proofs of our theorems in the last two sections.
At last we should mention the following remarks on our proofs: The \((A, m)\)-harmonic approximation lemma is the only time where we argue indirectly. In all the other parts of this paper we argue directly. This leads to explicit constants in our estimates and some quantitative control of the smallness conditions. Furthermore, even in the case \(p > 2\) of non-quadratic growth of the integrand \(f\) in functional (1) we only use \(L^2\)-theory, i.e. standard a priori estimates for solutions of elliptic constant coefficient systems, to derive partial regularity for minimizers of non-quadratic functionals.

2. Notations and preliminary lemmas

As mentioned above, we consider a domain \(\Omega\) in \(\mathbb{R}^n\) and mappings from \(\Omega\) to \(\mathbb{R}^N\) with \(n \geq 2\) and \(N \geq 1\). We write \(L^n\) for the \(n\)-dimensional Lebesgue measure. For a \(L^1\)-function \(u: \Omega \rightarrow \mathbb{R}^N\) we denote the average of \(u\) over a ball \(B_\rho(x_0) \subset \Omega\) by

\[
u_{x_0, \rho} = \frac{1}{\mathcal{L}^n(B_\rho(x_0))} \int_{B_\rho(x_0)} u \, d\mathcal{L}^n.
\]

\(\otimes^k(\mathbb{R}^n, \mathbb{R}^N)\) will be the vectorspace of symmetric \(k\)-linear \(\mathbb{R}^N\)-valued functions on \(\mathbb{R}^n\). Since the dimension of this vectorspace is \(N \binom{n+k-1}{k}\) we may identify this space with the vectorspace \(\mathbb{R}^{N(n+k-1)}\); so we may consider \(f: \otimes^m(\mathbb{R}^n, \mathbb{R}^N) \rightarrow \mathbb{R}\) in (1) as a function \(f: \mathbb{R}^{N(n+k-1)} \rightarrow \mathbb{R}\) and \(D^m u\) as the set of all weak partial derivatives of order \(m\). Given \(\zeta \in \mathbb{R}^n\) the tensor product

\[
\zeta \otimes \cdots \otimes \zeta =: \zeta^m
\]

is symmetric and \(m\)-linear and hence an element of \(\otimes^m(\mathbb{R}^n, \mathbb{R})\). So, for \(\eta \in \mathbb{R}^N\), the tensor product \(\zeta^m \otimes \eta\) is an element of \(\otimes^m(\mathbb{R}^n, \mathbb{R}^N)\).

Here, we first prove a Poincaré inequality which is suitable to our setting:

**Lemma 1.** Let \(u, v \in W^{m,p}(B_\rho(x_0), \mathbb{R}^N)\) with \(\int_{B_\rho(x_0)} D^k(u - v) \, d\mathcal{L}^n = 0\) for all \(0 \leq k \leq l - 1 (\leq m - 1)\). Then there exists a constant \(C_P = C_P(n, N, l)\) such that

\[
\left( \int_{B_\rho(x_0)} |D^k(u - v)|^p \, d\mathcal{L}^n \right)^{1/p} \leq C_P \rho^{-k} \left( \int_{B_\rho(x_0)} |D^l(u - v)|^p \, d\mathcal{L}^n \right)^{1/p}.
\]

**Proof.** Let \(w^k = D^k(u - v)\) with \(w^k \in W^{m-k,p}(\Omega, \otimes^k(\mathbb{R}^n, \mathbb{R}^N))\) and \(w^k_{x_0, \rho} = 0\). Then the usual Poincaré inequality shows:

\[
\left( \int_{B_\rho(x_0)} |D^k(u - v)|^p \, d\mathcal{L}^n \right)^{1/p} = \left( \int_{B_\rho(x_0)} |w^k - w^k_{x_0, \rho}|^p \, d\mathcal{L}^n \right)^{1/p} \leq C_k(n, N) \rho \left( \int_{B_\rho(x_0)} |Dw^k|^p \, d\mathcal{L}^n \right)^{1/p}.
\]
\[ C_k(n, N) \rho \left( \int_{B_\rho(x_0)} \left| D^{k+1} (u - v) \right|^p \, d\mathcal{L}^n \right)^{1/p} \leq \cdots \]
\[ \leq \prod_{j=k}^{l-1} C_j(n, N) \rho^{l-j} \left( \int_{B_\rho(x_0)} \left| D^j (u - v) \right|^p \, d\mathcal{L}^n \right)^{1/p} \]
\[ = C_p(n, N, l) \rho^{l-k} \left( \int_{B_\rho(x_0)} \left| D^l (u - v) \right|^p \, d\mathcal{L}^n \right)^{1/p}. \]

Note that the constants \( C_j(n, N) \) depend on the dimension of \( \Omega \) and the dimension of the vectorspaces \( \mathbb{R}^n \). ✷

A fruitful way, showing that a given \( L^p \)-function has a Hölder continuous representative is Campanato’s integral characterization of Hölder continuous functions (see [12, Theorem 3.1]). Campanato has also derived an integral characterization for \( C^{m, \alpha} \) functions [3,4], from which it follows, that a function \( v \in L^p(\Omega, \mathbb{R}^N) \) is \( C^{m, \alpha} \) near \( x_0 \in \Omega, \) \( 0 < \alpha \leq 1, 1 < p < \infty, \) if there exists a constant \( C \) independent on \( \rho \) and \( x_0 \) such that
\[ \left( \int_{B_r(y)} \left| u - P_{x,r} \right|^p \, d\mathcal{L}^n \right)^{1/p} \leq C r^{m+\alpha} \quad (4) \]

for all \( y \) near \( x_0 \) and all \( r \leq \rho \). Here \( P_{x,r} \) is the unique polynomial of degree \( \leq m \) minimizing
\[ P \mapsto \int_{B_r(y)} \left| u - P \right|^p \, d\mathcal{L}^n \]
among all polynomials \( P : B_r(y) \to \mathbb{R}^N \) of degree \( \leq m \). We will use this result in the proof of our main theorems. We are also dealing with the explicit structure of the polynomial \( P_{x_0, \rho} \) of degree 1 minimizing
\[ P \mapsto \int_{B_\rho(x_0)} \left| u - P \right|^2 \, d\mathcal{L}^n := \Psi(P), \]
\( u \in L^2(B_\rho(x_0), \mathbb{R}^N) \) given, among all polynomials \( P : B_\rho(x_0) \to \mathbb{R}^N \) of degree \( \leq 1 \). To get an explicit formula for \( P_{x_0, \rho} \) we note first, that \( \Psi \) is a strict convex, coercive and continuous on the finite dimensional space of polynomials of degree \( \leq 1 \). Therefore a unique minimum point \( P_{x_0, \rho} \) of \( \Psi \) exists. We write
\[ P_{x_0, \rho}(x) = q_{x_0, \rho} + Q_{x_0, \rho}(x - x_0). \]
A straightforward elementary computation gives that
\[ q_{x_0, \rho} = \int_{B_\rho(x_0)} u \, d\mathcal{L}^n = u_{x_0, \rho} \quad (5) \]
is the mean value of $u$ on $B_\rho(x_0)$ and

$$Q_{x_0,\rho} = \frac{n+2}{\rho^2} \int_{B_\rho(x_0)} u(x) \otimes (x-x_0) \, d\mathcal{L}^n(x)$$  \hspace{1cm} (6)$$
is a momentum.

Since $\int_{B_\rho(x_0)} (u - P_{x_0,\rho}) \, d\mathcal{L}^n = 0$, we get a Poincaré inequality for $u \in W^{1,p}(\Omega, \mathbb{R}^N)$ of the following form:

$$\left( \frac{1}{B_\rho(x_0)} \int |u - P_{x_0,\rho}|^p \, d\mathcal{L}^n \right)^{1/p} \leq C_{p,\rho} \left( \frac{1}{B_\rho(x_0)} \int |D(u - P_{x_0,\rho})|^p \, d\mathcal{L}^n \right)^{1/p}.$$  \hspace{1cm} (7)$$

In an analogous way we get Sobolev inequalities for $u \in W^{1,p}(\Omega, \mathbb{R}^N)$. If

$$p^* = \begin{cases} \frac{np}{n-p} & \text{if } 1 \leq p < n, \\ p & \text{if } p \geq n, \end{cases}$$  \hspace{1cm} (8)$$

the usual Sobolev inequality for $u \in W^{1,p}(\Omega, \mathbb{R}^N)$ states:

$$\left( \frac{1}{B_\rho(x_0)} \int |u - u_{x_0,\rho}|^{p^*} \, d\mathcal{L}^n \right)^{1/p^*} \leq C_{p,\rho} \left( \frac{1}{B_\rho(x_0)} \int |Du|^p \, d\mathcal{L}^n \right)^{1/p}.$$  \hspace{1cm} (9)$$

This inequality implies

$$\left( \frac{1}{B_\rho(x_0)} \int |u - P_{x_0,\rho}|^{p^*} \, d\mathcal{L}^n \right)^{1/p^*} \leq C_{p,\rho} \left( \frac{1}{B_\rho(x_0)} \int |D(u - P_{x_0,\rho})|^p \, d\mathcal{L}^n \right)^{1/p}.$$  \hspace{1cm} (10)$$

**Lemma 2.** \textit{Let $u \in L^2(B_{\rho}(x_0))$, $0 < \theta < 1$, $q_{x_0,\rho}$, $q_{x_0,\rho}$ as in (5), $Q_{x_0,\theta,\rho}$, $Q_{x_0,\rho}$ as in (6) and $P_{x_0,\rho}$ the polynomial of degree 1 with $P_{x_0,\rho}(x) = q_{x_0,\rho} + Q_{x_0,\rho}(x-x_0)$. Then the following estimates hold:}

(i) \begin{align*} |Q_{x_0,\theta,\rho} - Q_{x_0,\rho}|^2 &\leq n(n+2)(\theta \rho)^{-2} \int_{B_{\rho}(x_0)} |u - P_{x_0,\rho}|^2 \, d\mathcal{L}^n; \\
|D P_{x_0,\rho} - (Du)_{x_0,\rho}|^2 &\leq C_p^2 n(n+2) \int_{B_{\rho}(x_0)} |Du - (Du)_{x_0,\rho}|^2 \, d\mathcal{L}^n. \end{align*}$$

\textit{Proof.} \textit{For (i), first we observe that for every linear map $Q$ from $\mathbb{R}^n$ to $\mathbb{R}^N$}

$$\int_{B_{\rho}(x_0)} Q(x-x_0) \otimes (x-x_0) \, d\mathcal{L}^n(x) = \frac{(\theta \rho)^2}{n+2} Q$$

\footnote{For $p < n$ see [10, p. 141]; for $p > n$ see Morrey’s inequality in [10, p. 143]; for the critical case $p = n$ the inequality follows from BMO-theory, for example from [16, Theorem 7.21]; in the case $p \leq n$ the constant $C_p$ depends on $p^*$.}
and for every constant \( q \in \mathbb{R}^N \)
\[
\int_{B_{\rho}(x_0)} q \otimes (x - x_0) \, d\mathcal{L}^n(x) = 0.
\]

Therefore we can compute
\[
|Q_{x_0,\rho} - Q_{x_0,\rho}|^2 \\
= \left( \frac{n + 2}{\rho^2} \right)^2 \int_{B_{\rho}(x_0)} (u - q_{x_0,\rho} - Q_{x_0,\rho}(x - x_0)) \otimes (x - x_0) \, d\mathcal{L}^n(x) \\
\leq \left( \frac{n + 2}{\rho^2} \right)^2 \int_{B_{\rho}(x_0)} |u - q_{x_0,\rho} - Q_{x_0,\rho}(x - x_0)|^2 \, d\mathcal{L}^n(x) \int_{B_{\rho}(x_0)} |x - x_0|^2 \, d\mathcal{L}^n(x) \\
= n(n+2) (\rho)^{-2} \int_{B_{\rho}(x_0)} |u - P_{x_0,\rho}|^2 \, d\mathcal{L}^n.
\]

To prove (ii), we see, using Poincaré’s inequality,
\[
|DP_{x_0,\rho} - (Du)_{x_0,\rho}|^2 \\
= \left( \frac{n + 2}{\rho^2} \right)^2 \int_{B_{\rho}(x_0)} (u - u_{x_0,\rho} - (Du)_{x_0,\rho}(x - x_0)) \otimes (x - x_0) \, d\mathcal{L}^n(x) \\
\leq n(n+2) \rho^{-2} \int_{B_{\rho}(x_0)} |u - u_{x_0,\rho} - (Du)_{x_0,\rho}(x - x_0)|^2 \, d\mathcal{L}^n. \\
\leq C_p^2 n(n+2) \int_{B_{\rho}(x_0)} |Du - (Du)_{x_0,\rho}|^2 \, d\mathcal{L}^n. \quad \square
\]

3. Hypotheses and statements of results

Assume that the functional (1) fulfills the following conditions:

**Case \( p = 2 \)**

(H1) The \( C^2 \)-function \( f \) is (uniformly) strictly quasiconvex, i.e. there exists a constant \( \lambda > 0 \) such that for all balls \( B_{\rho}(x_0) \subseteq \Omega \), all \( A \in \mathcal{C}_{\mathbb{R}^n}(B_{\rho}(x_0), \mathbb{R}^N) \) and all \( \varphi \in C_0^\infty(B_{\rho}(x_0), \mathbb{R}^N) \) there holds
\[
\int_{B_{\rho}(x_0)} (f(A + D^m\varphi) - f(A)) \, d\mathcal{L}^n \geq \lambda \int_{B_{\rho}(x_0)} |D^m\varphi|^2 \, d\mathcal{L}^n;
\]

(H2) there exists \( L \geq 0 \) such that for all \( A \in \mathcal{C}_{\mathbb{R}^n}(B_{\rho}(x_0), \mathbb{R}^N) \) \( D^2f \) is uniformly continuous with
\[
|D^2f(A)| \leq L.
\]
The condition that $D^2 f$ in (H2) is uniformly continuous, can be removed, see Remark 4 below and hypothesis (H4).

Case $p \geq 2$

(H3) The $C^2$-function $f$ is (uniformly) strictly quasiconvex, i.e. there exists a constant $\lambda > 0$ such that for all balls $B_{r}(x_0) \subseteq \Omega$, all $A \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N)$ and all $\varphi \in C^\infty_0(B_{r}(x_0), \mathbb{R}^N)$ there holds

$$\int_{B_{r}(x_0)} (f(A + D^m \varphi) - f(A)) \, d\mathcal{L}^n \geq \lambda \int_{B_{r}(x_0)} \left(|D^m \varphi|^2 + |D^m \varphi|^p\right) \, d\mathcal{L}^n;$$

(H4) there exists $L \geq 0$ such that for all $A \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N)$ there holds

$$|D^2 f(A)| \leq L (1 + |A|^{p-2}).$$

Remark 1. – Notice that the conditions (H2) resp. (H4) imply

$$|f(A)| \leq \text{Const} \left(1 + |A|^2\right), \quad |Df(A)| \leq \text{Const} \left(1 + |A|\right),$$

resp. $$|f(A)| \leq \text{Const} \left(1 + |A|^p\right), \quad |Df(A)| \leq \text{Const} \left(1 + |A|^{p-1}\right).$$

From this we infer

- that (H1) respectively (H3) is valid for all $\varphi \in W^{m,2}_0(B_{r}(x_0), \mathbb{R}^N)$ respectively for all $\varphi \in W^{m,p}_0(B_{r}(x_0), \mathbb{R}^N)$;
- that the functional $F(u) = \int_{\Omega} f(D^mu) \, d\mathcal{L}^n$ is lower semicontinuous with respect to weak convergence in $W^{m,2}_0(\Omega, \mathbb{R}^N)$ resp. $W^{m,p}_0(\Omega, \mathbb{R}^N)$ (see [18,15]).

Remark 2. – The Euler equations for minimizers of the functional

$$F(u) = \int_{\Omega} f(D^mu) \, d\mathcal{L}^n$$

are given by (see [11, p. 14] and note that $f$ only depends on $m$-order derivatives of $u$):

$$\int_{\Omega} Df(D^mu) D^m \varphi \, d\mathcal{L}^n = 0 \quad (10)$$

for all $\varphi \in C^\infty_0(\Omega, \mathbb{R}^N)$.

Remark 3. – In view of Remark 1 we see that in the case (H1) for given $v \in W^{m,2}_0(\Omega, \mathbb{R}^N)$ the nonnegative function

$$I(t) = \int_{\Omega} \left[f(A + tD^mv) - f(A) - \lambda t^2 |D^mv|^2\right] \, d\mathcal{L}^n$$
attains its absolut minimum at \( t = 0 \), hence

\[
\frac{d^2 I}{dt^2}(0) = \int_{\Omega} \left[ D^2 f(A) (D^m v, D^m v) - 2\lambda |D^m v|^2 \right] d\mathcal{L}^n \geq 0
\]

for every \( v \in W_0^{m,2}(\Omega, \mathbb{R}^N) \). In the case (H3) we obtain the same inequality for every \( v \in W_0^{m,p}(\Omega, \mathbb{R}^N) \) since higher order terms vanish when carrying out the differentiation similar to (11). We have demonstrated here, that the quasiconvexity conditions (H1) resp. (H3) together with the growth conditions (H2) resp. (H4) imply

\[
\int_{\Omega} D^2 f(A) (D^m v, D^m v) d\mathcal{L}^n \geq 2\lambda \int_{\Omega} |D^m v|^2 d\mathcal{L}^n
\]

for all \( A \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \) and for all \( v \in W_0^{m,2}(\Omega, \mathbb{R}^N) \) resp. \( v \in W_0^{m,p}(\Omega, \mathbb{R}^N) \). Note that this integral condition – as in the case \( m = 1 \) – is equivalent to the Legendre–Hadamard condition

\[
D^2 f(A)(\xi^m \otimes \eta, \xi^m \otimes \eta) \geq \frac{2\lambda}{m!} |\xi|^{2m} |\eta|^2
\]

for all \( A \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \), \( \xi \in \mathbb{R}^n \) and \( \eta \in \mathbb{R}^N \), see [18, Theorem 7].

**Remark 4.** – Hypothesis (H2) – i.e. the condition that \( D^2 f \) is uniformly continuous – leads to the existence of a monotone increasing and concave function \( \nu : \mathbb{R}^+ \to \mathbb{R}^+ \) with \( \nu(0) = 0 \) and

\[
|D^2 f(A) - D^2 f(B)| \leq \nu(|A - B|)
\]

for all \( A, B \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \). In the case of hypothesis (H4) there exists – see (H4) in [14, p. 194] – a continuous, non-negative function \( v(t, s) \), for fixed \( s \) monotone increasing in \( t \) and vice versa, concave in \( s \) with \( v(s, 0) = 0 \) and

\[
|D^2 f(A) - D^2 f(B)| \leq (1 + |A|^{p-2} + |B|^{p-2}) v(|A|, |A - B|)
\]

for all \( A, B \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \). This implies that there exists a monotone increasing and concave function \( v_M : \mathbb{R}^+ \to \mathbb{R}^+ \), with \( v_M(0) = 0 \) and

\[
|D^2 f(A) - D^2 f(B)| \leq (1 + M^{p-2} + |B|^{p-2}) v_M(|A - B|)
\]

for all \( A, B \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \) with \( |A| \leq M \). Removing the condition that \( D^2 f \) is uniformly continuous in (H2), we would get an analogous expression in the case \( p = 2 \). This would make the arguments in the proof of Theorem 1 below a bit more complicated. Note, that the hypotheses (H1) and (H2) are included in (H3) and (H4) and therefore the more general case is included in Theorem 2 below.

We call a map \( u \in W^{m,p}(\Omega, \mathbb{R}^N) \) a **minimizer** of the functional \( F \) in (1) if and only if

\[
F(u) \leq F(u + \varphi)
\]

for every \( \varphi \in W_0^{m,p}(\Omega, \mathbb{R}^N) \).
We are now in the position to state our main results.

**Theorem 1.** Suppose the functional $F$ in (1) satisfies (H1) and (H2) and $u \in W^{m,2}(\Omega,\mathbb{R}^N)$ is a minimizer of $F$. Then there exists an open subset $U \subset \Omega$ with $\mathcal{L}^n(\Omega \setminus U) = 0$ and $u \in C^{m,\alpha}_{loc}(U,\mathbb{R}^N)$ for every $0 < \alpha < 1$. Furthermore

$$\Omega \setminus U \subset \Sigma = \left\{ x_0 \in \Omega : \liminf_{\rho \searrow 0} \int_{B_\rho(x_0)} \left| D^m u - (D^m u)_{x_0,\rho} \right|^2 \mathcal{L}^n > 0 \right\}.$$

**Theorem 2.** Suppose the functional $F$ in (1) satisfies (H3) and (H4) and $u \in W^{m,p}(\Omega,\mathbb{R}^N)$ is a minimizer of $F$. Then there exists an open subset $U \subset \Omega$ with $\mathcal{L}^n(\Omega \setminus U) = 0$ and $u \in C^{m,\alpha}_{loc}(U,\mathbb{R}^N)$ for every $0 < \alpha < 1$. Furthermore $\Omega \setminus U \subset \Sigma_1 \cup \Sigma_2$ where

$$\Sigma_1 = \left\{ x_0 \in \Omega : \liminf_{\rho \searrow 0} \int_{B_\rho(x_0)} \left| D^m u - (D^m u)_{x_0,\rho} \right|^p \mathcal{L}^n > 0 \right\},$$

$$\Sigma_2 = \left\{ x_0 \in \Omega : \liminf_{\rho \searrow 0} \left| (D^m u)_{x_0,\rho} \right| = \infty \right\}.$$

It is obvious that the same results hold for local minimizers of the functional $F$ in (1).

### 4. Caccioppoli inequality

In this section we prove Caccioppoli inequalities for minimizers $u \in W^{m,2}(\Omega,\mathbb{R}^N)$ resp. $u \in W^{m,p}(\Omega,\mathbb{R}^N)$ of the functional $\int_\Omega f(D^m u) \mathcal{L}^n$ where $f$ satisfies (H1) and (H2) resp. (H3) and (H4). In the situation $m = 1$ we refer to [9]. We start with the case $p = 2$.

**Lemma 3.** Let $u \in W^{m,2}(\Omega,\mathbb{R}^N)$ be a minimizer of the functional $\int_\Omega f(D^m u) \mathcal{L}^n$, where $f$ satisfies (H1) and (H2). Then there exists a constant $\tilde{C}_{\text{cac}} = \tilde{C}_{\text{cac}}(m, L, \lambda)$ such that

$$\int_{B_{\rho/2}(x_0)} |D^m(u - P)|^2 \mathcal{L}^n \leq \tilde{C}_{\text{cac}}^2 \sum_{k=0}^{m-1} \rho^{2(k-m)} \int_{B_{\rho}(x_0)} |D^k(u - P)|^2 \mathcal{L}^n$$

for all balls $B_{\rho}(x_0) \subset \Omega$ and all polynomials $P : \mathbb{R}^N \supset \Omega \to \mathbb{R}^N$ of degree $\leq m$. Moreover, if $\int_{B_{\rho}(x_0)} D^k(u - P) \mathcal{L}^n = 0$ for $0 \leq k \leq m - 2$, then there exists $C_{\text{cac}} = C_{\text{cac}}(m, L, \lambda, n, N)$ such that

$$\int_{B_{\rho/2}(x_0)} |D^m(u - P)|^2 \mathcal{L}^n \leq C_{\text{cac}}^2 \rho^{-2} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P)|^2 \mathcal{L}^n.$$
Proof. – Take a polynomial $P$ of degree at most $m$ with $D^m P =: A \in \bigodot_m(\mathbb{R}^n, \mathbb{R}^N)$ and choose the following functions

$$\varphi = \eta(u - P) =: \eta v, \quad \psi = (1 - \eta)v,$$

where $\eta \in C_0^\infty(B_\rho(x_0))$ satisfies $(0 < t < s \leq \rho) 0 \leq \eta \leq 1$, $\eta \equiv 1$ on $B_t(x_0)$, $\eta \equiv 0$ on $\Omega \setminus B_s(x_0)$, $|D^k \eta| \leq (C_\eta(s - t))^{-k}$ for all $0 \leq k \leq m$. According to Remark 1, $\varphi$ is admissible in (H1) with

$$D^m \varphi + D^m \psi = D^m v = D^m(u - P) = D^m u - A. \quad (13)$$

Using in turn (H1), (13), the minimal property of $u$ and (H2), we deduce:

$$\lambda \int_{B_t(x_0)} |D^m \varphi|^2 \, d\mathcal{L}^n \leq \int_{B_t(x_0)} \int_{B_t(x_0)} [f(A + D^m \varphi) - f(A)] \, d\mathcal{L}^n$$

$$= \int_{B_t(x_0)} [f(D^m u - D^m \psi) - f(A)] \, d\mathcal{L}^n$$

$$\leq \int_{B_t(x_0)} [f(D^m u - D^m \psi) - f(D^m u)] \, d\mathcal{L}^n$$

$$+ \int_{B_t(x_0)} [f(D^m u) - f(D^m u - D^m \varphi)] \, d\mathcal{L}^n$$

$$+ \int_{B_t(x_0)} [f(D^m u - D^m \varphi) - f(A)] \, d\mathcal{L}^n$$

$$\leq \int_{B_t(x_0)} [f(D^m u - D^m \psi) - f(D^m u)] \, d\mathcal{L}^n$$

$$+ \int_{B_t(x_0)} [f(A + D^m \psi) - f(A)] \, d\mathcal{L}^n$$

$$= \int_{B_t(x_0)} \int_0^1 [D f(A + tD^m \psi) - D f(D^m u - tD^m \psi)] \, dt \, D^m \psi \, d\mathcal{L}^n$$

$$\leq L \int_{B_t(x_0)} (|D^m v| + |D^m \psi|) |D^m \psi| \, d\mathcal{L}^n$$

$$= L \int_{B_t(x_0)} (|D^m v| + |D^m \psi|) |D^m \psi| \, d\mathcal{L}^n$$

$$\leq \frac{L}{2} \int_{B_t(x_0) \setminus B_s(x_0)} |D^m v|^2 \, d\mathcal{L}^n + \frac{3}{2} L \int_{B_t(x_0) \setminus B_s(x_0)} |D^m \psi|^2 \, d\mathcal{L}^n.$$
Noting $D^m \psi = D^m((1 - \eta)v) = \sum_{k=0}^m \binom{m}{k} D^{m-k}(1 - \eta) \otimes D^k v$, we proceed

$$\lambda \int_{B_t(x_0)} |D^m \varphi|^2 d\mathcal{L}^n \leq \frac{L}{2} \int_{B_t(x_0)} |D^m v|^2 d\mathcal{L}^n$$

$$+ \frac{3L}{2} \int_{B_t(x_0) \setminus B_{t/2}(x_0)} \sum_{k=0}^{m-1} \binom{m}{k} (D^{m-k}(1 - \eta) \otimes D^k v) d\mathcal{L}^n$$

$$\leq \frac{3m+4L}{2} \int_{B_t(x_0) \setminus B_{t/2}(x_0)} |D^m v|^2 d\mathcal{L}^n$$

$$+ \frac{3L(m+1)}{2} \sum_{k=0}^{m-1} \binom{m}{k} \int_{B_t(x_0) \setminus B_{t/2}(x_0)} |D^{m-k}(1 - \eta)|^2 |D^k v|^2 d\mathcal{L}^n$$

$$\leq \frac{3m+4L}{2} \int_{B_t(x_0) \setminus B_{t/2}(x_0)} |D^m v|^2 d\mathcal{L}^n$$

$$+ \frac{3L(m+1)}{2} \sum_{k=0}^{m-1} \binom{m}{k} |C_\eta(s-t)|^{2(k-m)} \int_{B_t(x_0) \setminus B_{t/2}(x_0)} |D^k v|^2 d\mathcal{L}^n.$$

Using $\int_{B_t(x_0)} |D^m v|^2 d\mathcal{L}^n \leq \int_{B_t(x_0)} |D^m \varphi|^2 d\mathcal{L}^n$ and “filling the hole” on the right side we conclude:

$$\int_{B_t(x_0)} |D^m v|^2 d\mathcal{L}^n \leq \frac{(3m+4L)}{(3m+4L+2\lambda)} \int_{B_t(x_0)} |D^m v|^2 d\mathcal{L}^n$$

$$+ \frac{3L(m+1)}{(3m+4L+2\lambda)} \sum_{k=0}^{m-1} \binom{m}{k} |C_\eta(s-t)|^{2(k-m)} \int_{B_t(x_0) \setminus B_{t/2}(x_0)} |D^k v|^2 d\mathcal{L}^n. \quad (14)$$

Now we use the following technical lemma which is an extension of Lemma 5.1 in [12]:

**Lemma 4.** Let $0 < \theta < 1$, $A_k \geq 0$ and $\alpha_k > 0$ for $k = 0, 1, \ldots, l$ and $f \geq 0$ a bounded function satisfying

$$f(t) \leq \theta f(s) + \sum_{k=0}^l A_k (s-t)^{-\alpha_k}$$

for all $0 < r \leq t < s \leq \rho$. Then there exists a constant $C_{tech} = C_{tech}(\alpha_0, \ldots, \alpha_l, \theta)$ such that

$$f(r) \leq C_{tech} \left( \sum_{k=0}^l A_k (\rho-r)^{-\alpha_k} \right).$$

Apply this technical lemma to (14) with $l = m - 1$ and then choose $r = \rho/2$. This guarantees the existence of a constant $\tilde{C}_{csc} = \tilde{C}_{csc}(m, L, \lambda)$ such that the asserted Cac-

---

2 This easily follows from the product formula $D(f \otimes g) = Df \otimes g + f \otimes Dg$ for tensor products.
The “moreover”-case is a direct implication from Poincarés inequality Lemma 1.

**Proof of Lemma 4.** For $0 < \tau < 1$ satisfying $\tau^{-\alpha_k} \theta < 1$ for $k = 0, \ldots, l$ (i.e. $1 > \tau^{\max(\alpha_k)} > \theta$) define the recursive sequence $t_0 = r$ and $t_{n+1} = t_n + (1 - \tau)\tau^n(\rho - r) \leq \rho$. We get

$$f(r) = f(t_0) \leq \theta^n f(t_n) + \sum_{j=0}^{n-1} \theta^j \left( \sum_{k=0}^l A_k [(1 - \tau)\tau^j(\rho - r)]^{-\alpha_k} \sum_{j=0}^{n-1} (\theta \tau^{-\alpha_k})^j \right).$$

Define $C_{tech} = \max_{k=0, \ldots, l} \frac{(1 - \tau)^{-\alpha_k}}{1 - \theta \tau^{-\alpha_k}}$ and get the desired estimate letting $n \to \infty$. \(\square\)

Now we state a Caccioppoli inequality in the case $p \geq 2$.

**Lemma 5.** Let $u \in W^{m,p}(\Omega, \mathbb{R}^N)$ be a minimizer of the functional $\int_{\Omega} f(D^m u) \, d\mathcal{L}^n$, where $f$ satisfies (H3) and (H4). Then for each $M > 0$ there exists a constant $\tilde{C}_{cacc} = \tilde{C}_{cacc}(L, \lambda, p, m, M)$ such that

$$\int_{B_{\rho/2}(x_0)} [\|D^m(u - P)\|^2 + \|D^m(u - P)\|^p] \, d\mathcal{L}^n \leq \tilde{C}_{cacc} \sum_{k=0}^{m-1} \rho^{2(k-m)} \int_{B_{\rho}(x_0)} |D^k(u - P)|^2 \, d\mathcal{L}^n + \rho^{p(k-m)} \int_{B_{\rho}(x_0)} |D^k(u - P)|^p \, d\mathcal{L}^n$$

for all balls $B_{\rho}(x_0) \subset \Omega$ and all polynomials $P : \mathbb{R}^N \supset B_{\rho}(x_0) \to \mathbb{R}^N$ of degree $\leq m$ satisfying $|D^m P| \leq M$.

Moreover, if $\int_{B_{\rho}(x_0)} D^k(u - P) \, d\mathcal{L}^n = 0$ for $0 \leq k \leq m - 2$, then

$$\int_{B_{\rho/2}(x_0)} [\|D^m(u - P)\|^2 + \|D^m(u - P)\|^p] \, d\mathcal{L}^n \leq C_{cacc} \left[ \rho^{-2} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P)|^2 \, d\mathcal{L}^n + \rho^{-p} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P)|^p \, d\mathcal{L}^n \right],$$

where $C_{cacc} = C_{cacc}(L, \lambda, p, m, n, N, M)$.

**Proof.** Take $\varphi, \psi, v$ and $A$ as in the proof of Lemma 3. Using the quasiconvexity condition (H3), (13) and the minimality of $u$ we obtain:

$$\lambda \int_{B_{\rho}(x_0)} [D^m \varphi]^2 + [D^m \varphi]^p \, d\mathcal{L}^n \leq \int_{B_{\rho}(x_0)} [f(A + D^m \varphi) - f(A)] \, d\mathcal{L}^n \leq \int_{B_{\rho}(x_0)} [f(D^m u) - f(A)] \, d\mathcal{L}^n$$
\[
\begin{align*}
&\leq \int_{B_t(x_0)} \left[ f(D^mu - D^m\psi) - f(D^mu) \right] \, d\mathcal{L}^n \\
&\quad + \int_{B_t(x_0)} \left[ f(D^mu) - f(D^m u - D^m\varphi) \right] \, d\mathcal{L}^n \\
&\quad + \int_{B_t(x_0)} \left[ f(D^mu - D^m\varphi) - f(A) \right] \, d\mathcal{L}^n \\
&\leq \int_{B_t(x_0)} \left[ f(D^mu - D^m\psi) - f(D^mu) \right] \, d\mathcal{L}^n \\
&\quad + \int_{B_t(x_0)} \left[ f(A + D^m\psi) - f(A) \right] \, d\mathcal{L}^n.
\end{align*}
\]

Using Taylor’s formula, we can further derive
\[
\lambda \int_{B_t(x_0)} \left[ |D^m\varphi|^2 + |D^m\varphi|^p \right] \, d\mathcal{L}^n 
\leq \int_{B_t(x_0)} \left[ -Df(D^mu)D^m\psi + \int_0^1 (1 - t)D^2 f(t(D^mu - D^m\psi) \\
+ (1 - t)D^mu)(D^m\psi, D^m\psi) \, dt \right] \, d\mathcal{L}^n \\
+ \int_{B_t(x_0)} \left[ Df(A)D^m\psi + \int_0^1 (1 - t)D^2 f(t(D^m\psi + A) + (1 - t)A)(D^m\psi, D^m\psi) \, dt \right] \, d\mathcal{L}^n.
\]

From the estimate
\[
(a + b)^{p-2} \leq \begin{cases} 
2^{p-2}(a^{p-2} + b^{p-2}), & 0 < p - 2 \leq 1, \\
2^{p-2}(a^{p-2} + b^{p-2}), & p - 2 \geq 1,
\end{cases}
(15)
\]
for \(a, b \geq 0\), hypothesis (H4), \(\Psi_{|B_t(x_0)} = 0\), \(v = u - P\) and \(|A| \leq M\) we now get
\[
\begin{align*}
\lambda \int_{B_t(x_0)} \left[ |D^m\varphi|^2 + |D^m\varphi|^p \right] \, d\mathcal{L}^n 
&\leq L \int_{B_t(x_0)} \int_0^1 (1 + |tA + (1 - t)D^mu|^{p-2}) |D^mu - A||D^m\psi| \, dt \, d\mathcal{L}^n \\
&\quad + L \int_{B_t(x_0)} \int_0^1 (1 + |D^mu - t D^m\psi|^{p-2}) |D^m\psi|^2 \, dt \, d\mathcal{L}^n.
\end{align*}
\]
\[
+ L \int_{B_t(x_0)} \left( 1 + |A + \mathcal{T} D^m \psi|^p \right) \left| D^m \psi \right|^2 dt dL^n \\
\leq 2^p L \int_{B_t(x_0)} \left( 1 + \left| D^m u \right|^p \right) \left| D^m u - A \right| \left| D^m \psi \right| \\
+ \left( 1 + \left| D^m u \right|^p + \left| D^m \psi \right|^p \right) \left| D^m \psi \right|^2 dL^n \\
\leq 4^p L \int_{B_t(x_0)} \left( 1 + \left| D^m v \right|^p \right) \left| D^m \psi \right| \\
+ \left( 1 + \left| D^m v \right|^p + \left| D^m \psi \right|^p \right) \left| D^m \psi \right|^2 dL^n .
\]

Using Hölder’s and Young’s inequality we obtain

\[
\lambda \int_{B_t(x_0)} \left[ \left| D^m \varphi \right|^2 + \left| D^m \psi \right|^p \right] dL^n \\
\leq \frac{3}{2} 4^p L (1 + M_p) \int_{B_t(x_0)} \left( \left| D^m v \right|^2 + \left| D^m v \right|^p \right) dL^n \\
+ \int_{B_t(x_0) \setminus B_t(x_0)} \left( \left| D^m \psi \right|^2 + \left| D^m \psi \right|^p \right) dL^n + \int_{B_t(x_0)} \left( \left| D^m v \right|^p + \left| D^m \psi \right|^p \right) dL^n \\
\leq 3 \cdot 4^p L (1 + M_p) \int_{B_t(x_0) \setminus B_t(x_0)} \left( \left| D^m v \right|^2 + \left| D^m v \right|^p \right) dL^n \\
+ \int_{B_t(x_0) \setminus B_t(x_0)} \left( \left| D^m \psi \right|^2 + \left| D^m \psi \right|^p \right) dL^n .
\]

Since \( D^m v = D^m \varphi \) on \( B_t(x_0) \) we find

\[
\lambda \int_{B_t(x_0)} \left[ \left| D^m v \right|^2 + \left| D^m v \right|^p \right] dL^n \\
\leq 3 \cdot 4^p L (m + 1)^{p-1} (1 + M_p) \cdot \int_{B_t(x_0) \setminus B_t(x_0)} \left( \left| D^m v \right|^2 + \left| D^m v \right|^p \right) dL^n \\
+ \sum_{k=0}^{m-1} \binom{m}{k} 2^{2(k-m)} \int_{B_t(x_0)} \left| D^k v \right|^2 dL^n \\
+ \sum_{k=0}^{m-1} \binom{m}{k} C_p^p (s-t)^{p(k-m)} \int_{B_t(x_0)} \left| D^k v \right|^p dL^n .
\]

“Filling the hole” on the right-hand side leads to
\[ \int_{B_{\varepsilon}(x_0)} \left[ |D^m v|^2 + |D^m v|^p \right] d\mathcal{L}^n \leq \frac{3 \cdot 4^{p-2} L(m+1)^{p-1}(1+M^{p-2})}{\lambda + 3 \cdot 4^{p-2} L(m+1)^{p-1}(1+M^{p-2})} \int_{B_{\varepsilon}(x_0)} \left( |D^m v|^2 + |D^m v|^p \right) d\mathcal{L}^n \]

\[ \quad + \frac{C^p_\eta (m!)^p \sum_{k=0}^{m-1} (s-t)^{2(k-m)} \int_{B_{\varepsilon}(x_0)} |D^k v|^2 d\mathcal{L}^n + (s-t)^{p(k-m)} \int_{B_{\varepsilon}(x_0)} |D^k v|^p d\mathcal{L}^n}. \]

Here we have used \( C^2_\eta \leq C^p_\eta \) and

\[ \frac{C^p_\eta (m!)^p \cdot 3 \cdot 4^{p-2} L(m+1)^{p-1}(1+M^{p-2})}{\lambda + 3 \cdot 4^{p-2} L(m+1)^{p-1}(1+M^{p-2})} \leq C^p_\eta (m!)^p. \]

Now, an application of Lemma 4 with

\[ \theta = \frac{3 \cdot 4^{p-2} L(m+1)^{p-1}(1+M^{p-2})}{\lambda + 3 \cdot 4^{p-2} L(m+1)^{p-1}(1+M^{p-2})} \]

yields the desired estimate

\[ \int_{B_{\rho/2}} \left[ |D^m(u-P)|^2 + |D^m(u-P)|^p \right] d\mathcal{L}^n \leq C^2_{\text{cac}}(L, \lambda, p, m, M) \sum_{k=0}^{m-1} \rho^{2(k-m)} \int_{B_{\rho}} |D^k(u-P)|^2 d\mathcal{L}^n \]

\[ \quad + \rho^{p(k-m)} \int_{B_{\rho}} |D^k(u-P)|^p d\mathcal{L}^n. \]

The dependence of \( C_{\text{cac}} \) on \( M \) follows from the dependence of \( C_{\text{tech}} \) on \( \theta \). Note, that \( M \to \infty \) implies \( \theta \to 1 \) and \( C_{\text{tech}} \to \infty \). The second estimate follows with an application of Poincaré’s inequality (cf. Lemma 1).

\( \square \)

5. The \((A, m)\)-harmonic approximation lemma

The result of this section, the \((A, m)\)-harmonic approximation lemma, is central to our technique. In the case \( m = 1 \) the result was given in [8, Lemma 3.3] (confer [21], Section 1.6 for the case of Laplace’s equation and harmonic approximation).

**Lemma 6 \((A, m)\)-harmonic approximation lemma.** – For any given \( \varepsilon > 0 \) there exists \( \delta = \delta(n, N, \lambda, L, m, \varepsilon) \in [0, 1] \) with the following property: for any given \( A \in \mathbb{O}^2(\mathbb{O}^m(\mathbb{R}^n, \mathbb{R}^N), \mathbb{R}) \) satisfying

\[ \int_{\Omega} A(D^m w, D^m w) d\mathcal{L}^n \geq \lambda \int_{\Omega} |D^m w|^2 d\mathcal{L}^n \]

\[ \int_{\Omega} A(D^m w, D^m w) d\mathcal{L}^n \]

(16)
for all \( w \in W^{m,2}_0(\Omega, \mathbb{R}^N) \) and
\[
\mathcal{A}(A, B) \leq L|A||B| \tag{17}
\]
for all \( A, B \in \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \), and for any \( g \in W^{m,2}(B_\rho(x_0), \mathbb{R}^N) \) satisfying
\[
\int_{B_\rho(x_0)} |D^m g|^2 \leq 1 \quad \text{and}
\]
\[
\int_{B_\rho(x_0)} \mathcal{A}(D^m g, D^m \varphi) \, d\mathcal{L}^n \leq \delta \sup_{B_\rho(x_0)} |D^m \varphi| \quad \text{for all } \varphi \in C_0^\infty(B_\rho(x_0), \mathbb{R}^N),
\]
there exists a function \( v \in W^{m,2}(B_\rho(x_0), \mathbb{R}^N) \) with the following properties:
\[
\int_{B_\rho(x_0)} |D^m v|^2 \, d\mathcal{L}^n \leq 1,
\]
\[
\int_{B_\rho(x_0)} \mathcal{A}(D^m v, D^m \varphi) \, d\mathcal{L}^n = 0
\]
for all \( \varphi \in C_0^m(B_\rho(x_0), \mathbb{R}^N) \) and
\[
\rho^{-2} \int_{B_\rho(x_0)} \sum_{\gamma=0}^{m-1} |D^\gamma (v - g)|^2 \, d\mathcal{L}^n \leq \varepsilon.
\]

Proof. – We assume first that \( x_0 = 0 \) and \( \rho = 1 \), \( B_1(0) = B \). If the conclusions of the theorem were false, we could find \( \varepsilon > 0 \) such that for every \( k \in \mathbb{N} \) there exist bilinear forms \( \mathcal{A}_k : \mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N) \to \mathbb{R} \) and functions \( g_k \in W^{m,2}(B, \mathbb{R}^N) \), so that for all \( k \in \mathbb{N} \) we would have
\[
\int_B |D^m g_k|^2 \, d\mathcal{L}^n \leq 1, \tag{18}
\]
\[
\int_B \mathcal{A}_k(D^m g_k, D^m \varphi) \leq \frac{1}{k} \sup_B |D^m \varphi| \quad \text{for all } \varphi \in C_0^\infty(B, \mathbb{R}^N), \tag{19}
\]

but
\[
\int_B \sum_{\gamma=0}^{m-1} |D^\gamma (v - g_k)|^2 \, d\mathcal{L}^n \geq \varepsilon \tag{20}
\]
for all \( v \in \mathcal{H}_k \). Here \( \mathcal{H}_k \) denotes the nonempty set of all \( h \in W^{m,2}(B, \mathbb{R}^N) \) for which
\[
\int_B |D^m h|^2 \, d\mathcal{L}^n \leq 1 \quad \text{and}
\]
\[
\int_B \mathcal{A}_k(D^m h, D^m \varphi) = 0 \quad \text{for all } \varphi \in C_0^\infty(B, \mathbb{R}^N);
\]
the second of these conditions expresses the fact that \( h \) is \((\mathcal{A}_k, m)\)-harmonic on \( B \).
Without loss of generality we can assume
\[ \int_B D^\gamma g_k \, d\mathcal{L}^n = 0 \] (21)
for all \( 0 \leq \gamma \leq m - 1 \) and all \( k \in \mathbb{N} \) (by simply replacing \( g_k \) with \( g_k - P_k \) where \( P_k \) is the unique polynomial of degree at most \( m - 1 \) satisfying \( \int_B D^\gamma (g_k - P_k) \, d\mathcal{L}^n = 0 \) for \( 0 \leq \gamma \leq m - 1 \); see Lemma 1.1 in [13]). From (18) and (21) we have, using Poincaré’s inequality, that \( \{ \| g_k \|_{W^{m,2}(B, \mathbb{R}^N)} \} \) is uniformly bounded for all \( k \in \mathbb{N} \). From Rellich’s lemma and the upper bound (17) for \( A_k \) we have the existence of a function \( g \in W^{m,2}(B, \mathbb{R}^N) \) and a bilinear function \( A \in \mathcal{O}^2(\mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N), \mathbb{R}) \) such that, after passage to subsequence (which we label again with \( k \)), there holds:
\[ g_k \to g \quad \text{weakly in} \quad W^{m,2}(B, \mathbb{R}^N), \] (22)
\[ g_k \to g \quad \text{in} \quad W^{m-1,2}(B, \mathbb{R}^N) \quad \text{and} \]
\[ A_k \to A \quad \text{in} \quad \mathcal{O}^2(\mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N), \mathbb{R}). \] (24)
Hence we see from (18)
\[ \int_B |D^\gamma g|^2 \, d\mathcal{L}^n \leq 1. \] (25)
Further we have for every \( k \in \mathbb{N} \) and every \( \varphi \in C_0^\infty (B, \mathbb{R}^N) \)
\[ \int_B A(D^m g, D^m \varphi) \, d\mathcal{L}^n \leq \int_B A(D^m g - D^m g_k, D^m \varphi) \, d\mathcal{L}^n 
+ \int_B (A - A_k)(D^m g_k, D^m \varphi) \, d\mathcal{L}^n + \int_B A_k(D^m g_k, D^m \varphi) \, d\mathcal{L}^n, \]
where the terms on the right side vanish via (22), (24), (25) and (19). Therefore \( g \) is \((A, m)\)-harmonic in \( B \). We denote by \( V_k \in W^{m,2}(B, \mathbb{R}^N) \) the unique solution of the Dirichlet problem
\[ \int_B A_k(D^m V_k, D^m \varphi) \, d\mathcal{L}^n = 0 \quad \text{for all} \quad \varphi \in C_0^\infty (B, \mathbb{R}^N), \]
\[ D^\gamma (V_k - g) \in W_0^{m,2}(B, \mathbb{R}^N) \quad \text{for} \quad 0 \leq \gamma \leq m - 1. \]
In view of (16), (24) and the \((A, m)\)-harmonicity of \( g \) we then have:
\[ \lambda \int_B |D^m (V_k - g)|^2 \, d\mathcal{L}^n \leq \int_B A_k(D^m (V_k - g), D^m (V_k - g)) \, d\mathcal{L}^n 
= - \int_B A_k(D^m g, D^m (V_k - g)) \, d\mathcal{L}^n 
= \int_B (A - A_k)(D^m g, D^m (V_k - g)) \, d\mathcal{L}^n \]
\[ \begin{align*}
\leq |A - A_k| \int_B |D^m g| |D^m (V_k - g)| d\mathcal{L}^n \\
\leq |A - A_k| \left( \int_B |D^m g|^2 d\mathcal{L}^n \right)^{1/2} \left( \int_B |D^m (V_k - g)|^2 d\mathcal{L}^n \right)^{1/2}.
\end{align*} \]

(26)

In view of (24) and (25) this implies strong convergence

\[ V_k \to g \text{ in } W^{2,m}(B, \mathbb{R}^N). \]

(27)

We now define \( v_k := V_k/b_k \) where \( b_k = \max\{1, \|D^m V_k\|_{L^2(B, \mathbb{R}^N)}\} \); then \( v_k \in H_k \) with

\[ \|v_k - g_k\|_{W^{m-1,2}} \leq \|v_k - V_k\|_{W^{m-1,2}} + \|V_k - g\|_{W^{m-1,2}} + \|g - g_k\|_{W^{m-1,2}} \to 0. \]

From (27) and (22) we see that the second and the third term on the right-hand side approach 0 as \( k \to \infty \). From (27) we see \( b_k \to 1 \) as \( k \to \infty \). Together with (24) this implies that the first term of the right-hand side also tends to 0 as \( k \to \infty \). But this contradicts (20).

The general result follows from a simple scaling arguments. \( \Box \)

The next result is a standard estimate for solutions of systems with constant coefficients (see [5,6]).

Lemma 7. – Consider \( A \in \mathcal{O}^2(\mathcal{O}^m(\mathbb{R}^n, \mathbb{R}^N), \mathbb{R}) \) satisfying (16) and (17) and \( h \in W^{m,2}(B_\rho(x_0), \mathbb{R}^N) \) with \( \int_{B_\rho(x_0)} A(D^m h, D^m \varphi) d\mathcal{L}^n = 0 \) for all \( \varphi \in C_0^\infty(B_\rho(x_0), \mathbb{R}^N) \). Then there exists a constant \( C_{\text{harm}} = C_{\text{harm}}(n, N, m, \lambda, \Lambda) \) such that the following estimate holds:

\[ \rho^{-2} \sup_{B_{\rho/2}(x_0)} |D^m h|^2 + \sup_{B_{\rho/2}(x_0)} |D^{m+1} h|^2 \leq C_{\text{harm}} \rho^{-2} \int_{B_\rho(x_0)} |D^m h|^2 d\mathcal{L}^n. \]

The last lemma in this section is required in order to be able to apply the \((A, m)\)-harmonic approximation technique. For a ball \( B_\rho(x_0) \subset \Omega, u \in W^{m,2}(B_\rho(x_0), \mathbb{R}^N) \) resp. \( u \in W^{m,p}(B_\rho(x_0), \mathbb{R}^N) \) and a polynomial \( P : B_\rho(x_0) \to \mathbb{R}^N \) of degree \( \leq m \) we define

\[ \Phi_2(x_0, \rho, P) := \left( \int_{B_\rho(x_0)} |D^m (u - P)|^2 d\mathcal{L}^n \right)^{1/2}, \]

\[ \Phi_p(x_0, \rho, P) := \left( \int_{B_\rho(x_0)} |D^m (u - P)|^2 d\mathcal{L}^n + \int_{B_\rho(x_0)} |D^m (u - P)|^p d\mathcal{L}^n \right)^{1/2}. \]

Lemma 8. –

(i) Let \( u \in W^{m,2}(\Omega, \mathbb{R}^N) \) be a weak solution of the Euler equations (10) and assume that \( f \) satisfies hypothesis (H2). Then for every polynomial \( P \) of degree at most \( m \) and every ball \( B_\rho(x_0) \subset \Omega \) there holds:
for all \( \varphi \in C_0^\infty(B_\rho(x_0), \mathbb{R}^N) \) with a constant \( C_{eu} = \sqrt{2L} = C_{eu}(L) \). (The constant \( L \) is from hypothesis (H2) and \( \nu \) is the modulus of continuity for \( D^2 f \), see Remark 4.)

(ii) Let \( u \in W^{m,p}(\Omega, \mathbb{R}^N) \) be a weak solution of the Euler equations (10) and let \( f \) satisfy hypotheses (H4). Then for every \( M > 0 \) there exists \( C_{eu} = C_{eu}(p, L, M) \) (we can choose \( C_{eu} = 2^{p+1}L^{p-1}(1+M^{p-2}) \)) such that

\[
\left| \int_{B_\rho(x_0)} D^2 f(D^m P)(D^m(u - P), D^m \varphi) \, d\mathcal{L}^n \right| \leq C_{eu} \nu_M \left( \Phi_p(x_0, \rho, P) \right)^{1/p} \Phi_p(x_0, \rho, P) \sup_{B_\rho(x_0)} |D^m \varphi|
\]

for all \( B_\rho(x_0) \subseteq \Omega, \varphi \in C_0^\infty(B_\rho(x_0), \mathbb{R}^N) \) and every polynomial \( P \) of degree at most \( m \) with

\[ \Phi_p(x_0, \rho, P) \leq 1 \quad \text{and} \quad |D^m P| \leq M. \]

(The constant \( L \) is from hypothesis (H4) and \( \nu_M \) is from Remark 4.)

Proof. – From the Euler equations (10) and the fact that \( D^m P \) is constant, we get

\[
0 = \int_{B_\rho(x_0)} \left( Df(D^m u) - Df(D^m P) \right) D^m \varphi \, d\mathcal{L}^n
\]

\[
= \int_{B_\rho(x_0)} \int_0^1 \frac{d}{dt} \left( Df(D^m P - t D^m(u - P)) \right) dt \, D^m \varphi \, d\mathcal{L}^n
\]

\[
= \int_{B_\rho(x_0)} \int_0^1 D^2 f(D^m P - t D^m(u - P)) \, dt \left( D^m(u - P), D^m \varphi \right) \, d\mathcal{L}^n.
\]

In view of hypothesis (H2) this leads to, using the statement in Remark 4, Hölder’s and Jensen’s inequality,

\[
\left| \int_{B_\rho(x_0)} D^2 f(D^m P)(D^m(u - P), D^m \varphi) \, d\mathcal{L}^n \right|
\]

\[
= \left| \int_{B_\rho(x_0)} \int_0^1 \left( D^2 f(D^m P) - D^2 f(D^m P - t D^m(u - P)) \right) dt 
\times \left( D^m(u - P), D^m \varphi \right) \, d\mathcal{L}^n \right|
\]
\[
\leq \sqrt{2L} \int_{B_{\rho}(x_0)} \left| \int \left| D^2 f (D^m P) - D^2 f (D^m P - t D^m (u - P)) \right|^{1/2} \, dt \right|
\times |D^m (u - P)| \, dL^n \sup_{B_{\rho}(x_0)} |D^m \varphi|
\leq \sqrt{2L} \int_{B_{\rho}(x_0)} \left( \int v(\left| t (D^m (u - P)) \right|) \frac{1}{|D^m (u - P)|} \, dL^n \sup_{B_{\rho}(x_0)} |D^m \varphi| \right)^{1/2}
\times \sup_{B_{\rho}(x_0)} |D^m \varphi|
\leq \sqrt{2L} \nu M (\left| D^m (u - P) \right|) \frac{1}{|D^m (u - P)|} \, dL^n \sup_{B_{\rho}(x_0)} |D^m \varphi|.
\]

To prove (ii), we argue similarly using (H4), (15) and Remark 4
\[
\left| \int_{B_{\rho}(x_0)} D^2 f (D^m P) (D^m (u - P), D^m \varphi) \, dL^n \right|
\leq \int_{B_{\rho}(x_0)} \left| \frac{1}{p} \int |D^2 f (D^m P) - D^2 f (D^m P - t D^m (u - P))|^{1/p} \, dt \right|
\times \left( \frac{2^p L (1 + M^{p-2} + |D^m (u - P)|^{p-2})}{\nu M (\left| D^m (u - P) \right|)} \right)^{\frac{1}{p}} \, dL^n \sup_{B_{\rho}(x_0)} |D^m \varphi|
\leq \int_{B_{\rho}(x_0)} \nu_M (\left| D^m (u - P) \right|) \frac{1}{\left| D^m (u - P) \right|} \, dL^n \sup_{B_{\rho}(x_0)} |D^m \varphi|.
\]
Therefore Hölder's, Jensen’s and Minkowski’s inequality together with \( \frac{p}{p-1} \leq 2 \) imply
\[
\left| \int_{B_{\rho}(x_0)} D^2 f (D^m P) (D^m (u - P), D^m \varphi) \, dL^n \right|
\leq 2^p L \nu_M \left( 1 + M^{p-2} \right) \nu_M (\Phi_{x_0}(x_0, \rho, P) \sup_{B_{\rho}(x_0)} |D^m \varphi|) \frac{1}{\left| D^m (u - P) \right|} \, dL^n \sup_{B_{\rho}(x_0)} |D^m \varphi|.
\]
\[ \times \left( \int_{B_{\rho}(x_0)} \left( \left| D^m(u - P) \right| + \left| D^m(u - P) \right|^{p-1} \right)^{\frac{p-1}{p}} \, d\mathcal{L}^n \right) \sup_{B_{\rho}(x_0)} \left| D^m \varphi \right| \]

\[ \leq 2^{p-1} L^{\frac{p}{p-1}} \left( 1 + M^{p-2} \right) v_M \left( \Phi_p(x_0, \rho, P) \right)^{1/p} \]

\[ \times \left( \int_{B_{\rho}(x_0)} \left( \left| D^m(u - P) \right| \right)^\frac{p}{p-1} + \left| D^m(u - P) \right|^p \, d\mathcal{L}^n \right) \sup_{B_{\rho}(x_0)} \left| D^m \varphi \right| \]

\[ \leq 2^p L^{\frac{p}{p-1}} \left( 1 + M^{p-2} \right) v_M \left( \Phi_p(x_0, \rho, P) \right)^{1/p} \]

\[ \times \left( \left( \int_{B_{\rho}(x_0)} \left| D^m(u - P) \right|^2 \, d\mathcal{L}^n \right)^{1/2} + \left( \int_{B_{\rho}(x_0)} \left| D^m(u - P) \right|^p \, d\mathcal{L}^n \right)^{\frac{p-1}{p}} \right) \sup_{B_{\rho}(x_0)} \left| D^m \varphi \right| \]

\[ \leq 2^{p+1} L^{\frac{p}{p-1}} \left( 1 + M^{p-2} \right) v_M \left( \Phi_p(x_0, \rho, P) \right)^{1/p} \Phi_p(x_0, \rho, P) \sup_{B_{\rho}(x_0)} \left| D^m \varphi \right| , \]

provided \( \Phi_p(x_0, \rho, P) \leq 1. \)

6. Proof of Theorem 1

Step 1: Setting

For \( x_0 \in \Omega \) and a given Ball \( B_{\rho}(x_0) \subset \Omega \) choose the unique polynomial \( P_{x_0, \rho} \) of degree \( m \) such that \( D^{m-1} P_{x_0, \rho} \) minimizes

\[ P \mapsto \int_{B_{\rho}(x_0)} \left| D^{m-1}(u - P) \right|^2 \, d\mathcal{L}^n \quad \text{and} \]

\[ \int_{B_{\rho}(x_0)} D^k(u - P_{x_0, \rho}) \, d\mathcal{L}^n = 0 \quad \text{for} \ 0 \leq k \leq m - 2. \]

From (5) and (6) we see

\[ D^{m-1} P_{x_0, \rho}(x) = q_{x_0, \rho} + Q_{x_0, \rho}(x - x_0), \]

where \( q_{x_0, \rho} = (D^{m-1}u)_{x_0, \rho} \) and

\[ D^m P_{x_0, \rho} \equiv Q_{x_0, \rho} = \frac{n + 2}{\rho^2} \int_{B_{\rho}(x_0)} D^{m-1}u \otimes (x - x_0) \, d\mathcal{L}^n(x). \]

With this choice of \( P_{x_0, \rho} \) we write

\[ \Phi_2(x_0, \rho/2, P_{x_0, \rho}) = \left( \int_{B_{\rho/2}(x_0)} \left| D^m(u - P_{x_0, \rho}) \right|^2 \, d\mathcal{L}^n \right)^{1/2}, \]

\[ \Phi_2 := \Phi_2(x_0, \rho/2, P_{x_0, \rho}), \]
Lemma 6 are fulfilled. This implies that there exists a constant $C$ as in (32).

Step 2: Decay estimate

Claim 1. – For all $\theta \in [0, 1/4]$ there exists $\delta = \delta(n, N, \lambda, L, m, \theta)$ such that the smallness condition

$$C_{eu} \sqrt{v(C_{uc} \Psi_2(x_0, \rho, P_{x_0, \rho}))} < \delta$$

implies $\Psi_2(x_0, \rho, P_{x_0, \rho}) \leq C_{dec} \theta^2 \Psi_2^2(x_0, \rho, P_{x_0, \rho})$

with a constant $C_{dec} = C_{dec}(n, N, \lambda, L, m)$. Here $n, N, \lambda, L, m$ are as in hypotheses (H1) and (H2), $v$ denotes the modulus of continuity of $D^2 f$ (see Remark 4), $\Psi_2(x_0, \rho, P_{x_0, \rho})$ is as in (32) and $C_{uc}, C_{eu}$ are the constants from Lemma 3, Lemma 8(i) (see (33), (34)).

Proof. – We define

$$v = \frac{u - P_{x_0, \rho}}{\Phi_2} \quad \text{with} \quad D^m v = \frac{D^m(u - P_{x_0, \rho})}{\Phi_2}. \quad (35)$$

In view of (34) this leads to

$$\int_{B_{\rho/2} (x_0)} |D^m v|^2 d\mathcal{L}^n = \frac{\Phi_2^2}{\Phi_2^2} = 1 \quad \text{and} \quad \int_{B_{\rho/2} (x_0)} D^2 f \left( D^m P_{x_0, \rho} \right) \left( D^m (u - P_{x_0, \rho}), D^m \varphi \right) d\mathcal{L}^n \leq C_{eu} \sqrt{v(\Phi_2)} \sup_{B_{\rho/2} (x_0)} |D^m \varphi|. \quad (36)$$

For $\theta \in [0, 1/4]$ choose $\epsilon = 6^{m+4}$ and $\delta = \delta(n, N, \lambda, L, m, \epsilon)$ as in Lemma 6. Then $C_{eu} \sqrt{v(\Phi_2)} \leq C_{eu} \sqrt{v(C_{uc} \Psi_2(x_0, \rho, P_{x_0, \rho}))} < \delta$ by (33), our smallness assumption and the fact that $t \mapsto v(t)$ is non-decreasing. Hence the assumptions of Lemma 6 are fulfilled. This implies that there exists a $(\mathcal{A}, m)$-harmonic function $h$ with

$$\int_{B_{\rho/2} (x_0)} D^2 f \left( D^m P_{x_0, \rho} \right) \left( D^m h, D^m \varphi \right) d\mathcal{L}^n = 0. \quad (36)$$
\[
\int_{B_{\rho/2}(x_0)} |D^m h|^2 \, d\mathcal{L}^n \leq 1 \quad \text{and} \quad (37)
\]
\[
\left( \frac{\rho}{2} \right)^{-2} \int_{B_{\rho/2}(x_0)} |D^{m-1} v - D^{m-1} h|^2 \, d\mathcal{L}^n \leq \epsilon = \theta^{n+4}. \quad (38)
\]

The standard a priori estimate for solutions of the linear system (36) (cf. Lemma 7) applied to \( h \) on \( B_{\rho/2}(x_0) \) yields
\[
\left( \frac{\rho}{2} \right)^{-2} \sup_{B_{\rho/4}(x_0)} |D^m h|^2 + \sup_{B_{\rho/4}(x_0)} |D^{m+1} h|^2 \leq C_{\text{harm}}^2 (\rho/2)^{-2} \int_{B_{\rho/2}(x_0)} |D^m h|^2 \, d\mathcal{L}^n
\]
\[
\leq C_{\text{harm}}^2 \left( \frac{\rho}{2} \right)^{-2};
\]
the last line follows from (37).

Applying Taylor’s theorem to \( h \) on \( B_{\theta \rho}(x_0) \) we deduce
\[
\sup_{B_{\theta \rho}(x_0)} |D^{m-1} h(x) - D^{m-1} h(x_0) - D^m h(x_0)(x-x_0)|^2
\]
\[
\leq \left( \frac{(\theta \rho)^2}{2!} \sup_{B_{\rho/4}(x_0)} |D^{m+1} h| \right)^2 \leq C_{\text{harm}}^2 \theta^4 \rho^2.
\]

Denotation by \( P_{x_0, \theta \rho} \) the unique polynomial associated to \( u \) on \( B_{\theta \rho}(x_0) \) by the construction from Step 1, we infer using the minimal property (28) of \( P_{x_0, \theta \rho} \), the above mentioned a priori estimate for \( h \) and Caccioppoli’s inequality (33):
\[
\theta \rho \Psi_2(x_0, \theta \rho, P_{x_0, \theta \rho})
\]
\[
= \left( \int_{B_{\theta \rho}(x_0)} \left| D^{m-1} (u - P_{x_0, \theta \rho}) \right|^2 \, d\mathcal{L}^n \right)^{1/2}
\]
\[
\leq \left( \int_{B_{\theta \rho}(x_0)} \left| D^{m-1} u - D^{m-1} P_{x_0, \rho} \right|^2 \, d\mathcal{L}^n \right)^{1/2}
\]
\[
- \Phi_2 \left( D^{m-1} h(x_0) + D^m h(x_0)(x-x_0) \right)^2 \, d\mathcal{L}^n \right)^{1/2}
\]
\[
\leq \left( \int_{B_{\theta \rho}(x_0)} \left| D^{m-1} v - (D^{m-1} h(x_0) + D^m h(x_0)(x-x_0)) \right|^2 \, d\mathcal{L}^n \right)^{1/2} \Phi_2
\]
\[
\leq \left( \int_{B_{\theta \rho}(x_0)} \left| D^{m-1} v - D^{m-1} h \right|^2 \, d\mathcal{L}^n \right)^{1/2} \Phi_2
\]
\[
+ \left( \int_{B_{\theta \rho}(x_0)} \left| D^{m-1} h - D^{m-1} h(x_0) - D^m h(x_0)(x-x_0) \right|^2 \, d\mathcal{L}^n \right)^{1/2} \Phi_2.
\]
\begin{align}
\leq \left(2^{-\frac{n+4}{2}} + C_{\text{harm}}\right) \theta^2 \rho \Phi_2 &\leq C_{\text{dec}} \theta^2 \rho \Psi_2(x_0, \rho, P_{x_0, \rho})
\end{align}
(39)

with $C_{\text{dec}} = (2^{-\frac{n+4}{2}} + C_{\text{harm}}) C_{\text{cac}}$. This proves Claim 1. \hfill \Box

Given $0 < \alpha < 1$ we now fix $\theta$ sufficiently small such that $C_{\text{dec}} \theta \leq \theta^\alpha$. This fixes $\varepsilon = \theta^{n+4}$ and also $\delta = \delta(n, N, \lambda, L, m, \varepsilon)$. We choose $s_0 > 0$ such that $C_{\text{cac}} \sqrt{(\varepsilon(C_{\text{cac}} s_0)}) < \delta$.

Then, if for some ball $B_{\rho}(x_0) \subset \Omega$ the smallness condition $\Psi_2(x_0, \rho, P_{x_0, \rho}) \leq s_0$ is satisfied, we have the decay estimate

$$\Psi_2^2(x_0, \theta \rho, P_{x_0, \theta \rho}) \leq \theta^{2\alpha} \Psi_2^2(x_0, \rho, P_{x_0, \rho}).$$
(40)

**Step 3: Iteration**

**Claim 2.** Suppose $\Psi_2(x_0, \rho, P_{x_0, \rho}) \leq s_0$ for some ball $B_{\rho}(x_0) \subset \Omega$. Then for all $k \in \mathbb{N}$

\begin{align}
\int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \theta^k \rho})|^2 d\mathcal{L}^n &\leq \theta^{(2+2\alpha)k} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^2 d\mathcal{L}^n
\end{align}

i.e., $\Psi_2(x_0, \theta^k \rho, P_{x_0, \theta^k \rho}) \leq \theta^{(2+2\alpha)k} \Psi_2(x_0, \rho, P_{x_0, \rho})$.

**Proof.** For $k = 1$ this is still the decay estimate (40). By induction we see, noting that the smallness condition $\Psi_2(x_0, \theta^l \rho, P_{x_0, \theta^l \rho}) \leq s_0$ can be verified iteratively for $l = 1, \ldots, k - 1$, that

\begin{align}
\int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \theta^l \rho})|^2 d\mathcal{L}^n &\leq \theta^{(2+2\alpha)} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \theta^{l+1} \rho})|^2 d\mathcal{L}^n
\leq \theta^{(2+2\alpha)k} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^2 d\mathcal{L}^n.
\end{align}

This proves the asserted estimate. \hfill \Box

**Step 4: Partial regularity**

For $0 < r < \rho$ we fix $k \in \mathbb{N}_0$ with $\theta^{k+1} \rho < r \leq \theta^k \rho$. Then Step 3 implies

\begin{align}
\int_{B_{r}(x_0)} |D^{m-1}(u - P_{x_0, r})|^2 d\mathcal{L}^n &\leq \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \theta^k \rho})|^2 d\mathcal{L}^n
\leq \theta^{-(n+2+2\alpha)} \left(\frac{r}{\rho}\right)^{2+2\alpha} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^2 d\mathcal{L}^n.
\end{align}

Using Poincaré’s inequality Lemma 1 with $k = 0$, $l = m - 1$ on $B_{r}(x_0)$ (which is possible by our choice of $P_{x_0, r}$) we obtain

\begin{align}
\int_{B_{r}(x_0)} |u - P_{x_0, r}|^2 d\mathcal{L}^n &\leq C^2 \theta^{-(n+2+2\alpha)} \rho^{-(2+2\alpha)} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^2 d\mathcal{L}^n r^{2m+2\alpha},
\end{align}
(41)
provided we have \( \Psi_2(x_0, \rho, P_{x_0, \rho}) < s_0 \).

Suppose \( x_0 \in \Omega \setminus \Sigma \). Then \( \liminf_{\rho \to 0} \rho \int_{B_\rho(x_0)} |Du - (Du)_{x_0, \rho}|^2 \, d\mathcal{L}^n = 0 \) and therefore (using Poincaré’s inequality and recalling the choice of \( P_{x_0, \rho} \))

\[
\Psi_2^2(x_0, \rho, P_{x_0, \rho}) = \rho^{-2} \int_{B_\rho(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^2 \, d\mathcal{L}^n \\
\leq \rho^{-2} \int_{B_\rho(x_0)} |D^{m-1}u - (D^{m-1}u)_{x_0, \rho} - (Du)_{x_0, \rho}(x - x_0)|^2 \, d\mathcal{L}^n \\
\leq C_p^2 \int_{B_\rho(x_0)} |Du - (Du)_{x_0, \rho}|^2 \, d\mathcal{L}^n.
\]

Hence

\[
\left( \int_{B_\rho(x_0)} |Du - (Du)_{x_0, \rho}|^2 \, d\mathcal{L}^n \right)^{1/2} \leq \frac{S_0}{C_p}
\]

implies \( \Psi_2(x_0, \rho, P_{x_0, \rho}) < s_0 \). Since \( y \mapsto \int_{B_\rho(y)} |D^{m}u - (D^{m}u)_{y, \rho}|^2 \, d\mathcal{L}^n \) is continuous, we see that (43) implies the same condition for any \( y \in B_\sigma(x_0) \) and (41) holds for \( y \in B_\rho(x_0) \) and any \( 0 < r < \rho \).

Campanato’s integral characterization (4) of \( C^{m, \alpha} \) functions shows \( C^{m, \alpha} \)-regularity of \( u \) on \( B_\sigma/2(x_0) \). Finishing the proof of Theorem 1 we note, that \( \mathcal{L}^n(\Sigma) = 0 \) by the Lebesgue differentiation theorem.

7. Proof of Theorem 2

Step 1: Setting

In this section we modify the arguments of the last section, starting with the same setting:

For a given ball \( B_\rho(x_0) \) choose the unique polynomial \( P_{x_0, \rho} \) of degree \( m \) specified in (28) and (29). Let

\[
\Phi_\rho(x_0, \rho/2, P_{x_0, \rho}) = \left( \int_{B_{\rho/2}(x_0)} |D^{m}(u - P_{x_0, \rho})|^2 \, d\mathcal{L}^n + \int_{B_{\rho/2}(x_0)} |D^{m}(u - P_{x_0, \rho})|^p \, d\mathcal{L}^n \right)^{1/2},
\]

\[
\Psi_\rho(x_0, \rho, P_{x_0, \rho}) = \left( \rho^{-2} \int_{B_\rho(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^2 \, d\mathcal{L}^n + \rho^{-p} \int_{B_\rho(x_0)} |D^{m-1}(u - P_{x_0, \rho})|^p \, d\mathcal{L}^n \right)^{1/2},
\]

\[
\Phi_\rho := \Phi_\rho(x_0, \rho/2, P_{x_0, \rho}), \quad \Psi_\rho := \Psi_\rho(x_0, \rho, P_{x_0, \rho}).
\]

From Lemmas 5 and 8 with \( \varphi \in C_0^\infty(B_{\rho/2}(x_0), \mathbb{R}^N) \) we see
\[ \Phi_p^2 = \int_{B_{\rho/2}(x_0)} |D^m(u - P_{x_0,\rho})|^2 \, d\mathcal{L}^n + \int_{B_{\rho/2}(x_0)} |D^m(u - P_{x_0,\rho})|^p \, d\mathcal{L}^n \]
\[ \leq C_{c_{\text{vac}}}^2 \left( \rho^{-2} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0,\rho})|^2 \, d\mathcal{L}^n + \rho^{-p} \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0,\rho})|^p \, d\mathcal{L}^n \right) \]
\[ = C_{c_{\text{vac}}}^2 \Psi_p^2, \quad (44) \]

\[ \left| \int_{B_{\rho}(x_0)} D^2 f(D^m P_{x_0,\rho})(D^m(u - P_{x_0,\rho}), D^m \varphi) \, d\mathcal{L}^n \right| \]
\[ \leq C_{c_{\text{vac}}} v_M(\Phi_p)^{1/p} \Phi_p \sup_{B_{\rho/2}(x_0)} |D^m \varphi|, \quad (45) \]

Provided \(|D^m P_{x_0,\rho}| \leq M\). Note, that in difference to (33) and (34) the constants \(C_{c_{\text{vac}}} = C_{c_{\text{vac}}}(M)\) and \(C_{c_{\text{e}}} = C_{c_{\text{e}}}(M)\) depend on \(M\).

**Step 2: Decay estimate**

**Claim 1.** – Let \(M > 0\) fixed. For any \(\theta \in [0, 1/4]\) there exists \(\delta = \delta(n, \lambda, L, m, \theta)\) and \(q = q(n, p)\) such that if

1. \(C_{c_{\text{e}}} v_M(C_{c_{\text{vac}}}(M)\Psi_p(x_0, \rho, P_{x_0,\rho}))^{1/p} < \delta,\)
2. \(\Psi_p(x_0, \rho, P_{x_0,\rho}) \leq \theta^q,\) and
3. \(|D^m P_{x_0,\rho}| \leq M,\)

then

\[ \Psi_p^2(x_0, \theta \rho, P_{x_0,\theta \rho}) \leq C_{\text{dec}} \theta^2 \Psi_p^2(x_0, \rho, P_{x_0,\rho}) \]

with a constant \(C_{\text{dec}}(M) = C_{\text{dec}}(n, N, \lambda, L, m, M)\). Here \(n, N, \lambda, L, m\) are as in hypotheses (H3) and (H4), \(v_M\) is the modulus of continuity for \(D^2 f\) from Remark 4, \(\Psi_p\) is defined in Step 1 and the constants \(C_{c_{\text{vac}}}(M), C_{c_{\text{e}}}(M)\) are from Lemma 5 and Lemma 8(ii).

**Proof.** – As in the proof of Theorem 1 we define

\[ v = \frac{(u - P_{x_0,\rho})}{\Phi_p} \quad \text{with} \quad D^m v = \frac{D^m(u - P_{x_0,\rho})}{\Phi_p}. \quad (46) \]

In view of (45) and hypotheses (1) and (3) we can make the same observations as in the proof of theorem (1) in regards to an application of the \((A, m)\)-harmonic approximation lemma. Arguing in the same way we get the same conclusions as in the \((p = 2)\) case, i.e. we get the estimate (39)

\[ \int_{B_{\rho}(x_0)} |D^{m-1}(u - P_{x_0,\rho})|^2 \, d\mathcal{L}^n \leq \left( 2^{-\frac{m-2}{2}} + C_{\text{harm}} \right)^2 (\theta^2 \rho)^2 \Phi_p^2 =: C_1^2 (\theta^2 \rho)^2 \Phi_p^2, \quad (47) \]

for \(\theta \in [0, 1/4]\), provided \(C_{c_{\text{e}}} v_M(\Phi_p)^{1/p} \leq \delta = \delta(n, N, \lambda, L, m, \theta)\).
Next we derive an estimate for the second term $\int_{B_\theta \rho(x_0)} |D^{m-1}(u - P_{x_0,\theta \rho})|^p \, d\mathcal{L}^n$ of the right side in Caccioppoli’s inequality. For this we let (in the case $p > 2$)

$$p^* = \begin{cases} \frac{np}{n-p}, & \text{the conjugated Sobolev exponent to } p \text{ in the case } 2 < p < n, \\ p, & \text{fixed in the case } p \geq n, \end{cases}$$

with $\frac{1}{2} > \frac{1}{p} > \frac{1}{p^*}$. Therefore we find $t \in ]0, 1[$ such that

$$\frac{1}{p} = (1-t)\frac{1}{2} + t \frac{1}{p^*}. \quad (48)$$

Using Hölder’s inequality, Sobolev’s inequality (9), Caccioppoli’s inequality (44) and (47) we compute:

$$\int_{B_\theta \rho(x_0)} |D^{m-1}(u - P_{x_0,\theta \rho})|^p \, d\mathcal{L}^n$$

\[
\leq \left( \int_{B_\theta \rho(x_0)} |D^{m-1}(u - P_{x_0,\theta \rho})|^2 \, d\mathcal{L}^n \right)^{1-p} \left( \int_{B_\theta \rho(x_0)} |D^{m-1}(u - P_{x_0,\theta \rho})|^{p^*} \, d\mathcal{L}^n \right)^{\frac{p}{p^*}}
\]

\[
\leq C_2^p \mathcal{L}^n(B_{\theta \rho}(x_0))^{-t} \Phi_{p}(\theta \rho)(1-t)\Phi_{p}(\theta \rho) \left( \int_{B_\theta \rho(x_0)} |D^{m}(u - P_{x_0,\theta \rho})|^p \, d\mathcal{L}^n \right)^{\prime}, \quad (49)
\]

where $C_2 = C_3^{(1-t)}C_1^{(1-t)}C_3^2 = C_2(n, N, \lambda, L, m, M, p, p^*)$. From Lemma 2 we deduce ($P_{x_0,\theta \rho}$ denoting again the unique polynomial associated to $u$ on $B_{\theta \rho}(x_0)$)

$$\left( \int_{B_\theta \rho(x_0)} |D^{m}(u - P_{x_0,\theta \rho})|^p \, d\mathcal{L}^n \right)^{1/p}$$

\[
\leq \left( \int_{B_\theta \rho(x_0)} |D^{m}(u - P_{x_0,\rho})|^p \, d\mathcal{L}^n \right)^{1/p} + \mathcal{L}^n(B_{\theta \rho}(x_0))^{1/p} |D^{m}P_{x_0,\theta \rho} - D^{m}P_{x_0,\rho}| \]

\[
\leq \mathcal{L}^n(B_{\rho/2}(x_0))^{1/p} \left( \int_{B_{\rho/2}(x_0)} |D^{m}(u - P_{x_0,\rho})|^p \, d\mathcal{L}^n \right)^{1/p}
\]

\[
+ \mathcal{L}^n(B_{\theta \rho}(x_0))^{1/p} \left( n(n+2)(\theta \rho)^{-2} \int_{B_{\theta \rho}(x_0)} |D^{m-1}(u - P_{x_0,\rho})|^2 \, d\mathcal{L}^n \right)^{1/2}
\]

\[3\] Observe, that by Campanato’s integral characterization, in regular points of $u$, this term is much smaller than $\int_{B_{\theta \rho}(x_0)} |D^{m-1}(u - P_{x_0,\rho})|^2 \, d\mathcal{L}^n$. 

are satisfied, we have the decay estimate

\[
\left( L^n \left( B_{r/2}(x_0) \right) C_{ip}^2 \right)^{1/p} + \sqrt{n(n+2)}(\theta \rho)^{-1} \left( \int_{B_r(x_0)} |D^{n-1}(u - P_{s_0,\rho})|^p \mathcal{L}^n \right)^{1/p} 
\]

\[
\leq \left( L^n \left( B_{r}(x_0) \right) \right)^{1/p} \theta^{-1} \left( (2^n C_{ip}^2)^{1/p} + \sqrt{n(n+2)} \right) \Psi_2^{2/p}. 
\]

From this estimate, inserted in inequality (49) and Young’s inequality we get, letting

\[
C_2 = C_2^{p} \left( (2^n C_{ip}^2)^{1/p} + \sqrt{n(n+2)} \right)^p = C_2^{p} \left( n, N, \lambda, L, m, M, p, p^* \right)
\]

\[
(\theta \rho)^{-p} \left( \int_{B_{r/2}(x_0)} |D^{m-1}(u - P_{s_0,\rho})|^p \mathcal{L}^n \right)^{1/p} \leq C_2 \theta^{(1-p)\alpha} \Psi_2^{(1-p)\alpha} \Psi_2^{2/p} 
\]

\[
\leq C_2 \left( \frac{(1-p)\alpha}{2} \Psi_2^{2/p} + \frac{1}{p^{\alpha}} \theta^{-\frac{(n+p)\alpha}{p}} \Psi_2^{(n+p)\alpha/p} \right) 
\]

\[
\leq C_2 \theta^{2\alpha} \Psi_2^{2/p}. 
\]

(50)

provided \( \Psi_2^{2(p^* - p)/p} \leq \theta^{(n+\alpha)p^*/p+2} \). If we choose \( q = \frac{(n+\alpha)p^*/p}{2(p^* - p)} \) in hypothesis (2) the desired estimate follows from (44), (47) and (50) with \( C_{dec} = C_1^2 C_{ip}^2 + C_2^2 \). Note that

\[ C_{dec} = C_{dec}(M). \]

Given \( 0 < \alpha < 1 \) we now fix \( \theta \) sufficiently small such that \( C_{dec}(2M) \theta \leq \theta^2 \). This also fixes \( \varepsilon = \theta^{\alpha+4} \) and \( \delta = \delta(n, N, \lambda, L, m, \varepsilon) \). We choose \( s_0 > 0 \) (depending on \( 2M \) also) such that \( C_{m}/(2M)(C_{ip}(2M)s_0)^{1/p} < \delta \). Then, if for some ball \( B_{r}(x_0) \subseteq \Omega \) the conditions

\[
\Psi_2(x_0, \rho, P_{s_0,\rho}) \leq s_0, \quad \Psi_2(x_0, \rho, P_{s_0,\rho}) \leq \theta^q \quad \text{and} \quad |D^m P_{s_0,\rho}| \leq 2M \quad (51)
\]

are satisfied, we have the decay estimate

\[
\Psi_2(x_0, \rho, P_{s_0,\rho}) \leq \theta^{2\alpha} \Psi_2(x_0, \rho, P_{s_0,\rho}). 
\]

(52)

**Step 3: Iteration**

**Claim 2.** – Suppose \( \Psi_2(x_0, \rho, P_{s_0,\rho}) \leq s_0, \quad \Psi_2(x_0, \rho, P_{s_0,\rho}) \leq \theta^q \quad \text{and} \quad |D^m P_{s_0,\rho}| \leq 2M \) for some ball \( B_{r}(x_0) \subseteq \Omega \). Suppose further that

\[
\Psi_2(x_0, \rho, P_{s_0,\rho}) \leq \frac{\theta^{\frac{2\alpha}{\sqrt{n(n+2)}}}}{(1-\theta^q)^{M}}. 
\]

Then for all \( k \in \mathbb{N} \)

\[
\Psi_2(x_0, \rho^k, P_{s_0,\rho^k}) \leq \theta^{(2+2\alpha)k} \Psi_2(x_0, \rho, P_{s_0,\rho}). 
\]

**Proof.** – For \( k = 1 \) this follows from the decay estimate (52). Suppose that the statement is true for all \( l \leq k - 1 \in \mathbb{N}_0 \). Firstly, we will show that the assumptions (51) of the decay estimate (52) are fulfilled on the ball \( B_{\rho^k}(x_0) \). Therefore it remains to show, that \( |D^m P_{s_0,\rho^k}| \leq 2M \). From (30) and Lemma 2 we infer

\[
\Psi_2(x_0, \rho^k, P_{s_0,\rho^k}) \leq \theta^{(2+2\alpha)k} \Psi_2(x_0, \rho, P_{s_0,\rho}). 
\]
\[ |D^m P_{x_0, \theta^k \rho}| \leq M + \sum_{j=0}^{k-1} |D^m P_{x_0, \theta^{j+1} \rho} - D^m P_{x_0, \theta^j \rho}| \]

\[ \leq M + \sqrt{n(n+2)\theta^{-(n+2)/2}} \sum_{j=0}^{k-1} \frac{1}{\theta^j \rho} \left( \int_{B_{\theta^j \rho}(x_0)} |D^{m-1}(u - P_{x_0, \theta^j \rho})|^2 \, d\mathcal{L}^n \right)^{1/2} \]

\[ = M + \sqrt{n(n+2)\theta^{-(n+2)/2}} \sum_{j=0}^{k-1} \Psi_p(x_0, \theta^j \rho, P_{x_0, \theta^j \rho}) \]

\[ \leq M + \sqrt{n(n+2)\theta^{-(n+2)/2}} \sum_{j=0}^{k-1} \Psi_p(x_0, \theta^j \rho, P_{x_0, \theta^j \rho}) \]

\[ \leq M + \sqrt{n(n+2)\theta^{-(n+2)/2}} \frac{1}{1 - \theta^a} \Psi_p(x_0, \theta^j \rho, P_{x_0, \theta^j \rho}) \]

\[ \leq 2M, \]

provided \( \Psi_p(x_0, \rho, P_{x_0, \rho}) \leq \theta^{\frac{n+2}{2}}(1 - \theta^a)/\sqrt{n(n+2)M} \). Hence we can apply (52) and conclude the estimate at level \( k \). \(\square\)

**Step 4: Partial regularity**

For \( 0 < r < \rho \) fix \( k \in \mathbb{N}_0 \) with \( \theta^{k+1}\rho < r \leq \theta^k \rho \). Then Step 3 implies

\[ \int_{B_r(x_0)} |D^{m-1}(u - P_{x_0, r})|^2 \, d\mathcal{L}^n \leq \frac{(\theta^k \rho)^n}{r^n} \int_{B_{\theta^k \rho}(x_0)} |D^{m-1}(u - P_{x_0, \theta^k \rho})|^2 \, d\mathcal{L}^n \]

\[ \leq \frac{(\theta^k \rho)^n}{r^n} \Psi_p^2(x_0, \theta^k \rho, P_{x_0, \theta^k \rho}) \leq \frac{(\theta^k \rho)^n}{r^n} \theta^{(2+2\alpha)k} \rho^2 \Psi_p^2(x_0, \rho, P_{x_0, \rho}) \]

\[ \leq \theta^{-(n+2+2\alpha)} \left( \frac{r}{\rho} \right)^{(2+2\alpha)} \rho^2 \Psi_p^2(x_0, \rho, P_{x_0, \rho}). \]

Using Poincaré’s inequality Lemma 1 with \( k = 0, l = m - 1 \) on \( B_r(x_0) \) we obtain

\[ \int_{B_r(x_0)} |u - P_{x_0, r}|^2 \, d\mathcal{L}^n \leq C \theta^{-(n+2+2\alpha)} \rho^{-2\alpha} \Psi_p^2(x_0, \rho, P_{x_0, \rho}) r^{2m+2\alpha}, \]

provided

\[ \Psi_p(x_0, \rho, P_{x_0, \rho}) < \max \left( S_0, \theta^q, \frac{\theta^{\frac{n+2}{2}}(1 - \theta^a)}{\sqrt{n(n+2)M}} \right) =: S_0 \]

and \( |D^m P_{x_0, \rho}| < M \).

Suppose \( x_0 \in \Omega \setminus (\Sigma_1 \cup \Sigma_2) \), where \( \Sigma_1 \) and \( \Sigma_2 \) are from the formulation of Theorem 2. Then \( \lim\inf_{\rho \downarrow 0} \int_{B_\rho(x_0)} |Du - (D^m u)_{x_0, \rho}|^2 = 0 \) and \( \limsup_{\rho \downarrow 0} (D^m u)_{x_0, \rho} < \infty \).
Using Lemma 2(ii) and Hölder’s inequality we see

\[ \left| D^m P_{x_0, \rho} \right| \leq \left| (D^m u)_{x_0, \rho} \right| + C_p \sqrt{n(n+2)} \left( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \right)^{1/p}. \]

Hence

\[ \left| (D^m u)_{x_0, \rho} \right| < \frac{M}{2} \]

and

\[ \left( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \right)^{1/p} < \frac{M}{2C_p \sqrt{n(n+2)}} \] (53)

implies \( |D^m P_{x_0, \rho}| < M \).

Next we will show that the smallness conditions for \( \Psi_{x_0, \rho, P_{x_0, \rho}} \) can be achieved on \( \Omega \setminus (\Sigma_1 \cup \Sigma_2) \). Firstly, we see from (42) and Hölder’s inequality

\[ \rho^{-2} \int_{B_{\rho}(x_0)} \left| D^{m-1}(u - P_{x_0, \rho}) \right|^2 \, d\mathcal{L}^n \leq C^2_p \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^2 \, d\mathcal{L}^n \]

\[ \leq C^2_p \left( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^2 \, d\mathcal{L}^n \right)^{1/p}. \]

Secondly, we have from (7), Lemma 2(ii) and the above estimate

\[ \rho^{-p} \int_{B_{\rho}(x_0)} \left| D^{m-1}(u - P_{x_0, \rho}) \right|^p \, d\mathcal{L}^n \leq C^p_p \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \]

\[ \leq C^p_p \left( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \right)^{1/p} \]

\[ \leq C^p_p \left( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \right)^{1/p} + \left| D^m P_{x_0, \rho} - (D^m u)_{x_0, \rho} \right|^p \] \[ \leq C^p_p \left( 1 + C_p \sqrt{n(n+2)} \right)^p \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n. \]

Hence \( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \leq 1 \) and

\[ \left( \int_{B_{\rho}(x_0)} \left| D^m u - (D^m u)_{x_0, \rho} \right|^p \, d\mathcal{L}^n \right)^{1/p} < \frac{S_0}{\sqrt{C^2_p + C^p_p \left( 1 + C_p \sqrt{n(n+2)} \right)^p}} \] (54)

imply \( \Psi_2(x_0, \rho, P_{x_0, \rho}) < S_0 \).

Since \( y \mapsto (D^m u)_y \) and \( y \mapsto \int_{B_{\rho}(y)} \left| D^m u - (D^m u)_y \right|^p \, d\mathcal{L}^n \) are continuous, we see that (53) and (54) imply the same conditions near \( x_0 \). Now arguing as in the proof of Theorem 1 we get the desired partial regularity result.
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