ON THE LINEARIZATION OF SOME SINGULAR, NONLINEAR ELLIPTIC PROBLEMS AND APPLICATIONS
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ABSTRACT. – This paper deals with the spectrum of a linear, weighted eigenvalue problem associated with a singular, second order, elliptic operator in a bounded domain, with Dirichlet boundary data. In particular, we analyze the existence and uniqueness of principal eigenvalues. As an application, we extend the usual concepts of linearization and Frechet derivability, and the method of sub and supersolutions to some semilinear, singular elliptic problems.

1. Introduction

The standard implicit function theorem [21,15,12] and some extensions such as the Lyapunov–Schmidt method [15,12] are powerful tools for the analysis of nonlinear problems. When applicable they provide the complete solution set in a neighborhood of a given solution. That information sometimes leads to global existence and uniqueness results via continuation techniques. Degree theory [40,12,43], on the other hand, directly provides global (but less precise) existence results that can be made more and more
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precise when particular solutions are known and their index is well defined. Sub and supersolutions methods \cite{41,43,44,37} yield more precise existence results if more information is available. But both the application of the implicit function theorem and the effective calculation of the index rely on the linearization of the nonlinear problem around a particular solution, which is nontrivial when the coefficients are not sufficiently smooth or the nonlinearities are singular. Linearization is also convenient to systematically construct sequences of sub and supersolutions and is quite useful in the analysis of stability properties. The main object of this paper is to provide the appropriate ingredients to directly extend these tools to the analysis of the positive solutions of some second-order, elliptic problems that exhibit a singularity near the boundary. Although our results apply to more general problems \((f\text{ depending also on a parameter, } L\text{ replaced by a more general nonlinear, elliptic operator}),\) for the sake of clarity we shall derive them for the semilinear problem

\[
\mathcal{L}u = -\sum_{i,j=1}^{n} a_{ij}(x) \frac{\partial^2 u}{\partial x_i \partial x_j} + \sum_{i=1}^{n} b_i(x) \frac{\partial u}{\partial x_i} = f(x, u) \quad \text{in } \Omega, \quad (1.1)
\]

\[
u = 0 \quad \text{on } \partial \Omega. \quad (1.2)
\]

under the following assumptions, which hold for some \(\alpha\) such that \(-1 < \alpha < 1:\)

\begin{enumerate}
\item[(H.1)] \(\Omega \subset \mathbb{R}^n\) is a bounded domain, with a \(C^{3,\gamma}\) boundary, for some \(\gamma > 0\) if \(n > 1.\) Note that the distance from \(x \in \Omega\) to \(\partial \Omega, d(x),\) defines a function \(d \in C^{3,\gamma}(\Omega_1),\) with \(\Omega_1 = \{x \in \Omega: d(x) < \rho_1\}\) for some \(\rho_1 > 0.\)
\item[(H.2)] The second order part of the operator \(-\mathcal{L}\) is uniformly, strongly elliptic in \(\Omega.\) Also, for all \(i, j, k = 1, \ldots, n, a_{ij} = a_{ji} \in C^3(\Omega) \cap C(\overline{\Omega}),\) \(b_i \in C^2(\Omega),\) and there is a constant \(K\) such that \(|\partial a_{ij}/\partial x_k| + |b_i| < K[1 + d(x)^\alpha]\) and \(|\partial^2 a_{ij}/\partial x_i \partial x_j| + |\partial b_i/\partial x_j| < K d(x)^{\alpha-1}\) for all \(x \in \Omega.\) As a consequence, the functions \(a_{ij}, x \rightarrow d(x) \partial a_{ij}(x)/\partial x^k\) and \(x \rightarrow d(x) b_i(x)\) are in \(C^{0,\gamma}(\Omega)\) whenever \(0 < \delta < \min(\alpha + 1, \gamma).\)
\item[(H.3)] There is an integer \(m > 0\) such that \(f, \partial^j f/\partial u^j, \partial^j f/\partial u^{j-1}/\partial x_k \in C(\Omega \times [0, \infty[)\) for all \(k = 1, \ldots, n\) and all \(j = 1, \ldots, m + 1.\) And if \(u: \Omega \rightarrow \mathbb{R}\) is such that \(0 < k_1 d(x) < u(x) < k_2 d(x)\) for all \(x \in \Omega\) and some constants \(k_1, k_2,\) then \(f(x, u(x))) < K_0[1 + d(x)^\alpha]\) and \(|\partial^j f(x, u(x)))/\partial u^j| + \sum_{k=1}^{n} |\partial^j f(x, u(x))/\partial u^{j-1}/\partial x_k| < K_j d(x)^{\alpha-j}\) for all \(x \in \Omega,\) for all \(k = 1, \ldots, n\) and all \(j = 1, \ldots, m + 1,\) where \(K_j\) (can depend on \(k_1 \text{ and } k_2\) but is independent of \(u.\))
\end{enumerate}

For convenience we are allowing (in (H.2)) the coefficients \(b_i\) to exhibit an appropriate singularity at the boundary. Also, we are requiring the coefficients of the operator \(L\) to be such that the adjoint operator \(L^*,\) defined as

\[
L^* u = -\sum \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial u}{\partial x_j} \right) - \sum \frac{\partial}{\partial x_i} \left( \left( b_i - \sum a_{ij} \right) u \right), \quad (1.3)
\]

is such that the equation \(L^* u = f(x, u)\) also satisfies (H.2)–(H.3); \(L^*\) is the formal adjoint of \(L\) with respect to the inner product of \(L^2(\Omega).\) Also, since all sums apply to the values \(1, \ldots, n\) of the involved indexes, the limits \(1 \text{ and } n\) are omitted hereafter in the symbol \(\Sigma.\) Note that assumption (H.3) is satisfied by the usual power-law nonlinearities, \(f(x, u) = g(x) u^{\alpha_1},\) whenever \(\alpha_1 > -1\) and \(g \in C^1(\overline{\Omega});\) or, more generally, when \(g \in\)
$C^1(\Omega)$ and $|g(x)| < Kd(x)^{\alpha_2}$, for some $K > 0$ and some $\alpha_2$ such that $|\alpha_1 + \alpha_2| < 1$. Singular elliptic problems of this type were considered, among many others, by Laetsch [33], Cohen and Laetsch [14], Crandall, Rabinowitz and Tartar [18], Brezis and Oswald [11] and Bandle, Pozio and Tesei [6] in bounded domains, and by Spruck [44], Schatzman [42] and Brezis and Kamin [10] in $\mathbb{R}^n$. As a by-product of the results in the paper, in Section 4.1 we shall extend the existence (of strictly positive, classical solutions, in $C^2(\Omega) \cap C^1(\Omega)$) result in [18] to nonlinearities of indefinite sign, which are of interest in, e.g., population dynamics [25,26,36]. Note that if the nonlinearity $f$ is singular at $u = 0$ and is negative for $u > 0$ and $x \in \Omega \neq \emptyset$, then the nonnegative solutions of (1.1)-(1.2) can exhibit free boundaries between a region $\Omega^+ \subset \Omega$ where $u = 0$ (‘dead core’) and the support of $u$ [20]; these solutions will be excluded from the analysis below, where only (strictly) positive solutions will be considered. In Section 4.1 we shall use the method of sub and supersolutions, as in [6], where quite weak, not necessarily (strictly) positive solutions were obtained.

The linearization of (1.1)-(1.2) around a given positive solution $u$ leads us to consider the linear eigenvalue problem

$$LU - M(x)U = \lambda U \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial \Omega,$$

(1.4)

where $\mathcal{L}$ is as in (1.1) and $M(x) = f_u(x, u(x))$. Thus the natural assumption on the coefficient $M$ is

(H.3′) $M \in C^1(\Omega)$ and, for all $k = 1, \ldots, n$, $d(x)^{2-\alpha}|\partial M(x)/\partial x_k|$ is bounded in $\Omega$.

As a consequence, the function $x \to d(x)^{-\delta}M(x)$ is in $C^{0,\delta}(\Omega)$ whenever $0 < \delta < \min\{\alpha + 1, \gamma\}$, and $d(x)^{1-\alpha}M(x)$ is bounded in $\Omega$.

Note that we are not requiring $M$ to have a constant sign near $\partial \Omega$. In fact, as we shall see in Section 2 (see Lemma 2.1), that sign can be controlled upon a change of variable that affects both the coefficients $b_i$ and the coefficient $M$ itself, with the new coefficients still satisfying (H.2) and (H.3′). This result is of independent interest and appears as surprising at first sight because the sign of $M$ near $\partial \Omega$ plays an important role when applying maximum principles. Similar singular eigenvalue problems in divergence form were considered in [8], where generalized Hardy–Sobolev inequalities [13] (see Remark 2.4 below) were used to prove that the eigenfunctions are in $C^2(\Omega) \cap H^1_0(\Omega)$. Here we shall prove that the eigenfunctions are also in $C^{1,\delta}_{0,\Omega}$ for all $\delta$ such that $0 < \delta < \min\{\alpha + 1, \gamma\}$. A stronger $C^1(\Omega)$-regularity (also for the solutions of (1.1)-(1.2) and of some related linear problems) is necessary in order to apply a straightforward generalization (Appendix B) of the Hopf boundary lemma [38]. This and our assumption that $\alpha > -1$ in (H.3)–(H.3′) will prevent us from using $L_p$ theory [2], Hardy–Sobolev inequalities and imbedding theorems [1], which provide $C^1(\Omega)$-solutions only if $\alpha > -1/n$ (see Remark 2.3). Instead, we shall use the (integral) reformulation of the various problems through the Green function of the linear problem $\mathcal{L}u = f$ in $\Omega$, $u = 0$ on $\partial \Omega$, and work in $C^1(\Omega)$ (or in $C^{1,\delta}_{0,\Omega}$ when convenient) but, for the sake of clarity, these problems will be written in differential form in the statements of most results. Note that the requirement $\alpha > -1$ in assumptions (H.2)–(H.3), (H.3′) and (H.4) is somewhat optimal when seeking $C^1(\Omega)$-regularity, as the simplest counterexamples [8] readily show.
In fact, in Section 2 we shall consider a slightly more general linear eigenvalue problem, namely

\[ LU - M(x)U = \lambda N(x)U \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial \Omega, \quad (1.5) \]

where \( L \) and \( M \) are as above and

(H.4) \( N \) is strictly positive in \( \Omega \), and satisfies assumption (H.3').

That extension is made because it leads to no additional price in the analysis and is of interest in the linear stability analysis of the strictly positive steady states of some singular parabolic problems, such as

\[ (\beta/|\beta|) \partial u^\beta / \partial t + Lu = f(x, u) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega, \quad (1.6) \]

with \( L \) and \( f \) as above and \( 0 < |\beta| < 1 \). That equation includes the so-called porous media equation ([5] and references given there in) as a particular case if \( 0 < \beta < 1 \), as seen when rewriting it in terms of the new variable \( v = u^\beta \). The extension is also useful in the analysis of the more standard case \( \beta = 1 \), see Theorem 4.7 below. But in fact we shall also get some results on the existence of principal eigenvalues of (1.5) when \( N \) vanishes in a part of \( \Omega \), or changes sign in \( \Omega \). That extension do involve an additional price, but it is convenient in some applications (e.g., in the analysis of (1.1)–(1.2), with \( f(x, u) \equiv N(x)u^\alpha \) and \( N \) of indefinite sign, as \( \alpha \searrow 1 \)).

For convenience we shall also consider the adjoint linearized problem

\[ L^*V - M(x)V = \lambda N(x)V \quad \text{in } \Omega, \quad V = 0 \quad \text{on } \partial \Omega, \quad (1.7) \]

where \( L^* \) is as defined in (1.3), and prove that it has the same spectrum as (1.5).

The paper is organized as follows. Section 2 is devoted to the linear eigenvalue problem (1.5), which is first analyzed in the simplest case \( N > 0 \) (Theorem 2.6). For convenience we also characterize the principal eigenvalue (1.5) in terms of a min-max property (Proposition 2.8), first introduced by Donsker and Varadhan [22] to characterize the principal eigenvalue of second-order elliptic operators in general form in bounded, smooth domains, and extended (essentially as a definition) by Berestycki, Nirenberg and Varadhan [7] to general bounded domains. Also, we analyze the existence and uniqueness of the principal eigenvalue of (1.5) when \( N \) changes sign in \( \Omega \) (Theorem 2.12) and when \( N \geq 0 \) vanishes in a part of \( \Omega \) (Theorem 2.10 and Remark 2.11), to extend a well-known result subsequently proven by Manes and Micheletti [35] for self-adjoint operators and by Hess and Kato [29] for general operators, and some recent results by López-Gómez [34] respectively. In Section 3 we first re-write (1.1)–(1.2) in integral form, via a Green operator, and then consider the Fréchet differentiability of the resulting problem with respect to \( u \) (Theorem 3.1) and with respect to a parameter, under appropriate, additional regularity assumptions on the dependence of \( f \) on the parameter (Corollary 3.2). Finally, several applications are given in Section 4 that deal with the construction of solutions of (1.1)–(1.2) as limits of sequences of sub and/or supersolutions (Section 4.1), with the stability of the solutions of (1.1)–(1.2) as steady states of the associated parabolic problem (Section 4.2), and with bifurcation problems when \( f \) is allowed to depend also on a parameter (Section 4.3).
2. The spectrum of the linear eigenvalue problem

The object of this section is to analyze the spectrum of the linear eigenvalue problem (1.5). But before proceeding with the main results we show that the sign of the coefficient $M$ near $\partial\Omega$ can be controlled through a change of variable.

**Lemma 2.1.** Under the assumptions (H.1)–(H.2) and (H.3'), there are two functions $\phi^\pm \in C^2(\bar\Omega)$ for all $\delta$ such that $0 < \delta < \delta_0 = \min\{\gamma, \alpha + 1\}$, such that

$$\phi^\pm > 0 \quad \text{in} \quad \bar\Omega, \quad \text{(2.1)}$$

and if $U \in X \equiv C^2(\Omega) \cap C^1(\partial\Omega)$, with $0 < \delta < \delta_0$, is a solution of (1.5), then the functions $U^\pm = \phi^\pm U$ are in $X$ and

$$\mathcal{L}^\pm U^\pm \equiv -\sum a_{ij}(x) \frac{\partial^2 U^\pm}{\partial x_i \partial x_j} + \sum b_i^\pm(x) \frac{\partial U^\pm}{\partial x_i} = M^\pm(x)U^\pm + \lambda N(x)U^\pm, \quad \text{in} \quad \Omega \quad \text{(2.2)}$$

$$U^\pm = 0, \quad \partial U^\pm / \partial v = \partial U / \partial v \quad \text{on} \quad \partial\Omega, \quad \text{(2.3)}$$

where $v$ is the outward unit normal, the coefficients $b_i^\pm$ and $M^\pm$ satisfy assumptions (H.2) and (H.3'), and

$$\pm M^\pm > 0 \quad \text{in a neighborhood of} \quad \partial\Omega. \quad \text{(2.4)}$$

**Proof.** Let $d(x) = d(x_1, \ldots, x_n)$ be the distance from $x$ to $\partial\Omega$ and let $\psi \in C^3([0, \infty) \cap C^0([0, \infty))$ be a real function such that

$$\delta \psi(\eta) \geq 0 \quad \text{if} \quad \eta \geq 0, \quad \delta \psi(\eta) = \eta^{\delta+1} \quad \text{if} \quad 0 \leq \eta \leq \varepsilon < \rho_1, \quad \psi(\eta) = 0 \quad \text{if} \quad \eta > \rho_1, \quad \text{(2.5)}$$

where $\delta \neq 0$ is such that $0 < \delta < \alpha$, with $\alpha$ and $\rho_1$ as in assumptions (H.1), (H.2) and (H.3'). The strictly positive constant $\varepsilon$ will be selected below.

Now we define the functions $\phi^\pm$ as $\phi^\pm(x) = \exp[\pm \psi(d(x))]$. If $U \in X$ is a solution of (1.5) then $U^\pm = \phi^\pm U$ is such that $U^\pm \in X$ and satisfies (2.2) with

$$b_i^\pm = b_i \mp 2\psi'(d(x)) \sum a_{ij} \frac{\partial d}{\partial x_j},$$

$$M^\pm = M \mp \psi'(d(x)) \sum b_i \frac{\partial d}{\partial x_i} + \sum a_{ij} \left[ \frac{\partial d}{\partial x_i} \frac{\partial d}{\partial x_j} (\psi'(d(x))^2 \pm \psi''(d(x))) \pm \frac{\partial^2 d}{\partial x_i \partial x_j} \psi'(d(x)) \right].$$

But, according to (2.5),

$$\pm M^\pm d(x)^{1-\delta} \geq 0 \quad \text{if} \quad 0 < d(x) < \varepsilon$$

provided that
\[ \pm M(x)d(x)^{1-\alpha}d(x)^{\alpha-\delta} - d(x) \sum_{i} b_i \frac{\partial d}{\partial x_i} \]
\[ + \sum_{i,j} a_{ij} \left( [1 - (\delta + 1)]d(x)^{\delta+1} \right) \frac{\partial d}{\partial x_i} \frac{\partial d}{\partial x_j} + d(x) \frac{\partial^2 d}{\partial x_i \partial x_j} > 0, \]

which holds if \( 0 < d(x) < \varepsilon \) and \( \varepsilon \) is sufficiently small, because \( |M(x)|d(x)^{1-\alpha} \) is bounded in \( \Omega \) and the matrix \((a_{ij})\) is positive definite in \( \Omega \), according to assumptions (H.2) and (H.3'). Note that \( \varepsilon \) is chosen independently of \( U \). Also \( b_i^\pm \) and \( M^\pm \) satisfy assumptions (H.2) and (H.3') respectively and, according to (2.5), \( U^\pm \) satisfies (2.3). Thus the proof is complete. \( \blacksquare \)

Remark 2.2. – The result above implies that the point spectrum of (2.2), with Dirichlet boundary data

\[ U^\pm = 0 \text{ on } \partial\Omega, \quad (2.6) \]

is the same as that of (1.5), provided that the eigenfunctions are in \( C^2(\Omega) \cap C^1(\overline{\Omega}) \) (and this is a natural assumption, as we shall see below). Still, (2.1) and (2.3) imply that

\[
\begin{align*}
U &= 0 \quad \text{ (resp., } U > 0) \quad \text{ if and only if } \quad U^\pm = 0 \quad \text{ (resp., } U^\pm > 0), \quad \text{ in } \Omega; \\
\partial U/\partial v &= 0 \quad \text{ (resp., } \partial U/\partial v < 0) \quad \text{ if and only if } \quad \partial U^\pm/\partial v = 0 \\
\text{ (resp., } \partial U^\pm/\partial v < 0) &\quad \text{ on } \partial\Omega.
\end{align*}
\]

The first property implies that \( \lambda \) is a principal eigenvalue of (1.5) if and only if it is a principal eigenvalue of (2.2), (2.6). The second property will be quite useful below to apply a Hopf boundary lemma.

In order to analyze the eigenvalue problem (1.5), we first consider the Green operator of the problem

\[ Lu = M(x)v \quad \text{ in } \Omega, \quad u = 0 \quad \text{ on } \partial\Omega, \quad (2.7) \]

defined as \( u = G_1(v) \), with \( v \in C^0_0(\overline{\Omega}) \). Since the analysis of this problem is somewhat apart from the remaining part of the paper, it is relegated to Appendix A at the end of the paper, and the result is just stated here; but see Remark 2.4 below.

**Proposition 2.3.** – Let \( \Omega \), \( L \) and \( M \) satisfy assumptions (H.1)–(H.2) and (H.3'). If \( v \in C^0_0(\overline{\Omega}) \) then (2.7) has a unique solution \( u \in C^2(\Omega) \cap C^{1,\delta}(\overline{\Omega}) \) for all \( \delta \) such that \( 0 < \delta < \delta_0 = \min\{\gamma, \alpha + 1\} \). And there is a constant \( K \), which (can depend on \( \delta \) but) is independent of \( v \), such that

\[ \|u\|_{C^{1,\delta}(\overline{\Omega})} \leq K \|v\|_{C^0(\overline{\Omega})}. \quad (2.8) \]

**Proof.** – See Appendix A. \( \blacksquare \)

Remark 2.4. – If \( \alpha > -1/n \) then we can use \( L_p \) estimates to show that, under the assumptions in Proposition 2.3, (2.7) possesses a unique solution \( u \in W^2_p(\Omega) \), for all \( p > n \) such that \( 1 + \alpha p > 0 \), and that \( \|u\|_{W^2_p(\Omega)} \leq K \|v\|_{C^0(\overline{\Omega})} \), with \( K \) independent of \( v \).

This result is readily obtained by first replacing (2.7) by

\[ u + G_0 \left( \sum b_i \partial u/\partial x_i \right) = G_0(M(x)v), \quad (2.9) \]
where $G_0 : L_p(\Omega) \to W^2_p(\Omega)$ is the Green operator of the problem $-\sum a_{ij} \partial^2 u/\partial x_i \partial x_j = f$ in $\Omega$, $u = 0$ on $\partial \Omega$, and then taking into account that

$$\left\Vert \sum b_i \partial u/\partial x_i \right\Vert_{L_p(\Omega)} \leq K_1 \left\Vert u \right\Vert_{C^{0,1}((\bar{\Omega}))}, \quad \left\Vert M(x) v \right\Vert_{L_p(\Omega)} \leq K_2 \left\Vert v \right\Vert_{C^{0,1}((\bar{\Omega}))}$$

(2.10)

with $K_1$ and $K_2$ independent of $u$ and $v$ respectively. The first estimate readily follows from assumption (H.2). The second estimate follows from (H.2) and the inequality

$$|v(x)| \leq d(x) \left\Vert v \right\Vert_{C^{0,1}((\bar{\Omega}))}$$

for all $x \in \Omega$, which holds whenever $v \in C^{0,1}_0((\bar{\Omega}))$, as readily obtained when applying the mean value theorem between $x$ and that point of $\partial \Omega$ where the distance $d(x)$ is reached; the second estimate (2.10) can also be obtained via Hardy–Sobolev inequalities [13], but this requires that $\alpha \geq 0$ if $p > n$. Now, when using (2.10), the continuity of $G_0$, the fact that $W^2_p(\Omega)$ is compactly imbedded into $C^{0,1}((\bar{\Omega}))$, standard maximum principles and standard Riesz theory on compact, linear operators, the result readily follows. Thus if $\alpha > -1/n$ we can proceed with $L_p$ theory and imbedding theorems to obtain the results below in a simpler way, which unfortunately is not appropriate to obtain $C^1$-regularity up to the boundary if $-1 < \alpha \leq -1/n$.

The main ingredient to analyze the spectrum of (1.5) when $N > 0$ in $\Omega$ is in the following

**Proposition 2.5.** Under the assumptions (H.1)–(H.2), (H.3') and (H.4), there is a constant $k_0$ such that if $k > k_0$ and $v \in C^{0,1}_0((\bar{\Omega}))$ then the problem

$$\mathcal{L} u - M(x) u + k N(x) u = N(x) v \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega$$

(2.12)

has a unique solution $u \in C^2(\Omega) \cap C^{1,1}(\bar{\Omega})$ for all $\delta \in ]0, \delta_0[$, where $\delta_0 = \min\{\gamma, \alpha + 1\}$, and

$$\left\Vert u \right\Vert_{C^{1,1}(\bar{\Omega})} \leq K \left\Vert v \right\Vert_{C^{0,1}((\bar{\Omega}))},$$

(2.13)

where $K$ (can depend on $k$ and $\delta$ but) is independent of $v$. If, in addition, $v \geq 0$ in $\Omega$ and $v$ is not identically zero, then $\partial u/\partial \nu < 0$ on $\partial \Omega$.

**Proof.** We first select $k_0$ to ensure uniqueness. To this end we rewrite (2.12) as

$$\mathcal{L}^- u^- - M^-(x) u^- + k N(x) u^- = N(x) \varphi^- v \text{ in } \Omega, \quad u^- = 0 \text{ on } \partial \Omega,$$

(2.14)

where $\mathcal{L}^-, M^-$ and $\varphi^-$ are as is Lemma 2.1 and $u^- = \varphi^- u$. Since $M^- < 0$ in a neighborhood $\Omega^1$ of $\partial \Omega$ and $N > 0$ in $\Omega$, $k_0 = \sup(M^-(x)/N(x); x \in \Omega \setminus \Omega^1)$ is well defined, and $k N - M^- > 0$ in $\Omega$ whenever $k > k_0$. Then a standard maximum principle applied to (2.14) ensures uniqueness for that problem, and hence uniqueness for (2.12), if $k > k_0$. Still, the strong maximum principle in Appendix B implies that $\partial u^-/\partial \nu < 0$ if $v \geq 0$ and $v$ is not identically zero. And since $\partial u^-/\partial \nu = \partial u^-/\partial \nu$ on $\partial \Omega$ (see (2.3)) the last statement in Proposition 2.5 also follows if $k > k_0$. Thus only the existence part remains to be proved.
After selecting \( k_0 \), we take \( k > k_0, \delta \in ]0, \delta_0[ \) and rewrite (2.12) as

\[
H(u) \equiv u - G_1(u) + kG_2(u) = G_2(v)
\]

where \( G_1, G_2 : C_0^{0,1}(\tilde{\Omega}) \rightarrow C_0^{1,\delta}(\tilde{\Omega}) \) are then the Green operators \( (u = G_1(v) \) and \( u = G_2(v) \)) of the problems (2.7) and \( Lu = N(x)v \) in \( \Omega \), \( u = 0 \) on \( \partial \Omega \), respectively; note that \( G_1 \) and \( G_2 \) are bounded, according to Proposition 2.3. Since the imbedding \( i : C_0^{1,\delta}(\tilde{\Omega}) \rightarrow C_0^{0,1}(\tilde{\Omega}) \) is compact, \( \hat{H} = H \circ i \) is a compact perturbation of the identity in \( C_0^{1,\delta}(\tilde{\Omega}) \), and since \( k > k_0 \), \( \hat{H} \) is injective. Thus the standard Riesz theory [21] on compact operators applies and \( \hat{H} \) is readily seen to be a linear homeomorphism. Then if \( v \in C_0^{0,1}(\tilde{\Omega}) \), \( w = G_2(v) \in C_0^{1,\delta}(\tilde{\Omega}) \) and (2.15) has a unique solution \( u \in C^{1,\delta}(\tilde{\Omega}) \) such that \( \|u\|_{C^{1,\delta}(\tilde{\Omega})} \leq K\|G_2(v)\|_{C^{1,\delta}(\tilde{\Omega})} \leq K\|v\|_{C_0^{0,1}(\tilde{\Omega})} \) and the estimate (2.13) follows. Also, as in Proposition 2.3, \( u \in C^2(\Omega) \), and the proof is complete.

Now we are in a position to analyze the linear eigenvalue problem (1.5). This problem was considered by Bertsch and Rostamian [8] for operators in divergence form (see also [28] for an extension to operators in general form) via Hardy–Sobolev inequalities, see Remark 2.4 above. As for the regularity of the eigenfunctions, in [8] it was shown that they are in \( C^2(\Omega) \cap H_0^1(\Omega) \) if \( M \) and \( N \) satisfy assumption (H.3') above with \( \alpha > -1 \), and in \( C^2(\Omega) \cap C_0^1(\Omega) \) if \( \alpha > 0 \). But the corresponding spectrum coincides with that obtained when the eigenfunctions are required to be in \( C^2(\Omega) \cap C_0^1(\Omega) \), as shown in the following theorem, which also provides a fairly complete characterization of the spectrum for operators in general form.

**Theorem 2.6.** Under the assumptions (H.1)–(H.2), (H.3') and (H.4), the spectrum of the linear eigenvalue problem (1.5), with \( U \in C^2(\Omega) \cap C_0^{0,1}(\tilde{\Omega}) \), is such that

(i) It consists (at most) of a countable set of eigenvalues which are isolated, and the eigenfunctions are in \( C^{1,\delta}(\tilde{\Omega}) \) for all \( \delta \) such that \( 0 < \delta < \delta_0 = \min\{\gamma, \alpha + 1\} \).

(ii) It contains a unique principal eigenvalue (i.e., a real eigenvalue with an associated eigenfunction in the interior of the positive cone of \( C_0^1(\tilde{\Omega}) \), namely, such that \( U > 0 \) in \( \Omega \) and \( \partial U/\partial v < 0 \) on \( \partial \Omega \)), which is simple.

(iii) The (not necessarily real) eigenvalues of (1.5) are such that

\[
\text{Re} \lambda > \lambda_1 \quad \text{if} \quad \lambda \neq \lambda_1, \quad \text{and} \quad \text{Re} \lambda \geq c_1 + c_1|\text{Im} \lambda|,
\]

where \( \lambda_1 \) is the principal eigenvalue of (1.5) and the real constants \( c_1 > 0 \) and \( c_2 \) are independent of \( \lambda \).

(iv) It does not change when the eigenfunctions are only required to be in \( C^2(\Omega) \cap H_0^1(\Omega) \), and coincides with the spectrum of the formal adjoint problem (1.7).

**Proof.** We subsequently prove the statements (i), (ii) and (iii). Since the operator \( \mathcal{L} \) is not necessarily selfadjoint, its spectrum is not necessarily real, and we must work with the complexifications of \( \mathcal{L} \) and the various function spaces; this trivial extension will be automatically made below.

(i) If \( k_0 \) is as in Proposition 2.5, \( k > k_0 \) and \( 0 < \delta < \delta_0 \), then the problem (2.12) defines a Green operator \( u = G(v) \), with \( G : C_0^{0,1}(\tilde{\Omega}) \rightarrow C_0^{1,\delta}(\tilde{\Omega}) \) bounded. And if \( i \) is the compact imbedding of \( C_0^{1,\delta}(\tilde{\Omega}) \) into \( C_0^{0,1}(\tilde{\Omega}) \), then \( \hat{G} = G \circ i : C_0^{1,\delta}(\tilde{\Omega}) \rightarrow C_0^{0,1}(\tilde{\Omega}) \) is
compact. This completes the proof of the second statement in part (i). And the first statement follows by the standard spectral theory for compact operators [21], when taking into account that the eigenvalues of (1.5) and \( \hat{G} \), \( \mu \), are related by

\[
\mu = 1/(\lambda + k).
\]  

(2.17)

(ii) Let \( \hat{G} \) be the compact operator defined above. According to Proposition 2.5, \( \hat{G} \) maps the positive cone of \( C^{1,\delta}_0(\overline{\Omega}) \) into its interior, and the Krein–Rutman theorem [3, 19] readily implies that \( \hat{G} \) has a unique principal eigenvalue \( \mu_1 \), which is simple, strictly positive and such that any other eigenvalue of \( \hat{G} \) satisfies |\( \mu \)\| < \( \mu_1 \). And taking into account the relation (2.17) between the spectra of \( \hat{G} \) and (2.4), the statement (ii) readily follows, with \( \lambda_1 = 1/\mu_1 - k \) (for any \( k > k_0 \)). Note that, in addition, any other eigenvalue \( \lambda \) of (1.5) satisfies \(|\Re \lambda + k|^2 + |\Im \lambda|^2|^{1/2} = |\lambda + k| = 1/|\mu| > 1/\mu_1 = |\lambda_1 + k| \), and since that inequality holds for all \( k > k_0 \), we readily obtain

\[
\Re \lambda \geq \lambda_1.
\]  

(2.18)

(iii) In order to obtain the first inequality in (2.16) we assume for contradiction that there is an eigenvalue of (1.5), \( \lambda \neq \lambda_1 \), such that \( \Re \lambda \leq \lambda_1 \) or, according to (2.18),

\[
\lambda \neq \lambda_1, \quad \Re \lambda = \lambda_1.
\]

If, in addition, we rewrite the problem (1.5) as in Lemma 2.1, then the problems

\[
\begin{align*}
\mathcal{L}^-U^-_1 - M^-\left(x\right)U^-_1 & = \lambda_1 N\left(x\right)U^-_1 \quad \text{in } \Omega, \quad U^-_1 = 0 \quad \text{on } \partial \Omega, \\
\mathcal{L}^-U_- - M^-\left(x\right)U_- & = \lambda N\left(x\right)U_- \quad \text{in } \Omega, \quad U_- = 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

possess nontrivial solutions, where \( \mathcal{L}^- \) and \( M^- \) are as in Lemma 2.1. Also, \( U^-_1 \) can be chosen to be real and such that

\[
U^-_1 > 0 \quad \text{in } \Omega, \quad \partial U^-_1/\partial v < 0 \quad \text{on } \partial \Omega,
\]  

(2.19)

because \( \lambda_1 \) is a principal eigenvalue. Now, for each \( \beta \in \mathbb{R} \), we define

\[
u^-_\beta(x, t) = U^- \exp\left[-(\lambda + k)t\right] + \text{c.c.} - \beta U^-_1 \exp\left[-(\lambda_1 + k)t\right],
\]

where c.c. stands for the complex conjugate. This function is readily seen to satisfy

\[
N(x)\partial u^-_\beta/\partial t + \mathcal{L}^- u^-_\beta - M^-\left(x\right)u^-_\beta + kN(x)u^-_\beta = 0 \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega \quad (2.20)
\]

for all \( t \in \mathbb{R} \). If we choose the real constant \( k \) such that \( k > k_0 \), where \( k_0 \) is as selected in the proof of Proposition 2.5, right after (2.14), then

\[
-M^-\left(x\right) + kN(x) > 0 \quad \text{for all } x \in \Omega.
\]  

(2.21)

In addition, the constant \( \tilde{\beta} \), given by

\[
\tilde{\beta} = \inf\{\beta \in \mathbb{R} : u^-_\beta(x, t) < 0 \text{ for all } x \in \Omega \text{ and all } t \in \mathbb{R}\}
\]
is well-defined (see (2.19) and take into account that $U_1^-$, $\text{Re } U^-$ and $\text{Im } U^-$ are in $C^1_b(\tilde{\Omega})$, and that $u_{\tilde{x}} \exp[(\lambda_1 + k)t]$ is periodic in $t$), and such that (a) $u_{\tilde{x}}(x, t) \leq 0$ for all $x \in \tilde{\Omega}$ and all $t \in \mathbb{R}$, and (b) either $u_{\tilde{x}} = 0$ at some $(x_0, t_0) \in \tilde{\Omega} \times \mathbb{R}$, or $\partial u_{\tilde{x}} / \partial \nu = 0$ at some $(x_0, t_0) \in \partial \tilde{\Omega} \times \mathbb{R}$. Then we only need to take into account that $u_{\tilde{x}}$ also satisfies (2.20) for all $t \in \mathbb{R}$, with $M^-$ and $kN$ satisfying (2.21), and apply the strong maximum principle for parabolic problems with locally bounded coefficients in Appendix B, to get the required contradiction. Thus the first inequality in (2.16) has been obtained.

In order to get the second inequality in (2.16), we multiply (1.5) by $\tilde{U}$ (= the complex conjugate of $U$), integrate in $\Omega$, integrate by parts and take the real and imaginary parts of the resulting equation, to obtain

$$2(\text{Re } \lambda) \int_\Omega N|U|^2 \, dx + 2 \int_\Omega M|U|^2 \, dx = 2 \sum_\Omega a_{ij} \frac{\partial U}{\partial x_i} \frac{\partial \tilde{U}}{\partial x_j} \, dx + \sum_\Omega \left( b_i + \sum_\Omega \frac{\partial a_{ij}}{\partial x_j} \right) \left( \frac{\partial U}{\partial x_i} + U \frac{\partial \tilde{U}}{\partial x_i} \right) \, dx, \tag{2.22}$$

$$2(\text{Im } \lambda) \int_\Omega N|U|^2 \, dx = \sum_\Omega \left( b_i + \sum_\Omega \frac{\partial a_{ij}}{\partial x_j} \right) \left( \frac{\partial U}{\partial x_i} - U \frac{\partial \tilde{U}}{\partial x_i} \right) \, dx. \tag{2.23}$$

Now, since the operator $-\mathcal{L}$ is uniformly, strongly elliptic in $\Omega$, there is a constant $k_0 > 0$ (independent of $U$) such that

$$\sum_\Omega a_{ij} \frac{\partial U}{\partial x_i} \frac{\partial \tilde{U}}{\partial x_j} \, dx \geq k_0 \int_\Omega |\nabla U|^2 \, dx. \tag{2.24}$$

Also, since $U = 0$ on $\partial \Omega$, we can use the standard Hardy–Sobolev inequality [13] to obtain

$$\int_\Omega |U(x)|^2 d(x)^{-2} \, dx \leq c_0 \int_\Omega |\nabla U|^2 \, dx, \tag{2.25}$$

where the constant $c_0$ is independent of $U$ and $d(x)$ is the distance from $x$ to $\partial \Omega$, as above. But, according to assumptions (H.1)–(H.2), (H.3') and (H.4), there is a subdomain $\Omega_2 \subset \Omega$ ($\partial \Omega_2 \subset \Omega$) and two constants, $k_1$ and $k_2$, such that

$$|M(x)|d(x)^2 < k_0/(4c_0), \quad \left| \sum_\Omega \left( b_i + \sum_\Omega \frac{\partial a_{ij}}{\partial x_j} \right) \right|^2 d(x)^2 < k_0^2/(16c_0),$$

if $x \in \Omega \setminus \Omega_2$,

$$|M(x)|/N(x) < k_1, \quad \left| \sum_\Omega \left( b_i + \sum_\Omega \frac{\partial a_{ij}}{\partial x_j} \right) \right|^2 /N(x) < k_2, \quad \text{if } x \in \Omega_2.$$

From these inequalities and (2.25) we subsequently obtain

$$\left| \int_\Omega M|U|^2 \, dx \right| \leq |k_0/(4c_0)| \int_\Omega |U|^2 d(x)^{-2} \, dx + k_1 \int_\Omega N|U|^2 \, dx$$

$$\leq (k_0/4) \int_\Omega |\nabla U|^2 \, dx + k_1 \int_\Omega N|U|^2 \, dx. \tag{2.26}$$
and, by a similar argument and Hölder inequality,
\[
\left| \sum \int_\Omega \left( b_i + \sum \frac{\partial a_{ij}}{\partial x_j} \right) \left( \bar{U} \frac{\partial U}{\partial x_i} \pm U \frac{\partial \bar{U}}{\partial x_i} \right) dx \right|
\leq (k_0/2) \int_\Omega |\nabla U|^2 \, dx + (8/k_0) \left[ (k_0^2/16) \int_\Omega |\nabla U|^2 \, dx + k_2 \int_\Omega |N|^2 \, dx \right]
\]
\[= k_0 \int_\Omega |\nabla U|^2 \, dx + (8k_2/k_0) \int_\Omega |N|^2 \, dx. \tag{2.27} \]

When using (2.24) and (2.26)–(2.27) in (2.22)–(2.23) we obtain
\[
(\text{Re} \lambda) \int_\Omega |N|^2 \, dx > (3k_0/4) \int_\Omega |\nabla U|^2 \, dx - (k_1 + 4k_2/k_0) \int_\Omega |N|^2 \, dx, \tag{2.28} \]
\[
(\text{Im} \lambda) \int_\Omega |N|^2 \, dx < (k_0/2) \int_\Omega |\nabla U|^2 \, dx + (4k_2/k_0) \int_\Omega |N|^2 \, dx, \]
and the second estimate in (2.16) readily follows.

(iv) Since Proposition 2.5 applies also to the adjoint eigenvalue problem (1.7), we can choose a constant \( k > 0 \) sufficiently large such that, for each \( V \in C_0^1(\bar{\Omega}) \), the problems

\[
\mathcal{L} U - M(x) U + k N(x) U = N(x)V \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial \Omega, \tag{2.29} \]
\[
\mathcal{L}^* U - M(x) U + k N(x) U = N(x)V \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial \Omega, \tag{2.30} \]

possess a unique solution. Since these two problems are formally adjoint of each other, their Green operators, are readily seen to be adjoint of each other in the pre-Hilbert space, \( X = (C^1(\bar{\Omega}), \langle \cdot, \cdot \rangle) \), where the inner product \( \langle \cdot, \cdot \rangle \) is defined as

\[
\langle U_1, U_2 \rangle \equiv \int_\Omega N(x) U_1(x) U_2(x) \, dx. \tag{2.31} \]

Now, let \( G \) and \( G^* \) be the Green operators of (2.29) and (2.30). If we multiply (2.29) by \( U \), integrate in \( \Omega \), apply integration by parts and proceed as in the proof of part (iii) above, we obtain

\[
(3k_0/2) \int_\Omega |\nabla U|^2 \, dx + (2k - 1 - 2k_1 - 8k_2/k_0) \int_\Omega |N|^2 \, dx < \int_\Omega |N|^2 \, dx, \tag{2.32} \]

where the constants \( k_0, k_1 \) and \( k_2 \) are as in (2.28). If we choose \( k \) such that \( k \geq 1/2 + k_1 + 4k_2/k_0 \), then this inequality shows that

\[
\| G(V) \|^2_{H^1(\Omega)} \leq K \| V \|^2_X, \]

with the constant \( K \) independent of \( V \); and since, according to Hardy–Sobolev inequalities [13] and (compact) imbedding theorems [1], the imbedding of \( H^1_0(\Omega) \) into the completion of \( X \) is compact, the Green operator \( G \) is compact in \( H^1_0(\Omega) \), and its
continuous extension is compact in the completion of $X$. Similarly, the adjoint operator $G^*$ is compact in $X$. Then we only need to apply [21, §11.4.2, §11.5.5] and take into account that if $\mu$ is in the spectrum of $G$ then $\bar{\mu}$ is also in the spectrum (because $G$ is real) to obtain that the spectra of $G$ in $H^0_0(\Omega)$ and in $C^1_0(\bar{\Omega})$ coincide with the spectrum of the continuous extension of $G$ to the completion of $X$, and with that of $G^*$. And we only need to take into account that the eigenvalues of (1.5) and (1.7) are obtained from the eigenvalues $\mu$ of $G$ and $G^*$, respectively, by means of (2.17) to obtain the two statements in property (iv). Thus the proof of the theorem is complete. \[\square\]

Note that, according to Theorem 2.6, the spectrum of the linear eigenvalue problem (1.5) exhibits similar properties as the spectra of related regular (i.e., with smooth coefficients in $\bar{\Omega}$) second-order elliptic problems, except for the last estimate in statement (iii), which is asymptotically (as $|\lambda| \to \infty$) sharper in the regular case (when $\Re \lambda \geq c_1 + c_2 |\Im \lambda|^2$, with $c_2 > 0$).

Now we prove that the min-max characterization of the principal eigenvalue introduced in [22] also applies when the coefficients of $L$ and the function $M$ satisfy (H.2), (H.3') and (H.4) (Proposition 2.8 below). The idea of the proof follows that of [7]. The following previous characterization is needed.

**Lemma 2.7.** Under the assumptions (H.1), (H.2), (H.3') and (H.4), the problem (1.5) possesses a strictly positive principal eigenvalue if and only if the operator $L - M(x)$ satisfies the strong maximum principle, i.e. if $v \in C^2(\Omega) \cap C^1(\bar{\Omega})$ is such that

$$ v \neq 0, \quad Lv - M(x)v \geq 0 \quad \text{in} \quad \Omega, \quad v \geq 0 \quad \text{on} \quad \partial \Omega, \quad (2.33) $$

then $v > 0$ for all $x \in \Omega$ and $\partial v(x)/\partial v < 0$ (where $v$ is the outward unit normal, as above) for all $x \in \partial \Omega$ such that $v(x) = 0$.

**Proof.** If $L - M(x)$ satisfies a strong maximum principle then the principal eigenvalue of (1.5), $\lambda_1$, exists (Theorem 2.6) and is readily seen to be strictly positive. In order to prove the converse we assume without loss of generality (Lemma 2.1) that $M(x) \leq 0$ in a neighborhood $\Omega_1$ of $\partial \Omega$. For each function $v$ satisfying (2.33), we consider the function

$$ w = v + \varepsilon + \varepsilon kU_1 $$

(2.34)

where $\varepsilon > 0$, $U_1 > 0$ is an eigenfunction of (1.5) associated with the principal eigenvalue $\lambda_1$ and

$$ k = \sup \{2|M(x)|/|\lambda_1 N(x)U_1(x)| : x \in \Omega \setminus \Omega^1 \}. $$

Then

$$ \mathcal{L}w - M(x)w \geq \varepsilon \left[ k\lambda_1 N(x)U_1(x) - M(x) \right] > 0 \quad \text{in} \quad \Omega. \quad (2.35) $$

Moreover, since $v$ is continuous, for each $\varepsilon > 0$ there is a constant $\gamma(\varepsilon) > 0$ such that $w > 0$ in $\Omega_2 = \{x \in \Omega : d(x) < \gamma(\varepsilon)\}$; and $w > 0$ in $\Omega \setminus \Omega_2$, as readily seen upon application of the generalized maximum principle to (2.35) in $\Omega \setminus \Omega_2$ (note that $U_1$ satisfies (2.33), with strict inequalities in $\Omega \setminus \Omega_2$). Thus $w > 0$ in $\Omega$ for all $\varepsilon > 0$, and by letting $\varepsilon \to 0$, we obtain $v \geq 0$ in $\Omega$. Thus, the generalized maximum principle and the strong maximum principle in Appendix B yield $v > 0$ in $\Omega$ and $\partial v(x)/\partial v < 0$ if $x \in \partial \Omega$ and $v(x) = 0$; and the proof is complete. \[\square\]
PROPOSITION 2.8. – Under the assumptions (H.1), (H.2), (H.3′) and (H.4), the principal eigenvalue of (1.5) is given by

$$\lambda_1 = \sup\{ \inf \{ \frac{[\mathcal{L}v - M(x)v]}{[N(x)v]} : x \in \Omega \} : v \in \mathcal{P} \}.$$  

(2.36)

where \( \mathcal{P} \) is the set of those functions of \( C^2(\Omega) \cap C^1_0(\Omega) \) such that \( v > 0 \) in \( \Omega \).

Proof. – Let \( \lambda_1 \) be the principal eigenvalue of (1.5) and let \( U_1 > 0 \) be an associated eigenfunction. Then \( v = U_1 \in \mathcal{P} \) and satisfies \( \mathcal{L}v - M(x)v = \lambda_1 N(x)v \geq \lambda N(x)v \) in \( \Omega \) whenever \( \lambda < \lambda_1 \). This shows that the set \( \{ \inf \{ \frac{[\mathcal{L}v - M(x)v]}{[N(x)v]} : x \in \Omega \} : v \in \mathcal{P} \} \) contains the interval \( ]-\infty, \lambda_1[ \). Thus (2.36) is well defined and \( \lambda_1 \leq \lambda_1 (\leq \infty) \).

Now we prove that the inequality \( \lambda_1 < \lambda_1 \) cannot be satisfied. Assume for contradiction that there is a real number \( \varepsilon > 0 \) and a function \( v \in \mathcal{P} \) such that \( \lambda_1 + \varepsilon < \inf \{ \frac{[\mathcal{L}v - M(x)v]}{[N(x)v]} : x \in \Omega \} \), and let \( U_1 > 0 \) be an eigenfunction associated with \( \lambda_1 \). Let the constant \( \beta_1 \geq 0 \) be defined as \( \beta_1 = \min\{\beta_1, \beta_2\} \), where \( \beta_1 = \sup\{\beta \in \mathbb{R}^+: v - \beta U_1 \geq 0 \in \Omega \} \), \( \beta_2 = \sup\{\beta \in \mathbb{R}^+: \partial (v - \beta U_1)/\partial \nu \leq 0 \text{ on } \partial \Omega \} \) and let \( w \) be the real function \( w = v - \beta_1 U_1 \). Then \( w \geq 0 \) in \( \Omega \) and either \( w = 0 \) at some point of \( \Omega \) (if \( \beta_1 = \beta_1 \)) or \( w = \partial w/\partial \nu \geq 0 \) at some point of \( \partial \Omega \) (if \( \beta_1 = \beta_2 \)). On the other hand,

$$\mathcal{L}w - (\lambda_1 - \varepsilon) N(x)w > \varepsilon N(x)(v + w) > 0 \quad \text{in } \Omega,$$

and this is in contradiction with the result in Lemma 2.7. Thus the proof is complete. \( \square \)

The following result deals with the dependence of the principal eigenvalue of (1.5) on the coefficient of \( U \) in the left hand side of (1.5).

PROPOSITION 2.9. – Let \( \Omega, \mathcal{L}, M, \) and \( N \) satisfy assumptions (H.1)–(H.2), (H.3′) and (H.4), and let \( M_1 \) be a nonzero function that is non-negative in \( \Omega \) and satisfies (H.3′). For each \( \mu \in \mathbb{R} \), let \( \lambda = \Lambda(\mu) \) be the principal eigenvalue of

$$\left[ \mathcal{L} - M(x) + \mu M_1(x) \right] u = \lambda N(x)u \quad \text{in } \Omega, \quad \quad u = 0 \quad \text{on } \partial \Omega,$$

(2.37)

with \( u \in C^2(\Omega) \cap C^1(\Omega) \). Then the function \( \Lambda : \mathbb{R} \to \mathbb{R} \) is analytic, strictly increasing and concave.

Proof. – In order to prove that the function \( \Lambda \) is analytic in a neighborhood of each \( \mu_0 \in \mathbb{R} \), we only need (as in [17]) to apply the implicit function theorem to the system

$$G(u, \lambda, \mu) \equiv u - G_0(u) + \mu G_1(u) - \lambda G_2(u) = 0, \quad \quad \int_{\Omega} u_0u \, dx = 1,$$

(2.38)

where \( u_0 > 0 \) is an eigenfunction of (2.37) at \( \mu = \mu_0 \), \( \lambda = \lambda_0 = \Lambda(\mu_0) \), such that \( \int_{\Omega} u_0^2 \, dx = 1 \), \( G_0 \) is the Green operator of (2.7) and \( G_1 \) and \( G_2 \) are the Green operators of the problems obtained from (2.7) when replacing \( M \) by \( M_1 \) and \( N \) respectively. Note that the first equation in (2.38) is equivalent to (2.37), and that \( G_0, G_1, G_2 : C^1_0(\Omega) \to C^1_0(\Omega) \) are linear and continuous (Proposition 2.3); thus \( G : C^1_0(\Omega) \times \mathbb{R}^2 \to C^1_0(\Omega) \) is analytic. Still, \( \lambda_0 = \Lambda(\mu_0) \) and \( u_0^0 \equiv du(\mu_0)/d\mu \) satisfy \( u_0^0 - G_0(u_0^0) + \mu_0 G_1(u_0^0) - \lambda_0 G_2(u_0^0) = 0 \).
λ_0'G_2(u_0) - G_1(u_0) (as seen upon differentiation in (2.38)), and this equation is equivalent to

\[ \left[ L - M(x) + \mu_0 M_1(x) - \lambda_0 N(x) \right] u_0' = [\lambda_0' N(x) - M_1(x)] u_0 \quad \text{in} \Omega, \]

\[ u_0' = 0 \quad \text{on} \partial \Omega. \]  

(2.39)

The solvability of this singular, linear problem requires that

\[ \lambda_0' \int_{\Omega} N(x) u_0 u_0^* \, dx = \int_{\Omega} M_1(x) u_0 u_0^* \, dx, \]  

(2.40)

where \( u_0^* > 0 \) is an eigenfunction of the adjoint, linearized problem

\[ \left[ L^* - M(x) + \mu_0 M_1(x) \right] u_0^* = \lambda_0 N(x) u_0^* \quad \text{in} \Omega, \quad u_0^* = 0 \quad \text{on} \partial \Omega, \]  

(2.41)

with the operator \( L^* \) as defined in (1.3). Note that \( \lambda_0 \) is also the principal eigenvalue of (2.41) (Theorem 2.6 (iii)–(iv)). Since, in addition, \( N > 0 \) in \( \Omega \), \( M_1 \geq 0 \) in \( \Omega \) and \( M_1 \) is not identically zero, (2.40) implies that \( \lambda_0' \equiv dW(\mu_0)/d\mu > 0 \). And since \( \mu_0 \) was arbitrary, the function \( W \) is strictly increasing, as stated. Finally, the proof that \( W \) is concave is identical to that in [7, Proposition 2.1], and the proof is complete.

Now we consider the existence of a principal eigenvalue of (1.5) when \( N \) vanishes in a subset of \( \Omega \).

THEOREM 2.10. – Let \( \Omega, L \) and \( M \) be as in assumptions (H.1)–(H.2), (H.3'), and let \( N \) satisfy (H.3') and be such that \( N = 0 \) in \( C \) and \( N > 0 \) in \( \Omega \setminus C \), where the closed set \( C \) is such that \( \emptyset \neq C \subset \Omega \). Then (1.5) possesses a principal eigenvalue if and only if the quantity

\[ \mu_0 = \sup \{ \inf \left\{ \left[ L v - M(x)v \right]/v: x \in \Omega' \right\}: \Omega' \in S, \ v \in P \} \leq \infty \]  

(2.42)

is strictly positive, where \( S \) is the set of those open subsets of \( \Omega \) such that \( C \subset \Omega' \) and \( \partial \Omega \subset \partial \Omega' \) (that is, \( \Omega' \) is an open neighborhood of both \( C \) and \( \partial \Omega \)), and \( P \) is the set of those functions \( v \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) such that \( v > 0 \) in \( \Omega \). Also, if \( \mu_0 > 0 \) then the principal eigenvalue of (1.5) is unique and simple.

Proof. – Let \( N_1 \) be a function satisfying (H.3') and such that

\[ N_1(x) \geq 1 + [1 + N(x)]/d(x)^\varepsilon \quad \text{in} \, \Omega, \quad \text{for some} \ \varepsilon > 0, \]  

(2.43)

where \( d(x) \) is the distance from \( x \) to \( \partial \Omega \), as above, and for each \( \lambda \in \mathbb{R} \) let \( \mu = M(\lambda) \) be the (unique) principal eigenvalue of

\[ LU - M(x)U - \lambda N(x)U = \mu N_1(x)U \quad \text{in} \Omega, \quad U = 0 \quad \text{on} \partial \Omega. \]  

(2.44)

which is simple (Theorem 2.6). Note that (1.5) has a principal eigenvalue \( \lambda \) if and only if \( M(\lambda) = 0 \). Since, in addition, the function \( \mu = M(\lambda) \) is analytic, strictly decreasing and concave (Proposition 2.9), \( M(\lambda) \to -\infty \) as \( \lambda \to \infty \), and the stated result readily
follows from the following property, which is proved below: the quantity \( \mu_0 \leq \infty \) defined in (2.42) is strictly positive if and only \( \mathcal{M}(\lambda) > 0 \) for some \( \lambda \in \mathbb{R} \).

If \( \mu = \mathcal{M}(\lambda) > 0 \) for some \( \lambda \in \mathbb{R} \) and \( U > 0 \) is an associated eigenfunction of (2.44), then \( U \in \mathcal{P} \) and

\[
(\mathcal{L}U - M(x)U) / U \geq \mu N_1(x) + \lambda N(x) \quad \text{in } \Omega.
\]  

But, according to (2.43) the right hand side of (2.45) is larger than \( \mu / 2 > 0 \) in \( \Omega' = \Omega \cap (\Omega'_1 \cup \Omega'_2) \), where \( \Omega'_1 \) and \( \Omega'_2 \) are appropriate open neighborhoods of \( C \) and \( \partial \Omega \) respectively. Then \( \mu_0 \geq \mu / 2 > 0 \).

And conversely, if \( \mu_0 > 0 \) then there is a function \( v \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) such that \( v > 0 \) in \( \Omega \) and \( [\mathcal{L}v - M(x)v]/v > k > 0 \) in \( \Omega' \), for some \( \Omega' \in S \). And if, without loss of generality we assume that \( M < 0 \) in a neighborhood of \( \partial \Omega \) (Lemma 2.1) and \( \varepsilon_0 > 0 \) is sufficiently small, then \( v_0 = v + \varepsilon_0 \) still satisfies

\[
\mathcal{L}v_0 - M(x)v_0 > 0 \quad \text{in } \Omega' \quad \text{and } v_0 > 0 \quad \text{in } \overline{\Omega}.
\]  

Let us rewrite (2.44) in terms of \( V = U/v_0 \) as

\[
\mathcal{L}V + \sum b_i(x)\partial V / \partial x_i + [\bar{M}(x) - \lambda N(x)]V = \mu N_1(x)V \quad \text{in } \Omega,
\]

\[
V = 0 \quad \text{on } \partial \Omega,
\]  

where

\[
\bar{b}_i = (2/v_0) \sum a_{ij} \partial v_0 / \partial x_j, \quad \bar{M}(x) = [\mathcal{L}v_0 - M(x)v_0]/v_0.
\]

Now \( \bar{M} > 0 \) in \( \Omega' \) (see (2.46)) and \( \bar{M} \) and \( 1/N \) are bounded in \( \Omega \setminus \Omega' \); then \( \bar{M} - \lambda N > 0 \) in \( \Omega \) for some \( \lambda \in \mathbb{R} \). Since, in addition, \( V = U/v_0 > 0 \) in \( \Omega \), standard maximum principles applied to (2.47) readily imply that \( \mu = \mathcal{M}(\lambda) > 0 \). Thus the proof is complete. \( \square \)

**Remark 2.11.** – Under the assumptions of Theorem 2.10, the existence of a principal eigenvalue is determined by the sign of the quantity \( \mu_0 \), defined in (2.42). That quantity is now calculated in several cases that have been already considered in the literature [34] for equations with bounded coefficients. Thus we generalize these results to our singular case.

(A) [34, Theorem 6.2]. If \( C = \tilde{\Omega}_0 \subset \overline{\Omega} \), where \( \Omega_0 = \Omega \setminus (\bigcup_{j=1}^h \tilde{\Omega}_j) \), with \( \tilde{\Omega}_i \cap \tilde{\Omega}_j = \emptyset \) for \( i \neq j \) and \( \Omega_1, \ldots, \Omega_h \) are subdomains of \( \Omega \) with \( C^2 \)-boundaries, then the quantity \( \mu_0 \) defined in (2.42) is the principal eigenvalue of

\[
\mathcal{L}U - M(x)U = \mu U \quad \text{in } \Omega_0, \quad U = 0 \quad \text{on } \partial \Omega_0.
\]  

Since \( \Omega_0 \subset \Omega' \) for all \( \Omega' \in S \), the result in Proposition 2.8 readily implies that the principal eigenvalue of (2.48), \( \tilde{\mu} \), is such that \( \tilde{\mu} \geq \mu_0 \). In order to see that, conversely, \( \tilde{\mu} \leq \mu_0 \), we assume (without loss of generality, Lemma 2.1) that \( M < 0 \) in a neighborhood of \( \partial \Omega \). Let \( U > 0 \) (in \( \Omega_0 \)) be an eigenfunction of (2.48) associated with \( \tilde{\mu} \), let \( k_1 = 1 + |\tilde{\mu}| + \max\{|M(x)|: x \in \Omega\} \), let \( \tilde{U} \in C^2(\Omega_0) \cap C^1(\tilde{\Omega}_0) \) be the unique
solution of $\mathcal{L}V = k_1$ in $\Omega_0$, $V = 0$ on $\partial \Omega_0$, and let $k_2 = \sup\{k_1 V(x) - 1]/U(x) : x \in \Omega\}$. Then the quantity $k$ constant (conversely, $\mu$ for some $\varepsilon > 0$ there are two subdomains for all sufficiently small $\varepsilon > 0$. Thus $\mu_0 > \bar{\mu} - 2k_2\varepsilon$ (see (2.42)) and since that inequality holds for all sufficiently small $\varepsilon > 0$, we have $\mu_0 \geq \bar{\mu}$ as stated.

(B) [34, Theorem 6.7]. As a dual case of that in A, let us assume that $C = \bigcup_{j=1}^{h} \bar{\Omega}_j \subset \Omega$, where $\Omega_1, \ldots, \Omega_h$ are domains with a smooth boundary, and $\bar{\Omega}_i \cap \bar{\Omega}_j = \emptyset$ for $i \neq j$. Then the quantity $\mu_0$ defined in (2.42) is given by $\mu_0 = \bar{\mu} \equiv \min\{\bar{\mu}_j : 1 \leq j \leq h\}$ where $\bar{\mu}_j$ is the principal eigenvalue of

$$\mathcal{L}U_j - M(x)U_j = \mu_j U_j \text{ in } \Omega_j, \quad U_j = 0 \text{ on } \partial \Omega_j.$$

(2.50)

As in the proof of property A above, the definition (2.42) and Proposition 2.8 readily imply that $\mu_0 \leq \bar{\mu}_j$ for $j = 1, \ldots, h$ and thus $\mu_0 \leq \bar{\mu}$. And, in order to prove that, conversely, $\mu_0 \geq \bar{\mu}$, we again assume, without loss of generality, that

$$-M(x) \geq k/d(x)^{1-\alpha} \text{ in a neighborhood of } \partial \Omega,$$

(2.51)

for some $k > 0$ (Lemma 2.1). Also, if $U \in C^2(\Omega)$ is defined as $U(x) = U_j(x)$ in $\Omega_j$, where $U_j > 0$ is an eigenfunction associated with $\bar{\mu}_j$, then as above a function $U_\varepsilon$ can be defined that satisfies (2.49) with $\Omega_0 = C$ for all sufficiently small $\varepsilon$. Also, as above, there is a strictly positive, $C^2$-extension of $U_\varepsilon$ to $\bar{\Omega}$, which is such that $(\mathcal{L}U_\varepsilon - M(x)U_\varepsilon)/U_\varepsilon > \bar{\mu} - 2k_2\varepsilon$ in an open neighborhood $\Omega_0^1 \subset \Omega$ of $C$, for some constant $k_2$; and, according to (2.51), that inequality also holds in $\Omega_0^1 \subset \Omega_0 \cap \Omega_0^2$, for all sufficiently small $\varepsilon > 0$. Thus $\mu_0 \geq \bar{\mu}$ and the stated property follows.

(C) [34, Theorem 6.4]. If $C$ has measure zero, and $\mu_0$ is as defined in (2.42), then $\mu_0 = \infty$. Thus, in this case (1.5) always has a principal eigenvalue.

In order to prove that $\mu_0 = \infty$ we may assume (as above, without loss of generality) that the function $M$ satisfies (2.51). Also, since $C$ and $\partial \Omega$ are of measure zero, for each $\varepsilon > 0$ there are two subdomains $\Omega_\varepsilon', \bar{\Omega}_\varepsilon \subset \Omega$ that satisfy assumption (H.1) and

$$C \subset \Omega_\varepsilon' \subset \bar{\Omega}_\varepsilon \subset \Omega_\varepsilon, \quad \partial \Omega \subset \partial \Omega_\varepsilon' \quad \text{and} \quad |\Omega_\varepsilon| < \varepsilon.$$

(2.52)

where $|\Omega_\varepsilon|$ is the measure of $\Omega_\varepsilon$. Let $\mu_\varepsilon$ be the principal eigenvalue of

$$\mathcal{L}U - M(x)U = \mu_\varepsilon U \text{ in } \Omega_\varepsilon, \quad U = 0 \text{ on } \partial \Omega_\varepsilon.$$

(2.53)
and let $U > 0$ be an associated eigenfunction, which is in $C^2(\Omega_s) \cap C^1_0(\tilde{\Omega}_s)$. Then $U > 0$ and $[LU - M(x)U]/U = \mu_\varepsilon$ in $\tilde{\Omega}_s'$, and $U$ is of class $C^2$ in a neighborhood of $\partial\Omega_s' \setminus \partial\Omega$; then $U$ can extended from $\tilde{\Omega}_s'$ to $\Omega$ as a strictly positive, $C^2(\Omega) \cap C^1_0(\bar{\Omega})$-function, and from the definition (2.42) we have

$$\mu_0 \geq \mu_\varepsilon. \quad (2.54)$$

If we multiply the equation in (2.53) by $U$, integrate in $\Omega_s$ and integrate by parts then we obtain

$$\mu_\varepsilon \int_{\Omega_s} U^2 \, dx \geq \sum_{\Omega_s} \int \left[ k_0 (\partial U/\partial x_i)^2 + \left( b_i + \sum \partial a_{ij}/\partial x_j \right) U \partial U/\partial x_i \right] \, dx$$

$$- \int_{\Omega_s} M(x) U^2 \, dx$$

$$\geq (k_0/2) \sum_{\Omega_s} \int (\partial U/\partial x_i)^2 \, dx - \int_{\Omega_s} \tilde{M}(x) U^2 \, dx,$$

where $k_0 > 0$ is the ellipticity constant of $L$ (i.e., such that $\sum a_{ij}(x)\xi_i\xi_j \geq k_0|\xi|^2$ for all $x \in \Omega$ and all $\xi \in \mathbb{R}^n$) and

$$\tilde{M} \equiv M(x) + (2k_0)^{-1} \sum \left( b_i + \sum \partial a_{ij}/\partial x_j \right)^2.$$

Now, according to assumptions (H.2), (H.3') and (2.51), $\tilde{M}$ is bounded above by a constant $k_1$ and thus

$$\mu_\varepsilon \geq k_0 \left[ \sum_{\Omega_s} \int (\partial U/\partial x_i)^2 \, dx \right] / \left[ 2 \int_{\Omega_s} U^2 \, dx \right] - k_1 \geq k_0 \lambda_\varepsilon / 2 - k_1,$$

where $-\lambda_\varepsilon$ is the principal eigenvalue of the Laplacian operator $\Delta$ in $\Omega_s$ (with Dirichlet boundary conditions). But, according to a well-known result by Faber [23] and Krahn [31] $\lambda_\varepsilon \geq \lambda_{\varepsilon}',$ where $\lambda_{\varepsilon}'$ is the first eigenvalue of $-\Delta$ in the ball (of $\mathbb{R}^n$) of measure $|\Omega_s|$. A straightforward calculation readily shows that $\lambda_{\varepsilon}' \to \infty$ as $|\Omega_s| \to 0$, i.e., as $\varepsilon \to 0$ (see (2.52)). Thus $\mu_\varepsilon \to \infty$ as $\varepsilon \to 0$ and (2.54) implies that $\mu_0 = \infty$, as stated.

Now we consider the principal eigenvalues of (1.5) when the function $N$ changes sign in $\Omega$. For convenience, we consider the principal eigenvalue $\mu$ of the problem

$$LU - M(x)U - \lambda N(x)U = \mu U \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial\Omega, \quad (2.55)$$

for varying values of $\lambda \in \mathbb{R}$. Note that $\mu$ is also the principal eigenvalue of the adjoint problem

$$L^*U - M(x)U - \lambda N(x)U = \mu U \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial\Omega, \quad (2.56)$$

where $L^*$ is given in (1.3) (Theorem 2.6).
**THEOREM 2.12.** – Let $\Omega, L$ and $M$ be as in assumptions (H.1), (H.2) and (H.3'), and let $N$ satisfy assumption (H.3') and be such that $N > 0$ and $N < 0$ in two non void, open subsets of $\Omega$. Then:

(i) If, for some $\lambda = \lambda_0$, the principal eigenvalue of (2.55) is strictly positive, then (1.5) has exactly two principal eigenvalues, $\lambda_1$ and $\lambda_2$, which are such that $\lambda_1 < \lambda_0 < \lambda_2$.

(ii) If, for some $\lambda = \lambda_0$, the principal eigenvalue of (1.4) is zero then two possibilities arise, depending on the quantity $k_0 = \int_{\Omega} N(x)U_0(x)U_0^*(x)\, dx$,

where $U_0 > 0$ and $U_0^* > 0$ are eigenfunctions of (2.55) and (2.56) respectively, for $\lambda = \lambda_0$ and $\mu = 0$:

(iia) If $k_0 \neq 0$ then, in addition to $\lambda_0$ (which is obviously a principal eigenvalue), (1.5) has exactly one principal eigenvalue $\lambda_1 \neq \lambda_0$, and $k_0(\lambda_0 - \lambda_1) > 0$.

(iib) If $k_0 = 0$ then $\lambda_0$ is the only principal eigenvalue of (1.5).

**Proof.** – Without loss of generality, as above, we assume that the function $M$ satisfies (2.51). For each $\lambda \in \mathbb{R}$ let $\mu = M(\lambda)$ be the (unique) principal eigenvalue of

$$LU - M(x)U - \lambda N(x)U = \mu \left[ 1 + |N(x)| \right] U \quad \text{in} \quad \Omega, \quad U = 0 \quad \text{on} \quad \partial \Omega. \quad (2.57)$$

Note that $M$ is analytic (Proposition 2.9), and that the eigenfunction $U$ is uniquely determined if an additional condition, such as

$$\int_{\Omega} U(x)\, dx = 1$$

is imposed; in this case, according to the argument in the proof of Proposition 2.9, $U$ also depends analytically on $\lambda$. Still, when using the characterization of the principal eigenvalue in Proposition 2.8 and assumptions (H.3') and (2.51), it is readily seen that $M(\lambda_0) > 0$ in case (i), and that $M(\lambda_0) = 0$ in case (ii). Then the stated result readily follows from the following properties of the function $M$, which are subsequently proved below.

A. If $M(\lambda_0) = 0$ then the derivative of $M$ at $\lambda = \lambda_0$ is given by

$$\left\{ \int_{\Omega} \left[ 1 + |N(x)| \right] U_0(x)U_0^*(x)\, dx \right\} M'(\lambda_0) = -\int_{\Omega} N(x)U_0(x)U_0^*(x)\, dx. \quad (2.58)$$

B. The function $M$ is concave.

C. $M \to -\infty$ as $\lambda \to \pm \infty$.

*In order to prove property A* we just take into account that $M'(\lambda_0)$ is given by

$$LU'_0 - M(x)U'_0 - \lambda_0 N(x)U'_0 = [N(x) + M'(\lambda_0)(1 + |N(x)|)]U_0 \quad \text{in} \quad \Omega, \quad U'_0 = 0 \quad \text{on} \quad \partial \Omega, \quad (2.59)$$
as readily obtained by differentiating in (2.57), and setting \( \lambda = \lambda_0 \) and \( M(\lambda_0) = 0 \); here \( U'_0 = \partial U / \partial \lambda \) at \( \lambda = \lambda_0 \) and \( U_0 = U(\cdot, \lambda_0) \). And (2.58) is obtained when taken into account that, since the singular, non-homogeneous problem (2.59) has a solution, its right hand side must be orthogonal to the kernel of its adjoint problem.

In order to prove property B we just take into account that

\[
\lambda + M(\lambda) = \Gamma(\lambda - M(\lambda))
\]

for all \( \lambda \), where the function \( \Gamma \) is defined as follows. For each \( \mu \in \mathbb{R} \), \( \Gamma(\mu) \) is the (unique) principal eigenvalue of

\[
LU - M(x)U + \mu N_-(x)U = \Gamma(\mu) N_+(x)U \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial \Omega,
\]

where \( N_\pm = N^\pm + 1/2 \) and \( N^\pm \) are the positive/negative parts of \( N \) (i.e., \( N^\pm \geq 0 \) and \( N = N^+ - N^- \)). And since \( \Gamma \) is analytic, (strictly) increasing and concave (Proposition 2.9), the statement in property B readily follows because \((1 + \Gamma') \lambda'' = (1 - \lambda')^2 \Gamma''\), as readily obtained by differentiating twice in (2.60).

Finally, in order to prove property C, we consider two non-void, open balls, \( B_\pm \), such that \( \overline{B}_\pm \subset \Omega \) and \( N^\pm > 0 \) in \( \overline{B}_\pm \), and define the strictly positive constants \( k_\pm \) and \( k^\pm \) as the minimum and the maximum of \( N^\pm \) in \( B_\pm \), respectively. If \( \lambda_{0\pm} \) are the principal eigenvalues of

\[
LU - M(x)U = \lambda_{0\pm} U \quad \text{in } B_\pm, \quad U = 0 \quad \text{on } \partial B_\pm,
\]

and \( \pm \lambda > \lambda_{0\pm} / k_\pm \), then \((1 + k_\pm) \lambda + \lambda k_\pm \leq \lambda_{0\pm} + \lambda_0 \), as readily obtained upon application of the generalized maximum principle to (2.62) (recall the definition of the function \( M \), through (2.57)). These two inequalities yield the result, and the proof is complete. \( \square \)

3. Differentiability of some singular nonlinear problems

Let us now consider the linearization (in fact, the differentiability) of the semilinear problem (1.1) around a solution \( u \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) such that

\[
u > 0 \quad \text{in } \Omega, \quad \partial u / \partial v < 0 \quad \text{on } \partial \Omega.
\]

If \( \alpha > -1/n \) then we can treat the problem (1.1) in differential form and work in the space \( W^2_p(\Omega) \cap W^{1,p}_0(\Omega) \), with \( p > n \), which is compactly imbedded into \( C^1_0(\overline{\Omega}) \); but this is not convenient for the general case treated in this paper, \( \alpha > -1 \) (see Remark 2.4 above). Instead we shall re-write (1.1) in integral form, as

\[
\mathcal{F}(u) \equiv u - G(f(\cdot,u)) = 0
\]

where \( G : C^1_0(\overline{\Omega}) \to C^1_0(\overline{\Omega}) \) is the Green operator of

\[
LU = V \quad \text{in } \Omega, \quad U = 0 \quad \text{on } \partial \Omega,
\]
where the constants \( k \) (H.3) and the linear operator
\[
\min \{ |v| \}
\]
is such that \( \parallel s \parallel \) satisfies (3.2).

Since (b) the \( m \)th derivative of those functions of \( F \) is such that for \( k \) and its higher order derivatives equal to zero. Thus we only need to prove that \( (a) \) for \( k \) and (b) the \( m \)th derivative of \( F \) is continuous.

Let us first prove (a) by an induction argument. In order to prove (a) for \( k \) and (b) the \( m \)th derivative of the set \( ( H.1) \)–(H.3) the function \( ( \text{with } d(x) \alpha ) \) and \( (3.1) \), where \( m \geq 1 \) is as defined in assumption (H.3) and the linear operator \( F'(u) : C^1(\Omega) \rightarrow C^1(\Omega) \) is given by
\[
F'(u)v = v - G(f_u(\cdot, u)v).
\]

If \( m > 1 \) and \( 1 < j \leq m \) then the \( j \)-linear operator, \( \partial^jF(u)/\partial u^j \equiv \mathcal{F}^{(j)}(u) \) from \( C^1(\Omega) \) to \( C^1(\Omega) \), is given by
\[
\mathcal{F}^{(j)}(u)(v_1, \ldots, v_j) = -G((\partial^j f(\cdot, u)/\partial u^j)v_1 \cdots v_j).
\]

Proof. – The operator \( F \) can be written as
\[
F = I - \mathcal{F}_1, \quad \text{with } I = \text{identity and } \mathcal{F}_1 = G(f_u(\cdot, u)).
\]

Since \( I \) is linear and bounded, it is of class \( C^\infty \), with its first derivative equal to \( I \) and its higher order derivatives equal to zero. Thus we only need to prove that \( (a) \) for \( j = 1, \ldots, m \), the \( j \)th derivative of \( \mathcal{F}_1 \) exists and is given by
\[
\mathcal{F}_1^{(j)}(u)(v_1, \ldots, v_j) = G((\partial^j f(\cdot, u)/\partial u^j)v_1 \cdots v_j),
\]
and (b) the \( m \)th derivative of \( \mathcal{F}_1 \) is continuous.

Let us first prove (a) by an induction argument. In order to prove \( (a) \) for \( j = 1 \) we first consider a function \( N \in C^2(\Omega) \) such that \( N \geq 1 \) in \( \Omega \) and \( N(x) = d(x)^{\alpha - 1} \) for all \( x \in \Omega \) (with \( d(x) \) and \( \Omega_1 \) as defined in assumption (H.1)). Note that
\[
d(x)^{\alpha - 1}/N \quad \text{and} \quad |\partial N/\partial x_k|d(x)^{2 - \alpha} \quad \text{are uniformly bounded in } \Omega,
\]
for \( k = 1, \ldots, n \). Now, take any function \( u \) of the positive cone of \( C^1(\Omega) \). If \( v \in C^1(\Omega) \) is such that \( \parallel v \parallel_{C^1(\Omega)} \) is sufficiently small then
\[
0 < k_1d(x) < u + \theta v < k_2d(x),
\]
for all \( x \in \Omega \) and all \( \theta \in [0, 1] \),
\[
(3.9)
\]
where the constants \( k_1 \) and \( k_2 \) are independent of \( v \). Thus, according to assumption (H.3) and property (3.8), the function
\[
W \equiv [f(\cdot, u + v) - f(\cdot, u) - f_u(\cdot, u)v]/N,
\]
is such that
\[
|W| = |f_{uu}(x, u + \theta(x)v)|v^2/N \leq K_1\parallel v \parallel_{C^1(\Omega)}^2
\]
(3.11)
\[ |W_{3k}| \leq |f_{u3k}(x, u + \theta(x)v) - f_{u3k}(x, u) + f_{uu}(x, u + \theta(x)v) - f_{uu}(x, u)|v|/N + |f_{uu}(x, u + \theta(x)v)|v/|v|/N + |WN_{3k}|/N^2 \]
\[ \leq K_2 \|v\|_{C_0^j(\Omega)} \epsilon (\|v\|_{C_0^j(\Omega)}), \]  
(3.12)

for all \( k = 1, \ldots, n \) and all \( v \in C^1_0(\Omega) \) such that \( \|v\|_{C_0^j(\Omega)} \leq \|u\|_{C_0^j(\Omega)} \). Here \( \theta \) and \( \epsilon \) stand for functions of the type \( \theta : \Omega \to [0, 1] \) and \( \epsilon : \mathbb{R} \to \mathbb{R} \), with \( \epsilon(z) \to 0 \) as \( z \to 0 \), and the constants \( K_1 \) and \( K_2 \) are independent of \( v \). Thus \( \|W\|_{C_0^j(\Omega)}/\|v\|_{C_0^j(\Omega)} \leq (K_1 + K_2) \epsilon (\|v\|_{C_0^j(\Omega)}) \) and we only need to take into account the definitions (3.6) and (3.10), and the result in Proposition 2.3 to subsequently obtain

\[ \|F_1(u + v) - F_1(u) - G(f_n(\cdot, u)v)\|_{C_0^j(\Omega)} = \|G(NW)\|_{C_0^j(\Omega)} \]
\[ \leq K \|v\|_{C_0^j(\Omega)} \epsilon (\|v\|_{C_0^j(\Omega)}) \]  
(3.13)

for all \( v \in C^1_0(\Omega) \) such that \( \|v\|_{C_0^j(\Omega)} \leq \|u\|_{C_0^j(\Omega)} \) and some constant \( K \) that is independent of \( v \). This estimate implies that \( F_1^{(j)}(u) \) exists and is given by (3.7). Thus property (a) above holds for \( j = 1 \) and the first step of the induction argument is complete.

Let us now assume that property (a) holds for the \( j \)th derivative of \( F_1 \) and prove that it also holds for its \((j + 1)\)th derivative. To this end, we take \( v_1, \ldots, v_{j+1} \in C^1_0(\Omega) \) such that \( \|v_{j+1}\|_{C^1_0(\Omega)} \leq \|u\|_{C^1_0(\Omega)} \). Then (3.9) holds with \( v = v_{j+1} \) and, as above, according to assumption (H.3), the function

\[ W_1 \equiv \{ \partial^j f(\cdot, u + v_{j+1})/\partial u^{j-1} - \partial^j f(\cdot, u)/\partial u^j \]
\[ - [\partial^{j+1} f(\cdot, u)/\partial u^{j+1}] v_{j+1} \} v_1 \cdots v_j /N \]
(3.14)

is seen to be such that

\[ \|W_1\|_{C_0^j(\Omega)} \leq K_3 \|v_1\|_{C_0^j(\Omega)} \cdots \|v_j\|_{C_0^j(\Omega)} \|v_{j+1}\|_{C_0^j(\Omega)} \epsilon (\|v_{j+1}\|_{C_0^j(\Omega)}), \]

with \( K_3 \) independent of \( v_1, \ldots, v_{j+1} \) and \( \epsilon \) as above. Thus, as above, we only need to take into account our assumption that \( F_1^{(j)}(u) \) is given by (3.7), the definition (3.14) and the result in Proposition 2.3 to subsequently obtain

\[ \|F_1^{(j)}(u + v_{j+1}) - F_1^{(j)}(u)\|_{C_0^j(\Omega)}(v_1, \ldots, v_j) - G((\partial^{j+1} f(\cdot, u)/\partial u^{j+1}) v_{j+1} \cdots v_j)\|_{C_0^j(\Omega)} \]
\[ = \|G(NW_1)\|_{C_0^j(\Omega)} \]
\[ \leq K \|v_1\|_{C_0^j(\Omega)} \cdots \|v_j\|_{C_0^j(\Omega)} \|v_{j+1}\|_{C_0^j(\Omega)} \epsilon (\|v_{j+1}\|_{C_0^j(\Omega)}), \]  
(3.15)

with \( K \) independent of \( v_1, \ldots, v_{j+1} \). This estimate shows that \( F_1^{(j+1)}(u) \) exists and is given by (3.7). Thus the induction argument is complete and property (a) above holds.

Finally, the same argument that led above to (3.15) readily shows that

\[ \|F_1^{(m)}(u + v_{j+1}) - F_1^{(m)}(u)\|_{C_0^j(\Omega)} \leq K \|v_1\|_{C_0^j(\Omega)} \cdots \|v_j\|_{C_0^j(\Omega)} \|v_{j+1}\|_{C_0^j(\Omega)} \]

with \( K \) independent of \( v_1, \ldots, v_{j+1} \). According to this estimate, \( F_1^{(m)} \) is continuous. Thus property (b) above also holds, and the proof is complete. \( \square \)
If the function \( f \) depends also on a parameter, then the same argument in the proof of Theorem 3.1 readily yields the following

**COROLLARY 3.2.** In addition to the assumptions of Theorem 3.1, let us assume that the function \( f \) depends on a parameter \( \lambda \in \mathbb{R} \) and that, for all \( \lambda \in \mathbb{R} \) and all \( l = 1, \ldots, r \), the function \( \partial^l f / \partial \lambda^l \) satisfies assumption (H.3). If the Green operator \( G \) is defined as above, right after (3.2), then the operator \( F : \Omega \times C^0_1(\bar{\Omega}) \times \mathbb{R} \), defined as

\[
F(u, \lambda) \equiv u - G(f(\cdot, u, \lambda))
\]

is such that, for all \( j = 0, \ldots, m \) and all \( l = 1, \ldots, r \), the derivative \( \partial^{j+l} F / \partial u^j \partial \lambda^l \) exists and is continuous whenever \( u \) is in the positive cone of \( C^1_0(\bar{\Omega}) \) and \( \lambda \in \mathbb{R} \). Also, the \( j \)-linear operator \( \partial^{j+l} F(u, \lambda) / \partial u^j \partial \lambda^l : [C^1_0(\bar{\Omega})]^j \rightarrow C^1_0(\bar{\Omega}) \) is given by

\[
[\partial^{j+l} F(u, \lambda) / \partial u^j \partial \lambda^l](v_1, \ldots, v_j) = -G((\partial^{j+l} f(\cdot, u, \lambda) / \partial u^j \partial \lambda^l) v_1 \cdots v_j).
\]

Note that this corollary provides the ingredient to apply implicit-function-like theorems to the problem (1.1)–(1.2) when the nonlinearity \( f \) is allowed to depend also on a parameter.

**4. Applications**

The results obtained in Sections 2 and 3 and the strong maximum principle in Appendix B provide the basic ingredients to systematically apply the standard tools mentioned at the beginning of the paper to the analysis of singular equations of the form (1.1)–(1.2), under the assumptions (H.1)–(H.3).

**4.1. Construction of solutions of (1.1)–(1.2) via sub and supersolutions**

Monotone methods can be applied, in quite the same manner as is the regular case, to construct minimal and maximal solutions of (1.1)–(1.2) in the positive cone of \( C^1_0(\bar{\Omega}) \), as seen in the proof of the following

**THEOREM 4.1.** Under the assumptions (H.1)–(H.3), let us assume that (1.1)–(1.2) has a sub-solution \( u_0 \) and a super-solution \( u^0 \) such that \( u_0, u^0 \in C^2(\Omega) \cap C^1_{1,0}(\bar{\Omega}) \) for some \( \delta > 0 \) and

\[
0 < kd(x) < u_0(x) \leq u^0(x) \quad \text{for all } x \in \Omega.
\]

Then (1.1)–(1.2) possesses a minimal and a maximal solution in the interval \([u_0, u^0] \), \( u_* \) and \( u^* \), which are such that \( u_* , u^* \in C^2(\Omega) \cap C^1_{1,0}(\bar{\Omega}) \) whenever \( 0 < \delta < \delta_0 = \min\{\gamma, \alpha + 1\} \) and \( u_0 \leq u_* \leq u^* \leq u^0 \) in \( \Omega \). Also, \( u_* \) (resp., \( u^* \)) is the \( C^1_{1,0}(\bar{\Omega}) \)-limit from below (resp., from above) of a monotone sequence of sub-solutions (resp., supersolutions) of (1.1)–(1.2).

**Proof.** According to assumption (H.3), \( |f_u(x, u(x))|d(x)^{1-\alpha} \) is bounded in \( \Omega \) if \( u : \Omega \rightarrow \mathbb{R} \) is such that \( u_0 \leq u \leq u^0 \) in \( \Omega \). Thus a function \( M_1 \in C^1(\Omega) \) exists that satisfies (H.3′) and is such that, for some constants \( k > 0 \) and \( \beta \in [1 - \alpha, 2[ \),
where $\Omega_1$ is as defined in assumption (H.1). Then the mean value theorem and assumption (H.3) imply that the functions $\varphi, \psi : \Omega \rightarrow \mathbb{R}$, defined as

$$\varphi(x, u) \equiv M_1(x)u + f(x, u) \equiv M_1(x)\psi(x, u),$$

are such that

$$0 < \varphi(\cdot, u) < \varphi(\cdot, v) \quad \text{in } \Omega, \quad \varphi(\cdot, u) \in C^1(\overline{\Omega}),$$

$$\|\varphi(\cdot, u)\|_{C^1(\Omega)} \leq K_1\|u\|_{C^1(\Omega)} \quad \text{and}$$

$$\|\varphi(\cdot, v) - \varphi(\cdot, u)\|_{C^1(\Omega)} < K_2\|v - u\|_{C^1(\Omega)} \quad \text{in } \Omega,$$

whenever $u_0 \leq u < v \leq u^0$ in $\Omega$, (4.5)

for some constants $K_1$ and $K_2$ that are independent of $u$ and $v$.

Now we consider the sequences $\{u_m\}$, $\{u^m\}$, defined inductively by

$$Lu_m + M_1(x)u_m = \varphi(x, u_{m-1}(x)) \quad \text{in } \Omega, \quad u_m = 0 \quad \text{on } \partial\Omega,$$

$$Lu^m + M_1(x)u^m = \varphi(x, u^{m-1}(x)) \quad \text{in } \Omega, \quad u^m = 0 \quad \text{on } \partial\Omega,$$

for $m > 0$, with $u_0$ and $u^0$ as above. Since $\varphi$ and $\psi = \varphi/M_1$ satisfy (4.5), we only need to apply the maximum principle in Appendix B and Proposition 2.3 to obtain inductively that $\{u_m\}, \{u^m\} \subset C^2(\Omega) \cap C^{1,\delta}(\overline{\Omega})$ whenever $m \geq 1$ and $0 < \delta < \delta_0 = \min\{\gamma, \alpha + 1\}$, and, as in the regular case, if $u$ is a solution of (1.1)–(1.2) such that $u_0 \leq u \leq u^0$ in $\Omega$, then

$$u_0 \leq u_{m-1} \leq u_m \leq u \leq u^{m-1} \leq u^0 \quad \text{in } \Omega \text{ for all } m > 1.$$  (4.8)

Hence the stated result follows if we prove that

$$\{u_m\} \text{ and } \{u^m\} \text{ converge in } C^{1,\delta}(\overline{\Omega}) \text{ whenever } 0 < \delta < \delta_0 = \min\{\gamma, \alpha + 1\}$$  (4.9)

(then, according to standard, local, elliptic estimates, the limits must be in $C^2(\Omega)$).

Now, in order to obtain (4.9) for the monotone, bounded sequence $\{u_m\}$ (the other sequence is treated similarly) we first observe that, by the dominated convergence theorem, it converges in $L_q(\Omega)$ for all $q > 1$. Also, according to Proposition 2.3 and properties (4.5), if $p > m > 1$ and $\delta$ is as above, then

$$\|u_p - u_m\|_{C^{1,\delta}(\overline{\Omega})} < K\|u_{p-1} - u_{m-1}\|_{C^{1,\delta}(\overline{\Omega})},$$  (4.10)

with the constant $K$ independent of $m$ and $p$. In addition we have the interpolation inequality $\|u\|_{C^{1,\delta}(\overline{\Omega})} < \varepsilon\|u\|_{C^{1,\delta}(\overline{\Omega})} + C_{\varepsilon,q}\|u\|_{L_q(\Omega)}$, which holds for all $\varepsilon > 0$ and all $q > n + 2$ (see [2] and [32, p. 80]). Thus, if $q > n + 2$ is kept fixed, this inequality (with $\varepsilon > 0$ appropriate) and (4.10) readily yield

$$\|u_p - u_m\|_{C^{1,\delta}(\overline{\Omega})} < (1/4)\|u_{p-1} - u_{m-1}\|_{C^{1,\delta}(\overline{\Omega})} + K_1\|u_p - u_m\|_{L_q(\Omega)}$$

$$< \left(\|u_p - u_m\|_{C^{1,\delta}(\overline{\Omega})} + \|u_p - u_{p-1}\|_{C^{1,\delta}(\overline{\Omega})} + \|u_m - u_{m-1}\|_{C^{1,\delta}(\overline{\Omega})}\right)/4$$

$$+ K_1(\|u_p - u_m\|_{L_q(\Omega)}),$$  (4.11)
where $K_1$ is independent of $m$ and $p$. Since $\{u_m\}$ converges in $L_q$, the first inequality in (4.11) (with $p = m + 1$) implies that $\|u_{m+1} - u_m\|_{C^1(\overline{\Omega})} \to 0$ as $m \to \infty$. And, since $\{u_m\}$ is a Cauchy sequence in $L_q$, (4.11) and (4.10) subsequently imply that $\{u_m\}$ is a Cauchy sequence in $C^1(\overline{\Omega})$ and in $C^{1,\delta}(\overline{\Omega})$. Thus $\{u_m\}$ satisfies (4.9) and the proof is complete. □

The requirement that $u_0 > kd(x) > 0$ in $\Omega$ in Theorem 4.1 is often too strong in applications. For instance, if the unique solution of $C$ applications. For instance, if the unique solution of $C$ is a sub-solution of $(1.1)-(1.2)$ in $\Omega$, such that $\tilde{u}$ satisfies (4.9) and the proof is complete.

\begin{equation}
\mathcal{L}U = M(x) \quad \text{in} \quad \Omega, \quad U = 0 \quad \text{on} \quad \partial\Omega. \tag{4.12}
\end{equation}

is strictly positive in $\Omega$ then according to Lemma 4.3 below $u_0 = [(1 - \alpha_1)U]^{1/(1-\alpha_1)}$ is a strict sub-solution of

\begin{equation}
\mathcal{L}u = M(x)u^{\alpha_1} \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{on} \quad \partial\Omega. \tag{4.13}
\end{equation}

But this sub-solution does not satisfy the above-mentioned requirement if $U \in C^0(\overline{\Omega})$. In order to extend the applicability of Theorem 4.1 to situations like this one, in the following lemma we prove that the above-mentioned requirement in Theorem 4.1 can be weakened.

**Lemma 4.2.** Under the assumptions of Theorem 4.1, let the function $f$ (satisfy (H.3) and) be such that $f(x,u) > -K_1d(x)^{\alpha_1}u^{\alpha_1}$ and $|f(x,u)| + |f_u(x,u)|u < K_2d(x)^{\alpha_1}u^{\alpha_1}$ for all $(x,u) \in \Omega \times [0,\infty)$, with $K_1 > 0$, $K_2 > 0$, $|\alpha_1 + \alpha_2| < 1$ and $|\alpha + \alpha_4| < 1$, and let $u_0 \in C^2(\Omega) \cap C^{1,\delta}(\overline{\Omega})$, for some $\delta > 0$, be a sub-solution of $(1.1)$–(1.2) such that $\tilde{u}_0 > k_1d(x)^p$ a.e. in $\Omega$, with $k > 0$ and $p > 1$. In addition, let us assume that either (a) $\alpha_1 \geq 1$, or (b) $0 < (1 - \alpha_1)/(2 + \alpha_2) < \alpha_1 < 1$ and $\alpha_4 + \alpha_3/\alpha_1 < -1$, or (c) $\alpha_1 < (1 - \alpha_1)/(2 + \alpha_2) < 1/p$ and $\alpha_4 + \alpha_3 < -1$. Then there is a sub-solution of (1.1)–(1.2), $u_0 \in C^2(\Omega) \cap C^{1,\delta}(\overline{\Omega})$ ($\delta > 0$), such that (i) $u_0 > kd(x)$ in $\Omega$ for some $k > 0$, and (ii) $u_0 < u$ in $\Omega$ whenever $u \in C^2(\Omega) \cap C^{1,\delta}(\overline{\Omega})$ ($\delta > 0$) is a solution of (1.1)–(1.2) such that $\tilde{u}_0 < u$ and $0 < k_1d(x) < u$ in $\Omega$ for some $k_1 > 0$.

**Proof.** Under the assumptions above, we can choose a constant $r$ and a function $\rho : [0, \infty[ \to \mathbb{R}$ such that

\begin{equation}
1 < r < p, \quad r\alpha_3 + \alpha_4 > r - 2 \quad \text{and} \quad \rho(\varepsilon) = \varepsilon^{1/(2(p-r))} \tag{4.14}
\end{equation}

in case (a) above, and

\begin{equation}
1 < r, \quad \frac{2 + \alpha_2 + r(\alpha_1 - 1)}{1 - \alpha_1} > \max\{0, p - r\}, \quad r\alpha_3 + \alpha_4 > r - 2 \quad \text{and} \quad \rho(\varepsilon) = \varepsilon^{(1-\alpha_1)/(2+\alpha_2+r(\alpha_1-1))} \tag{4.15}
\end{equation}

in cases (b) and (c). Also we consider the subdomain $\Omega_\varepsilon$ and the function $u_\varepsilon : \Omega_\varepsilon \to \mathbb{R}$ defined as

\begin{equation}
\Omega_\varepsilon = \{x \in \Omega: \; d(x) < \rho(\varepsilon)\} \quad \text{and} \quad u_\varepsilon(x) = \varepsilon d(x)^r, \tag{4.16}
\end{equation}

which are seen to be such that, in the three cases considered above, (i) $u_\varepsilon \in C^2(\Omega_\varepsilon) \cap C^1(\overline{\Omega_\varepsilon})$, (ii) $u_\varepsilon < u_0$ in $\partial\Omega \setminus \partial\Omega_\varepsilon$ and (iii) $u_\varepsilon$ is a sub-solution of (1.1)–(1.2) in $\Omega_\varepsilon$, and
whenever \( \varepsilon > 0 \) is sufficiently small. The first property is obvious, and the second and third ones follow from (4.14)–(4.16) and the stated assumptions on \( u_0 \) and \( f \); the proof of the third property is somewhat tedious but straightforward. As a consequence of these three properties, the function \( \tilde{u}_\varepsilon \), defined as

\[
\tilde{u}_\varepsilon(x) = \tilde{u}_0(x) \quad \text{if} \quad x \in \Omega \setminus \Omega_\varepsilon, \quad \tilde{u}_\varepsilon = \max\{u_\varepsilon, \tilde{u}_0(x)\} \quad \text{if} \quad x \in \Omega_\varepsilon, \quad (4.17)
\]
is such that \( \tilde{u}_\varepsilon \leq \tilde{u}_0 \) in \( \Omega \) and \( \tilde{u}_\varepsilon \) is a sub-solution of (1.1)–(1.2) whenever \( \varepsilon > 0 \) is sufficiently small. Also, \( \varepsilon > 0 \) can be chosen such that \( u_\varepsilon < u \) if \( u \) is as in the statement of the lemma. For that value of \( \varepsilon \) we choose a function \( M_1 \in C^1(\Omega) \) that satisfies (4.2) and

\[
|f(\cdot, u)|/u + |f_u(\cdot, u)| < M_1 \quad \text{in} \quad \Omega \quad \text{if} \quad u_\varepsilon \leq u \leq u_0 \quad \text{in} \quad \Omega,
\]
with \( r - (r\alpha_3 + \alpha_4) < \beta < 2 \) and calculate \( u_0 \) as the unique solution of

\[
Lu_0 + M_1(x)u_0 = M_1(x)u_\varepsilon + f(x, u_\varepsilon(x)) \quad \text{in} \quad \Omega, \quad u_0 = 0 \quad \text{on} \quad \partial \Omega. \quad (4.18)
\]

Finally, by the argument in the proof of Theorem 4.1 (write the right hand side of (4.18) as \( M_1(x)\psi(x, u_\varepsilon(x)) \) and check that the function \( x \to \psi(x, u_\varepsilon(x)) \) is in \( C^0(\bar{\Omega}) \)), \( u_0 \in C^2(\Omega) \cap C^1(\bar{\Omega}) \) (with \( \delta > 0 \)) is a sub-solution of (1.1)–(1.2) that satisfies the properties (i) and (ii) in the statement of the lemma. Thus the proof is complete. ✷

The following result is of independent interest to obtain sub-solutions of semilinear equations with a monotone nonlinearity. It is based on the generalization to elliptic operators in general form of an argument already used by Spruck [44] to treat the operator \( L = -\Delta \); see also [10] where this argument was credited to Nirenberg. In the present context, this argument is based on the fact that if the functions \( u \) and \( U \) \( (\in C^2(\Omega)) \) are related by

\[
u(x) = \int_0^{u(x)} dt/f(t), \quad (4.19)
\]
where \( f \in C([0, \infty[) \) is strictly positive and such that the integral above is convergent, then we have

\[
LU = \frac{Lu}{f(u)} + \frac{f'(u)}{f(u)^2} \sum a_{ij}(x) \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \quad \text{in} \quad \Omega. \quad (4.20)
\]
Note that both (4.19) and (4.20) make sense whenever the integral above is convergent and \( u > 0 \) in \( \Omega \), irrespectively on how fast \( u(x) \) decays as \( x \) approaches \( \partial \Omega \).

**Lemma 4.3.** Let \( f \in C^1([0, \infty[) \) be a strictly increasing, positive function such that \( \int_0^\delta dt/f(t) < \infty \) for some \( \delta > 0 \) and let \( M \in C(\Omega) \) and \( U \in C^2(\Omega) \) be such that

\[
LU \leq M, \quad U > 0 \quad \text{in} \quad \Omega, \quad (4.21)
\]
where the domain \( \Omega \) and the operator \( L \) are as in assumptions (H.1) and (H.2). Then the function \( u \in C^2(\Omega) \) defined by (4.19) satisfies

\[
Lu < M(x)f(u) \quad \text{in} \quad \Omega. \quad (4.22)
\]
Proof. – We only need to use (4.20) and take into account that \( f \) is positive and strictly increasing and that \( L \) is strongly elliptic to obtain
\[
0 = (LU - M)f(u) = Lu + \frac{f'(u)}{f(u)} \sum a_{ij}(x) \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} - M(x)f(u) \]
\[
> Lu - M(x)f(u).
\]

Now we have the ingredients to obtain existence and uniqueness of positive solutions to (4.13).

THEOREM 4.4. – Let \( \Omega \) and \( L \) satisfy assumptions (H.1)–(H.2), let \( \alpha_1 \) be such that \( 0 < \alpha_1 < 1 \) and let \( M \in C^1(\Omega) \) be such that (i) \( |M(x)| < K_1d(x)^{\alpha_2} \) for some \( K_1 > 0 \) and some \( \alpha_2 \) such that \(-1 < \alpha_2 < 1 - \alpha_1 \), and (ii) the unique solution of (4.12) satisfies \( U > 0 \) in \( \Omega \) and \( \partial U/\partial v < 0 \) on \( \partial \Omega \). Then the problem (4.13) has a unique strictly positive solution.

Proof. – Note that (4.12) has a unique solution \( U \in C^2(\Omega) \cap C^{1,\beta}(\bar{\Omega}) (\delta > 0) \), as obtained from, e.g., Proposition 2.3 above, after re-writing the right hand side of (4.12) as \( [M(x)/v(x)]v(x) \) for some function \( v \in C^0_0(\Omega) \). Now we may apply Lemma 4.3 above, with \( f(u) = u^{\alpha_1} \), to obtain that \( \bar{u}_0 = [(1 - \alpha_1)U]^{1/(1 - \alpha_1)} \) is a strict sub-solution of (4.13). This sub-solution satisfies the assumptions in Lemma 4.2 and thus (4.13) possesses a positive sub-solution satisfying the requirements of Theorem 4.1. Also, if \( \psi \in C^2(\Omega) \cap C^{1,\beta}(\bar{\Omega}) (\delta > 0) \) is the unique solution of \( L\psi = |M(x)| \) in \( \Omega \), \( \psi = 0 \) on \( \partial \Omega \), then \( \psi > 0 \) in \( \Omega \) and \( \partial \psi/\partial v < 0 \) on \( \partial \Omega \) (Theorem B.2 in Appendix B), and for sufficiently large \( C > 0 \) the function \( u^0 = C\psi \) is a strict super-solution of (4.13) that satisfies (4.1). Thus the existence of a positive solution to (4.13) follows from Theorem 4.1.

Uniqueness of positive solutions is proved by the argument in the proof of Lemma 4.3 above. Assume for contradiction that (4.13) has two different positive solutions, \( u_1 \) and \( u_2 \). Then the function \( w \) defined as \( w = v_2 - v_1 \), where \( v_j = \int_0^w dt/f(t) \) for \( j = 1, 2 \) and \( f(t) = t^{\alpha_1} \), is non-zero. But using (4.20) and applying the mean value theorem we obtain
\[
Lw - f'(u_1) \sum a_{ij}(x) \frac{\partial (u_1 + u_2)}{\partial x_i} \frac{\partial w}{\partial x_j} - f''(u_1 + \theta_1(x)(u_2 - u_1)) f(u_1 + \theta_2(x)(u_2 - u_1)) \times \sum a_{ij}(x) \frac{\partial v_2}{\partial x_i} \frac{\partial v_2}{\partial x_j} w = 0,
\]
(4.23)

where we have taken into account that \( u_1 \) and \( u_2 \) satisfy (4.13). Since \( f(u) = u^{\alpha_1} > 0 \), \( f''(u) = \alpha_1(\alpha_1 - 1)u^{\alpha_1 - 2} < 0 \) and the operator \( L \) is elliptic, the coefficient of \( w \) is positive in \( \Omega \) and Theorem B.1 in Appendix B implies that \( w = 0 \) in \( \Omega \), which is in contradiction with the assumption above. Thus the proof is complete. \( \square \)

Remarks 4.5. – Two remarks about the result above are now in order.

A. From the proof it is clear that the result in Theorem 4.4 stands when the right hand side of (4.13) is replaced by \( M(x)f(u) \), with \( M \) as above and \( f \in C([0, \infty]) \cap C^1[0, \infty] \) such that \( f(0) = 0 \), \( f > 0 \), \( f' > 0 \) and \( f'' < 0 \) in \( ]0, \infty[ \), \( f(u) < K^u^{\alpha_1} \) in a neighborhood of \( u = 0 \), with \( K > 0 \) and \( \alpha_1 \) as in the statement of Theorem 4.4 and \( \int_0^\infty du/f(u) < \infty \) for some \( \delta > 0 \).
The problem (4.13) has received a considerable attention in the literature. For the particular case $L = -\Delta$ and $M(x) \equiv 1$, existence of solutions has been analyzed using sub and supersolutions [4, 37, 43], variational arguments [11] and both [20]; see also [44, 11, 10] for uniqueness. Some results for the case $0 < M < \infty$ in $\bar{\Omega}$ and $\mathcal{L}$ in general form had already been given by Amann [3]. The case $L = -\Delta$ with $M$ smooth and bounded but exhibiting both signs in $\Omega$ was treated in [42] for $\Omega = \mathbb{R}^n$ and in [6] for bounded $\Omega$. In the latter work existence of non-negative solutions (possibly with dead cores) was proved by using sub and supersolutions; some interesting uniqueness properties were also obtained. However they did not find strictly positive subsolutions and thus they were unable to prove that the obtained solutions were strictly positive (see also [9]). The existence of strictly positive solutions in bounded domains for operators in general form and $M$ changing sign has not been considered in the literature to our knowledge.

4.2. A parabolic problem associated with (1.1)–(1.2)

Standard linearized stability results for regular parabolic problems are readily extended to analyze the stability of the solutions of (1.1)–(1.2) that are in the positive cone of $C^1_0(\bar{\Omega})$ as steady states of the problem

$$\frac{\partial u}{\partial t} + Lu = f(x,u) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega, \quad (4.24)$$
$$u(\cdot, 0) = u_0 \quad \text{in } \Omega. \quad (4.25)$$

In fact, if $\alpha > -1/n$ then the operator $\mathcal{L}$ is sectorial in $L_q(\Omega)$ for all $q > n$ and we can apply standard results in the literature [27] to obtain a global existence result on the parabolic problem (4.24)–(4.25).

**Theorem 4.6.** – In addition to the assumptions (H.1)–(H.3), let us assume that $\alpha > -1/n$, let $u_0 \in C^2(\Omega) \cap C(\Omega) (= \text{the positive cone of } C^0_0(\bar{\Omega}))$ be a solution of (1.1)–(1.2), and let $M \equiv f_{u}(\cdot, u_0)$. If the principal eigenvalue of (1.4) is strictly positive (resp., strictly negative) then $u_0$ is an exponentially stable (resp., unstable) steady state of (4.24) in the Lyapunov sense, with the norm of $C^1(\bar{\Omega})$. Also, if $u_0 \in \mathcal{C}$ then the problem (4.24)–(4.25) has a unique solution, $t \to u(\cdot, t) \in \mathcal{C}$, in a maximal existence interval, $0 \leq t < T \leq \infty$, and if $T < \infty$ then there is a sequence $\{t_m\}$ such that $t_m \nearrow T$ and either $\max\{u(x, t_m) \colon x \in \Omega\} \to \infty$, or $u(x, t_m) \searrow 0$ for some $x \in \Omega$, or $\min\{\partial u(x, t_m)/\partial \nu \colon x \in \partial \Omega\} \to 0$ as $m \to \infty$.

**Proof.** – Let $q$ be such that $q > n$ and $1 + \alpha q > 0$, decompose the operator $\mathcal{L}$ as $\mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2$, where

$$\mathcal{L}_1 u = \sum \frac{\partial (a_{ij}(\cdot) \partial u/\partial x_i)}{\partial x_j},$$

and consider the operator $\mathcal{L}_1$ in $X = L_q(\Omega)$, with domain $D(\mathcal{L}_1) = W_0^2(\Omega) \cap C \subset C^0_0(\bar{\Omega})$. The self-adjoint operator $\mathcal{L}_1$ is sectorial in $X$ (use the argument in [27, p. 32]) and if $(q + n)/(2q) < \beta < 1$ then its fractional power $\mathcal{L}_1^\beta$ is such that $\|u\|_{C^1(\bar{\Omega})} \leq K \|\mathcal{L}_1^\beta u\|_X$ for all $u \in D(\mathcal{L}_1)$ and some $K$ that is independent of $u$ [27, Theorem 1.6.1]. Also, when using assumption (H.3) and estimates (2.10), and proceeding as in Remark 2.4, the following estimates are obtained.
\begin{equation}
\|f(\cdot, u) - f(\cdot, u_s)\|_X < K_1\|u - u_s\|_{C^1_0(\Omega)} < K_2\|\mathcal{L}^\beta_1(u - u_s)\|_X,
\end{equation}
\begin{equation}
\|Mu\|_X + \|\mathcal{L}_2 u\|_X < K_3\|u\|_{C^1_0(\Omega)} < K_4\|\mathcal{L}^\beta_1 u\|_X,
\end{equation}
\begin{equation}
\|f(\cdot, u) - f(\cdot, u_s) - M(u - u_s)\|_X < K_5\|u - u_s\|_{C^1_0(\Omega)}^2 < K_6\|\mathcal{L}^\beta_1(u - u_s)\|^2_X.
\end{equation}
for all $u \in D(\mathcal{L}_1)$ and for all $u$ in a $C^1(\Omega)$-neighborhood of $u_s$ in $D(\mathcal{L}_1)$ respectively, with the constants $K_1, \ldots, K_6$ independent of $u$; note that (4.26)–(4.27) imply that the operator $u \rightarrow \mathcal{L}_1 u - f(\cdot, u)$, of $X^\beta \equiv D(\mathcal{L}^\beta_1) \subset C$ (with the norm $\|u\|_{X^\beta} \equiv \|\mathcal{L}^\beta_1 u\|_X$) into $X$, maps bounded sets into bounded sets and is locally Lipschitzian. Then we only need to apply [27, Theorem 5.1.1] and straightforwardly modify the proofs of [27, Theorems 3.3.3 and 3.3.4] to obtain the stated results and thus to complete the proof. \hfill \Box

Unfortunately the argument above does not apply (and, seemingly, is not straightforwardly extended) if $-1/n \geq \alpha > -1$. But still, in this general case we can use the results above, in Sections 2, 3, to directly derive the following result, which should also yield the linearized stability result in Theorem 4.6 by a well-known argument [41,43], provided that one has a good existence theory for the parabolic problem (4.24)–(4.25); the latter has been subsequently analyzed in [24].

**Theorem 4.7.** - In addition to the assumptions (H.1)–(H.3), let $u_s \in C^2(\Omega) \cap C$ (= the positive cone of $C^1_0(\Omega)$) be a solution of (1.1)–(1.2), and let $M \equiv f_u(\cdot, u_s)$. If the principal eigenvalue of (1.4) is strictly positive (resp., strictly negative) then there is a constant $\epsilon_0 > 0$ and a function $U \in C^2(\Omega) \cap C$ such that $u_\epsilon = u_s + \epsilon U \in C$ if $|\epsilon| < \epsilon_0$, and $u_\epsilon$ is a strict sub-solution (resp., super-solution) of (1.1)–(1.2) if $-\epsilon_0 < \epsilon < 0$, while $u_{-\epsilon}$ is a strict super-solution (resp., sub-solution) of (1.1)–(1.2) if $0 < \epsilon < \epsilon_0$.

**Proof.** - Take two functions $u_0, u^0 \in C$ such that $u_s - u_0$ and $u^0 - u_s$ are in $C$. As in the proof of Theorem 4.1, there is a function $N \in C^2(\Omega)$ that satisfies (H.3’) and is such that
\begin{equation}
1 + |d(x) f_{uu}(\cdot, u)| < N \quad \text{in } \Omega \text{ if } u_0 \leq u \leq u^0 \text{ in } \Omega.
\end{equation}
Also, according to Proposition 2.8, if the principal eigenvalue $\lambda_0$ of (1.4) is non-zero then the principal eigenvalue $\lambda_1$ of (1.5) is such that $\lambda_1 \lambda_0 > 0$. In addition, we take an eigenfunction of (1.5) associated with $\lambda_1$ such that $U \in C$, and the constant $\epsilon_0 > 0$ such that $\epsilon_0 U < |\lambda_1| d(x)$, $u_0 < u_{-\epsilon_0}$ and $u_{\epsilon_0} < u^0$ in $\Omega$, where $u_\epsilon \equiv u_s + \epsilon U$ as above. Then we only need to apply the mean value theorem and take into account (4.28) to subsequently obtain
\begin{equation}
[\mathcal{L} u_\epsilon - f(x, u_\epsilon) - M(x)\epsilon U]/(\lambda_1 \epsilon U)
= \{N(x) - [f(x, u_s + \epsilon U) - f(x, u_s) - M(x)\epsilon U]/(\lambda_1 \epsilon U)\}
= N(x) - f_{uu}(x, u_s + \theta(x)\epsilon U)\epsilon U/\lambda_1 > 1 \quad \text{for all } x \in \Omega
\end{equation}
and all $\epsilon$ such that $|\epsilon| < \epsilon_0$, where $\theta: \Omega \rightarrow \mathbb{R}$ stands for a function such that $0 \leq \theta \leq 1$ in $\Omega$. Since $\lambda_1 \lambda_0 > 0$, the stated result follows, and the proof is complete. \hfill \Box

As an application of Theorem 4.6 we have the following result.
THEOREM 4.8. Let $M$ and $\alpha_1$ be as in Theorem 4.4 and let $\Omega$ and $\mathcal{L}$ be as in Theorem 4.6. The parabolic problem

$$
\partial u/\partial t + \mathcal{L}u = M(x)u^{\alpha_1} \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega, \quad u(\cdot, 0) = u_0 \quad \text{in } \Omega,
$$

possesses a unique solution in $0 < t < \infty$ whenever $u_0 > u_*$ in $\Omega$, where $u_* \in \mathcal{C} (\equiv \text{the positive cone of } C^1_0(\bar{\Omega}))$ is a sub-solution of (4.13).

Proof. As in the proof of Theorem 4.4, we can obtain a super-solution of (4.13), $u^*$, such that

$$
u_* < u_0 = u(\cdot, 0) < u^* \quad \text{in } \Omega.
$$

And according to Theorem 4.6, (4.29) possesses a unique solution in a maximal existence interval $0 < t < T$. And if the inequalities

$$
u_* < u(\cdot, t) < u^* \quad \text{in } \Omega
$$

hold in $0 < t < t_0$ then they also hold at $t = t_0$, as readily obtained using the maximum principle in Theorem B.1 in Appendix B to the equation obtained from (4.29) when using the new variable $v = \int_0^t t^{-\alpha_1} dt$ and proceeding as we did to obtain (4.23). Since in addition these inequalities hold at $t = 0$ we conclude that they must hold in $0 < t < T$. This means that $T = \infty$ and completes the proof.

4.3. Bifurcation problems

If the function $f$ in the right hand side of (1.1) depends on a parameter $\lambda$ and (as in Corollary 3.2) assumptions (H.1)–(H.3) hold and $\partial^l f/\partial \lambda^l$ satisfies assumption (H.3) for all $l = 1, \ldots, r$, with $r \geq 1$, then the results above provide the ingredients to readily analyze, quite as in the regular case, several bifurcation questions such as:

(a) The regularity of the solution branches, except at bifurcation points, via the implicit function theorem [15,12].

(b) The solution branches near bifurcation points via the Crandall–Rabinowitz theorem [16] or, more generally, via the Lyapunov–Schmidt method [15,12].

(c) The global existence of solution branches via, e.g., classical results by Rabinowitz [40], based on degree theory.

For the sake of brevity we do not consider here any specific example on these applications of the results above, which actually motivated the present paper and will be considered elsewhere.

Appendix A. Proof of Proposition 2.3

The uniqueness part readily follows by a standard maximum principle. The existence part and the estimate (2.8) are obtained by regularizing the coefficients as follows. For each $\varepsilon \in [0, \rho_1]$ (with $\rho_1$ as defined in assumption (H.1)) we consider the problem

$$
- \sum a_{ij}(x) \partial^2 u/\partial x^i \partial x^j + \varphi_\varepsilon(x) \sum b_i(x) \partial u/\partial x^i = \varphi_\varepsilon(x)M(x)v \quad \text{in } \Omega,

u = 0 \quad \text{on } \partial \Omega,
$$

(A.1)
where \( \varphi_\varepsilon \in C^1_0(\bar{\Omega}) \) is defined as
\[
\varphi_\varepsilon(x) = \varphi_\varepsilon(d(x)),
\]
with
\[
\varphi_\varepsilon(\eta) = \begin{cases} 
2\varepsilon - \eta & \text{if } 0 < \eta < \varepsilon, \\
1 & \text{if } \eta \geq \varepsilon.
\end{cases}
\]
(A.2)

Note that, according to assumptions (H.2), (H.3') and the estimate (2.11), \( \varphi_\varepsilon b_i \) and \( \varphi_\varepsilon M v \) are in \( C^{0,\beta}(\bar{\Omega}) \) if \( v \in C^1_0(\bar{\Omega}) \) and \( \varepsilon > 0 \). Then (A.1) possesses a unique solution \( u \in C^{2,\beta}(\bar{\Omega}) \). The proof proceeds in three steps.

**Step 1.** For each \( \delta \in [0, \delta_0] \) there are two constants, \( K > 0 \) and \( \mu \in [0, \rho_1] \), independent of \( v \) and \( \varepsilon \), such that the solution of (A.1) satisfies
\[
\|u\|_{C^{1,\delta}(\bar{\Omega})} \leq K \left[ \|v\|_{C^1_0(\bar{\Omega})} + \|u\|_{C^{0}(\bar{\Omega})} + \|u\|_{C^{1,\delta}(\Omega_\mu)} \right],
\]
(A.3)

where
\[
\Omega_\mu = \{ x \in \Omega : d(x) < \mu \}.
\]
(A.4)

Since \( \partial \Omega \) is of class \( C^{3,\gamma} \), as in [32, pp. 95–96], it can be seen that, for each \( \mu < \rho_1 \), there are two finite families of domains, \( \{ \Omega_{i\mu}^1 \} \) and \( \{ \Omega_{i\mu}^2 \} \) such that for each \( k \),
(a) \( \Omega_{1\mu}^k \subset \Omega_{2\mu}^k \subset \bigcup_{j=1}^{m_0} \Omega_{j\mu}^k \subset \Omega_\mu \cup \bigcup \Omega_{i\mu}^k = \Omega_\mu \), with \( m_0 \) independent of \( \mu \) and \( k \).
(b) There is a \( C^{2,\gamma} \)-regular curvilinear, coordinate system in a neighborhood of \( \bar{\Omega}_{2\mu}^k \), \( \xi = \xi(x) \), such that: (i) \( \xi_1(x) = d(x) \), (ii) the domains \( \bar{\Omega}_{i\mu}^1 \) and \( \bar{\Omega}_{i\mu}^2 \) are given by
\[
\bar{\Omega}_{i\mu}^k = \{ x \in \mathbb{R}^n : \xi(x) \in \omega_{i\mu}^k \},
\]
for \( i = 1 \) and 2; and (iii) the \( C^{2,\gamma} \)-norms of the functions \( \xi = \xi(x) \) and \( x = x(\xi) \), in \( \bar{\Omega}_{2\mu}^k \) and \( \bar{\Omega}_{2\mu}^k \) respectively, are bounded by a common constant, which is independent of \( k \) and \( \mu \).

Now, in the new variables, the function
\[
U(\xi_1, \ldots, \xi_n) = \int_{\xi_1}^\mu u(y, \xi_2, \ldots, \xi_n) dy
\]
(A.6)
is readily seen to satisfy
\[
L_0 U = L_1 U + L_2 u + L_3 u + L_4 v \quad \text{in a neighborhood of } \bar{\Omega}_{2\mu}^k,
\]
\[
\partial U / \partial \xi_1 = 0 \quad \text{at } \xi_1 = 0, \quad U = 0 \quad \text{at } \xi_1 = \mu,
\]
(A.7)
\( (A.8) \)

where
\[
L_0 U = - \sum_{i,j} \bar{a}_{ij}(\xi) \partial^2 U / \partial \xi_i \partial \xi_j,
\]
\[
L_1 U = \int_{\xi_1}^\mu \left[ \sum_{i,j} (\partial \bar{a}_{ij}/\partial \xi_1)(\partial^2 U / \partial \xi_i \partial \xi_j) \right]_{\xi_1=y} dy,
\]
\[
L_2 u = - \int_{\xi_1}^\mu \left[ \tilde{\phi}_1(\xi) + \varphi_\varepsilon(\xi_1) \tilde{\phi}_1^2(\xi) \right] \left( \partial u / \partial \xi_1 \right)_{\xi_1=y} dy,
\]
(A.9)
(A.10)
\[ \mathcal{L}_3 u = \left[ -\ddot{\alpha}_{ij} \frac{\partial u}{\partial \xi_j} + 2 \sum \tilde{\alpha}_{ij} \frac{\partial u}{\partial \xi_i} \right]_{\xi_i = \mu}, \]
\[ \mathcal{L}_4 v = \int_{\xi_1}^{\mu} \psi_{\varepsilon}(y) \left[ \tilde{M}(\xi) v(\xi) \right]_{\xi_1 = y} dy. \]

(A.11)

Here \( \tilde{\alpha}_{ij} \) and \( \tilde{b}_i \equiv \tilde{b}_i^j(\xi) + \psi_{\varepsilon}(\xi^1) \tilde{b}_i^j(\xi) \) denote the coefficients of the operator obtained when using the new variables in the left hand side of (A.1). Now, according to assumptions (H.2), (H.3’) and property (b) above, if \( 0 < \delta < \delta_0 = \min\{\alpha + 1, \gamma\} \) then the functions \( \tilde{\alpha}_{ij}, \xi \rightarrow \xi_1(\partial \tilde{\alpha}_{ij}/\partial \xi_1), \tilde{b}_i^j, \xi \rightarrow \xi_1 \tilde{b}_i^j \) and \( \xi \rightarrow (\xi_1)^2 \tilde{M} \) have \( C^{0,\delta}(\tilde{\omega}_{2\mu}^k) \)-norms that are uniformly bounded by a common constant, which is independent of \( K \) and \( \mu \). Since, in addition, \( 0 \leq \psi_{\varepsilon}(\xi^1) \leq 1 \) in \( 0 \leq \xi^1 \leq \mu \) (see (A.2)), we have, for all \( \delta \in [0, \delta_0] \),

\[ \| \mathcal{L}_1 u \|^2_{C^{0,\delta}(\tilde{\omega}_{2\mu}^k)} \leq K \mu^{\delta_0-\delta} \| u \|^2_{C^{1,\delta}(\tilde{\omega}_{2\mu}^k)}, \]
\[ \| \mathcal{L}_2 u \|^2_{C^{0,\delta}(\tilde{\omega}_{2\mu}^k)} \leq K \mu^{\delta_0-\delta} \| u \|^2_{C^{1,\delta}(\tilde{\omega}_{2\mu}^k)}, \]
\[ \| \mathcal{L}_3 u \|^2_{C^{0,\delta}(\tilde{\omega}_{2\mu}^k)} \leq K \mu^{\delta_0-\delta} \| u \|^2_{C^1(\tilde{\omega}_{2\mu}^k)}, \quad \| \mathcal{L}_4 v \|^2_{C^{0,\delta}(\tilde{\omega}_{2\mu}^k)} \leq K \mu^{\delta_0-\delta} \| v \|^2_{C^{1}(\tilde{\omega}_{2\mu}^k)}, \]

(A.12)

(A.13)

where the constant \( K \) is independent of \( \varepsilon, k, \mu \) and \( v \), and the superscript \( (\xi) \) indicates that the new coordinates are used in the definition of the norm. The first two estimates follow straightforwardly when taking into account that \( (\delta_0 \equiv \min\{\gamma, \alpha + 1\} \leq \alpha + 1 \) and)

if \( 0 < \delta < \delta_0 \) and \( 0 < y_1 < y_2 < \mu \leq 1 \),
then \( 0 < y_2^{\alpha+1} - y_1^{\alpha+1} \leq (\alpha + 1)\mu^{\alpha+1-\delta} |y_2 - y_1|^\delta \).

(A.14)

The third estimate is a consequence of the facts that the hypersurface \( \xi^1 = \mu \) is in \( \Omega \setminus \Omega_{\mu} \), and that, according to property (b) above, the Hölder norms in the variables \( x \) and \( \xi \) are equivalent uniformly on \( k \) and \( \mu \). The last estimate is obtained when taking into account (A.14) and the inequality

\[ |v(\xi_1, \xi_2, \ldots, \xi_n) - v(\xi_1, \xi_2, \ldots, \xi_n)| \leq |2\xi_1^{1-\delta} [\xi_2^2 - \xi_2^1] + \cdots + |\xi_n^2 - \xi_n^1|^2 |^{\delta/2} \| v \|^2_{C^1(\tilde{\omega}_{2\mu}^k)} \]

which holds whenever \( (\xi_1, \xi_2, \ldots, \xi_n) \) and \( (\xi_1, \xi_2, \ldots, \xi_n) \) are in \( \omega_{2\mu}^k \), and in turn is obtained when taking into account that its left hand side is bounded above by both

\[ 2\xi_1^1 \| v \|^2_{C^1(\tilde{\omega}_{2\mu}^k)} \quad \text{and} \quad [\xi_2^2 - \xi_2^1]^2 + \cdots + [\xi_n^2 - \xi_n^1]^2]^{1/2} \| v \|^2_{C^1(\tilde{\omega}_{2\mu}^k)}, \]

as readily seen when applying the mean value theorem and taking into account that \( v = 0 \) at \( \xi^1 = 0 \). Now, if we re-scale \( \xi \) as \( \xi = \eta \), then in the new variables the domains \( \omega_{2\mu}^k \) and \( \omega_{2\mu}^k \) are fixed, and the \( C^{0,\delta} \)-norms of \( \tilde{\alpha}_{ij} \) are bounded above by a common constant, which is independent of \( k \) and \( \mu \). If we now apply a local Schauder estimate to (A.7)–(A.8) in these new variables, and rewrite this estimate in terms of \( \xi \), we obtain
\[ \| U \|_{C^{2,\beta}(\bar{\omega}^k)} \leq K_1 \| \mathcal{L}_1 U + \mathcal{L}_2 u + \mathcal{L}_4 v \|_{C^{0,\beta}(\bar{\omega}^k)} + \mu^{-2} K_2 \| \mathcal{L}_2 u \|_{C^{0,\beta}(\bar{\omega}^k)} + \mu^{-2+\delta} K_3 \| U \|_{C^{0,\beta}(\bar{\omega}^k)}, \]  

where the constants \( K_1, K_2 \) and \( K_3 \) are independent of \( \varepsilon, k, \mu \) and \( \nu \), and we have taken into account that \( \mathcal{L}_1 U + \mathcal{L}_2 u + \mathcal{L}_4 v \) vanishes at \( \xi^1 = \mu \). And, when using (A.12)–(A.13) and the fact that (according to property (b) above) the Hölder-norms in the variable \( x \) are equivalent, uniformly in \( k \) and \( \mu \), we have

\[ \| U \|_{C^{2,\beta}(\bar{\omega}^k)} \leq K_4 [\varepsilon^{\frac{\beta}{2}} \| U \|_{C^{2,\beta}(\bar{\omega}^k)} + \| v \|_{C^1(\bar{\omega}^k)}] + \mu^{-\delta} \| u \|_{C^1(\Omega; \Omega^\nu)} + \mu^{-1-\delta} \| u \|_{C^0(\bar{\omega}^k)}, \]  

for some constant \( K_4 \) that is independent of \( \varepsilon, k, \mu \) and \( \nu \). Here we have taken into account that \( U \) is independent of the curvilinear coordinate system used in \( \Omega^k \mu \) (\( U \) is the integral of \( u \) along the normals to \( \partial \Omega \), see (A.6)), and that

\[ \| u \|_{C^{1,\delta}(\bar{\omega}^k_m)} \leq \| U \|_{C^{2,\beta}(\bar{\omega}^k_m)} \quad \text{for } j = 1 \text{ and } 2, \quad \text{and} \]

\[ \| U \|_{C^0(\bar{\omega}^k_m)} \leq \mu \| u \|_{C^0(\bar{\omega}^k_m)}, \]  

Now we choose \( \mu \) such that \( K_4 \mu^{\frac{\beta}{2}} \| u \|_{C^{0,\beta}(\bar{\omega}^k_m)} < 1/2 \), where \( \| u \|_{C^{0,\beta}(\bar{\omega}^k_m)} \) is as defined in property (a) above. Then, if \( k_1 \) is that value of \( k \) for which the left hand side of (A.16) is greatest, we have

\[ \| U \|_{C^{2,\beta}(\bar{\omega}^k_m)} \leq (1/2) \| U \|_{C^{2,\beta}(\bar{\omega}^k_m)} + K_4 [\| v \|_{C^1(\bar{\omega}^k_m)}] + \mu^{-\delta} \| u \|_{C^1(\Omega; \Omega^\nu)} + \mu^{-(1+\delta)} \| u \|_{C^0(\bar{\omega}^k_m)}, \]  

where we have used the inequality \( \| U \|_{C^{2,\beta}(\bar{\omega}^k_m)} \leq m_0 \| U \|_{C^{0,\beta}(\bar{\omega}^k_m)} \), which follows from property (a) above. Thus we only need to use (A.17)–(A.18) and the definition of \( k_1 \) to obtain (A.3) and complete the step.

Step 2. For each \( \delta \in [0, \delta_0] \) there is a constant \( K \), independent of \( \nu \) and \( \varepsilon \), such that the solution of (A.1) satisfies

\[ \| u \|_{C^{1,\delta}((\bar{\Omega}^1_m)} \leq K [\| v \|_{C^1(\bar{\Omega}^1)} + \| u \|_{C^0(\bar{\Omega}^1)}]. \]  

The estimate (A.19) readily follows by first selecting \( \mu \) as in step 2, and then using (A.3) and the new estimate

\[ \| u \|_{C^{2,\beta}(\Omega; \Omega^\nu)} \leq K_5 [\| v \|_{C^{0,\beta}(\bar{\Omega}^1)} + \| u \|_{C^0(\bar{\Omega}^1)}], \]  

where \( \Omega^1 = \{ x \in \Omega : d(x) > \mu/2 \} \) and \( K_5 \) is independent of \( \nu \) and \( \varepsilon \). This latter estimate is just a standard interior Schauder estimate on (A.1) (whose coefficients have \( C^1(\bar{\Omega}^1) \)-norms that are uniformly bounded in \( 0 < \varepsilon < \rho_1 \)).

Step 3. If \( \nu \in C^1(\Omega) \) then (2.7) has a solution \( u \in C^2(\Omega) \cap C^{1,\delta}(\bar{\Omega}^1) \) for all \( \delta \in [0, \delta_0], \) and (2.8) holds with \( K \) independent of \( v \).

For each \( m = 1, 2, \ldots \), let \( u_m \) be the solution of (A.1) for \( \varepsilon = \rho_1/m \). Let us first see that \( \| u_m \|_{C^0(\bar{\Omega}^1)} \) is bounded. To this end, we assume for contradiction that there
is a sub-sequence, also called \( \{u_m\} \), such that \( \|u_m\|_{C^0(\overline{\Omega})} \to \infty \) as \( m \to \infty \). Then \( U_m \equiv u_m/\|u_m\|_{C^0(\overline{\Omega})} \) is such that, for all \( m \),

\[
-\sum a_{ij} \partial^2 U_m/\partial x_i \partial x_j + \varphi_{x_{m}}(x) \sum b_i \partial U_m/\partial x_i = \varphi_{x_{m}}(x) M(x) v/\|u_m\|_{C^0(\overline{\Omega})} \quad \text{in} \quad \Omega,
\]

where \( \varphi_{x_{m}} \rightarrow 0 \) as \( m \rightarrow \infty \). But the estimate (A.19) applied to (A.20) implies that \( \|u_m\|_{C^{1,\delta}(\overline{\Omega})} \) is bounded if \( 0 < \delta < \delta_0 \) (\( \leq 1 \)), for each \( \delta \in (0, \delta_0) \) there is a subsequence, also called \( \{u_m\} \), which converges in \( C^{1,\delta}(\overline{\Omega}) \) to some \( U \). Now, \( U \neq 0 \) at some \( x \in \Omega \) because \( \|U\|_{C^{1,\delta}(\overline{\Omega})} = 1 \). Also \( U \in C^2(\Omega) \) and satisfies

\[
LU = 0 \quad \text{in} \quad \Omega, \quad U = 0 \quad \text{on} \quad \partial \Omega, \quad (A.21)
\]
as readily obtained when applying interior Schauder estimates to (A.20). But, according to standard maximum principles, (A.21) cannot have nontrivial solutions. Then a contradiction is obtained and the result follows.

Now, since \( \|u_m\|_{C^0(\overline{\Omega})} \) is bounded, the estimate (A.19) readily implies that \( \|u_m\|_{C^{1,\delta}(\overline{\Omega})} \) is also bounded for each \( \delta \in (0, \delta_0) \). And, since the imbedding of \( C^{1,\delta'} \) into \( C^{1,\delta} \) is compact whenever \( 0 < \delta < \delta' < \delta_0 \), there is a subsequence, also called \( \{u_m\} \), which converges in \( C^{1,\delta}(\overline{\Omega}) \) to some \( u \in C^{1,\delta}(\overline{\Omega}) \). Also \( u \in C^2(\Omega) \) and satisfies (2.7) (thus the existence part of the statement follows) as readily seen when noticing that \( u_m \) satisfies (A.1) for \( \varepsilon = \varepsilon_m \), with \( \varepsilon_m \rightarrow 0 \) as \( m \rightarrow \infty \), and applying interior Schauder estimates to this latter equation. And when applying the estimate (A.19) to this latter equation, we obtain

\[
\|u\|_{C^{1,\delta}(\overline{\Omega})} \leq K\left[\|v\|_{C^{1,\delta}(\overline{\Omega})} + \|u\|_{C^0(\overline{\Omega})}\right] \quad (A.22)
\]

where \( K \) is independent of \( v \).

Finally, \( u \) and \( v \) satisfy (2.8), which follows from (A.22) and the estimate

\[
\|u\|_{C^0(\overline{\Omega})} \leq K\|v\|_{C^{1,\delta}(\overline{\Omega})}, \quad (A.23)
\]

with \( K \) independent of \( v \). And this latter estimate is readily obtained from (A.22) by a standard contradiction argument, alike to the one already used above (if (A.23) does not hold, then there is a sequence \( \{v_m\} \subset C^1(\Omega) \) such that \( \|v_m\|_{C^{1,\delta}(\overline{\Omega})} = 1 \) for all \( m \), and the corresponding solutions of (2.7) are such that \( \|u_m\|_{C^0(\overline{\Omega})} \rightarrow \infty \) as \( m \rightarrow \infty \); but then \( U_m = u_m/\|u_m\|_{C^0(\overline{\Omega})} \) possesses a subsequence that converges in \( C^2(\Omega) \cap C^{1,\delta}(\overline{\Omega}) \) to a non-trivial solution of (A.21), which cannot exist). This completes the step, and the proof of Proposition 2.2.

**Appendix B. A strong maximum principle for second order equations with locally bounded coefficients**

Here we derive a strong maximum principle for some elliptic and parabolic inequalities with locally bounded coefficients, such as those appearing in this paper. The elliptic case was already considered in [39,30], under essentially the same assumptions.
made below, but we have been unable to find a proof for the parabolic case in the literature. For the sake of brevity we first consider the parabolic case, which contains the elliptic one as a particular case. Of course, the elliptic case could have been directly treated in a similar way.

**Theorem B.1.** Let \( u \in C^1(\Omega \times [t_0, t_1]) \) be such that \( u(\cdot, t) \in C^2(\Omega) \cap C^{1,\delta}(\bar{\Omega}) \) for all \( t \in [t_0, t_1] \) and

\[
N(x)\partial u/\partial t + \mathcal{L} u + M(x)u \leq 0 \quad \text{in } \Omega \times [t_0, t_1],
\]

where \( 0 < \delta < 1 \), \( \Omega \), \( \mathcal{L} \), \( M \) and \( N \) satisfy assumptions (H.1)–(H.2), (H.3') and (H.4), and \( M \geq 0 \) in \( \Omega \). Let us assume also that \( u \leq 0 \) in \( \Omega \times [t_0, t_1] \), and that \( u(x_0, t_1) = 0 \). Then the following properties hold:

(i) If \( x_0 \in \Omega \) then \( u = 0 \) in \( \bar{\Omega} \times [t_0, t_1] \).

(ii) If \( x_0 \in \partial \Omega \) and \( u < 0 \) in \( \Omega \times [t_0, t_1] \) then \( \partial u/\partial \nu > 0 \) at \( (x_0, t_1) \).

**Proof.** Since the coefficients of the linear operator in the left hand side of (B.1) are locally bounded in \( \Omega \) and \( N > 0 \) in \( \Omega \), property (i) readily follows when applying the standard strong maximum principle [38].

In order to prove property (ii) assume for contradiction that

\[
u < 0 \quad \text{in } \Omega \times [t_0, t_1] \quad \text{and} \quad u = \partial u/\partial \nu = 0 \quad \text{at } (x_0, t_1).
\]

Since, in addition, \( u(\cdot, t_1) \subset C^{1,\delta}(\bar{\Omega}) \) there is a constant \( k_2 > 0 \) such that

\[
|u(x, t_1)| = |u(x, t_1) - u(x_0, t_1)| \leq k_2 |x - x_0|^{1+\delta} \quad \text{for all } x \in \Omega.
\]

On the other hand, \( \Omega \) satisfies the interior sphere condition (because of assumption (H.1)), i.e., there is a hypersphere \( H \), with center at \( y_0 \in \Omega \) and radius \( \rho_1 > 0 \) such that \( H \subset \Omega \cup \partial \Omega \) and \( H \cap \partial \Omega = \{x_0\} \). Let us consider the function

\[
v(x, t) = \left[ t - t_1 + \rho_1 - \rho(x) \right]^{1+\delta/2}, \quad \text{with } \rho(x) = |x - y_0|,
\]

which (when proceeding as in the proof of Lemma 2.1) is seen to satisfy

\[
N\partial v/\partial t + \mathcal{L} v + M v < 0 \quad \text{in } A
\]

providing that \( \rho_2 \) is appropriately close to \( \rho_1 \). In that case the function \( w_\varepsilon \equiv u + \varepsilon v \) is such that (see (B.1)) \( N(x)\partial w_\varepsilon/\partial t + \mathcal{L} w_\varepsilon + M(x)w_\varepsilon < 0 \) in \( A \), whenever \( \varepsilon > 0 \); thus the standard maximum principle [38] implies that the maximum of \( w_\varepsilon \) in \( A \) can be attained neither at an interior point of \( A \) nor at \( t = t_1 \). Thus this maximum must be attained either at \( \rho_1 - \rho(x) = t_1 - t \) or at \( \rho(x) = \rho_2 \); but (a) \( w_\varepsilon \equiv u + \varepsilon v = u \leq 0 \) if \( \rho_1 - \rho(x) = t_1 - t \geq 0 \) and \( \varepsilon > 0 \), and (b) \( w_\varepsilon \equiv u + \varepsilon v < 0 \) if \( \rho(x) = \rho_2 \), \( \rho_1 - \rho_2 \geq t_1 - t \geq 0 \) and \( \varepsilon > 0 \) is appropriately small (see (B.2) and (B.4)). Thus for that value of \( \varepsilon \), \( w \leq 0 \) (i.e., \( u \leq -\varepsilon v \)) in \( A \). This property holds, in particular, on the rectilinear segment \( S \) of \( \Omega \times \{t_1\} \) joining \( (y_0, t_1) \) and \( (x_0, t_1) \), where \( \rho_1 - \rho(x) = d(x) \). Then we have

\[
u(x, t_1) \leq -\varepsilon d(x)^{1+\delta/2} \quad \text{in } x \in S \cap A \subset \Omega \quad \text{(i.e., if } d(x) > 0 \text{ is sufficiently small).}
Since $\epsilon > 0$ and $\delta > 0$, this inequality is in contradiction with (B.3), and the proof is complete.

The elliptic case is reduced to the parabolic one as usual, just by noticing that if a function $u = u(x)$ satisfies the elliptic inequality (B.6) below then it also satisfies (B.1), and if that function attains a maximum at $x_0 \in \bar{\Omega}$, then it also attains the maximum at $(x_0, t) \in \bar{\Omega} \times \mathbb{R}$ for all $t$. Thus the following result follows.

**Theorem B.2.** – Let $u \in C^2(\Omega) \cap C^{1,\delta}(\bar{\Omega})$ be such that

$$Lu + M(x)u \leq 0 \text{ a.e. in } \Omega,$$

where $\delta$, $\Omega$, $L$ and $M$ are as in Theorem B.1. Let us assume that $u \leq 0$ in $\bar{\Omega}$ and $u(x_0) = 0$ for some $x_0 \in \bar{\Omega}$. Then the following properties hold:

(i) If $x_0 \in \Omega$ then $u = 0$ in $\bar{\Omega}$.

(ii) If $x_0 \in \partial \Omega$ and $u < 0$ in $\Omega$ then $\partial u / \partial \nu > 0$ at $x_0$.
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