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Abstract

We characterize the lower semicontinuous envelope $F$ of the functional $F(E) := \int_{\partial E} [1 + |\kappa_{\partial E}|^p] dH^1$, defined on boundaries of sets $E \subset \mathbb{R}^2$, where $\kappa_{\partial E}$ denotes the curvature of $\partial E$ and $p > 1$. Through a desingularization procedure, we find the domain of $F$ and its expression, by means of different representation formulas.

Résumé

On caractérise l’enveloppe semi-continue inférieure $F$ de la fonctionnelle $F(E) := \int_{\partial E} [1 + |\kappa_{\partial E}|^p] dH^1$, définie sur la classe des frontières des domaines $E \subset \mathbb{R}^2$, où $\kappa_{\partial E}$ dénote la courbure de $\partial E$ et $p > 1$. Grâce à une méthode de désingularisation, on trouve le domaine de $F$ et son expression, à l’aide de différentes formules de représentation.
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1. Introduction

In recent years a growing attention has been devoted to integral energies depending on curvatures of a manifold; besides the geometric interest of functionals such as the Willmore functional [2,24,25], curvature depending energies arise in models of elastic rods [11,15,17], and in image segmentation [8,18–23]. In the case of plane...
curves the main example is the functional of the so-called elastic curves [11,13] which reads as \( \int [1 + |\ddot y|^2] \, ds \).

This functional is the starting point of the research pursued in this paper. Let us consider the functional

\[
F(E) := \int_{\partial E} \left[ 1 + |\kappa_{\partial E}(z)|^p \right] d\mathcal{H}^1(z),
\]

where \( E \subset \mathbb{R}^2 \) is a bounded open subset of class \( C^2 \), \( p > 1 \) is a real number, \( \kappa_{\partial E}(z) \) is the curvature of \( \partial E \) at \( z \) and \( \mathcal{H}^1 \) is the one-dimensional Hausdorff measure in \( \mathbb{R}^2 \).

The map \( F \), considered as a function of the set \( E \) rather than of its boundary \( \partial E \), appears in problems of computer vision [8,22,23] and of image inpainting [3,18,19]. It is a simplified version of the building block appearing in the model suggested in [23] to segment an image taking into account the relative depth of the objects.

One of the motivations of looking at \( F \) as a function of the sets \( E \), which are endowed with the \( L^1 \)-topology, comes from the above mentioned applications, where one is typically interested in minimizing \( F \) coupled with a bulk term; for instance, one looks for solutions of problems of the form

\[
\inf_{E \in \mathcal{M}} \left\{ F(E) + \int_E g(z) \, dz \right\},
\]

for an appropriate given bulk energy \( g \), where \( \mathcal{F} \) stands for the \( L^1 \)-lower semicontinuous envelope of \( F \), defined on the class \( \mathcal{M} \) of all measurable subsets of \( \mathbb{R}^2 \). Another motivation for adopting this point of view is represented by a conjecture in [14], where the approximation of the Willmore functional through elliptic second order functionals is addressed.

The choice of the \( L^1 \) topology quickly yields the existence of minimizers of (2) under rather mild assumptions on \( g \), see the discussion in [4]; however, it is clear that, being the \( L^1 \) topology of sets a very weak topology (especially for functionals depending on second derivatives), several difficulties arise when trying to characterize the domain of \( F \) and to find its value.

The study of the properties of \( F \) was initiated by Bellettini, Dal Maso and Paolini in [4]. After proving that \( F = \mathcal{F} \) on regular sets [4, Theorem 3.2], the authors exhibited several examples of nonsmooth sets \( E \) having \( \mathcal{F}(E) < +\infty \), see for instance Fig. 1. However, some of these examples are rather pathological (for instance, sets \( E \) that locally around a point \( p \) have a qualitative shape as in Fig. 2) and show that the characterization of the domain of \( \mathcal{F} \) is not an easy task.

Let us briefly recall the partial characterization of \( \mathcal{F} \) obtained in [4, Theorems 4.1, 6.2]. If \( E \subset \mathbb{R}^2 \) is such that \( \mathcal{F}(E) < +\infty \), then there exists a system of curves \( \Gamma = \{ \gamma_1, \ldots, \gamma_m \} \) (that is, a finite family of constant speed immersions of the unit circle \( S^1 \), see Definition 2.2) such that \( \gamma_i \in H^{2,p}(S^1) \), the union of the supports \( \bigcup_{i=1}^m \gamma_i \) covers \( \partial E \) and has no transversal crossings, and \( E \) coincides in \( L^1(\mathbb{R}^2) \) with \( \{ z \in \mathbb{R}^2 \setminus (\Gamma) : I(\Gamma, z) = 1 \} = \)

Fig. 1. The set \( E \) is made by two connected components having one cusp point. The sequence \( \{E_h\} \) consists of smooth sets converging to \( E \) in \( L^1(\mathbb{R}^2) \) whose energy \( \mathcal{F} \) is uniformly bounded with respect to \( h \). Hence \( \mathcal{F}(E) < +\infty \).
A_p), where \( I(\Gamma, \cdot) \) is the index of \( \Gamma \) (see Definition 2.7). As a partial converse of the previous result, given a system of curves \( \Gamma = [\gamma_1, \ldots, \gamma_m] \in H^{2,p}(S^1_1 \times \cdots \times S^1_n) \), if \( \Gamma \) has no transversal crossings and self-intersects tangentially only at a finite number of points, then \( \mathcal{F}(A_p^\infty) < +\infty \), where \( A_p^\infty := \{ z \in \mathbb{R}^2 : I(\Gamma, z) = 1 \text{ (mod 2)} \} \). We stress that the hypothesis of finiteness for the set of self-intersection points of \( \Gamma \) (which in the sequel will be carried the singular set of \( \Gamma \) and denoted by \( \text{Sing}_\Gamma \)) is an effective restriction since it may happen that \( \mathcal{H}^1(\text{Sing}_\Gamma) > 0 \), as was shown in [4, Example 1, p. 271]. To conclude the list of the known results concerning the domain of \( \mathcal{F} \), in [4, Theorem 6.4] it is proved that, if \( \partial E \) can be locally represented as the graph of a function of class \( H^{2,p} \) up to a finite number of “simple cusps points” (see Definition 2.33) then \( \mathcal{F}(E) < +\infty \) is equivalent to the condition that the total number of cusps is even. Finally, as far as the value of \( \mathcal{F} \) is concerned, in [4, Theorem 7.3] it is proved that \( \mathcal{F}(\cdot, \Omega) \) does not admit an integral representation, where \( \mathcal{F}(\cdot, \Omega) \) is the localization of \( \mathcal{F} \) on an open set \( \Omega \). This phenomenon is due to the presence, in the computation of \( \mathcal{F}(E, \Omega) \), of hidden curves (not in general contained in \( \partial E \)) which are a reminiscence of the limit of the boundaries \( \partial E_h \) of a minimizing sequence \( \{ E_h \} \). Such hidden curves could be put in relation with the problem of reconstructing the contours of an object which is partially occluded by another object closer to the observer [6].

Eventually, the computation of \( \mathcal{F}(E) \) is carried on in [4, Theorem 7.2] in one case only, i.e., when \( \partial E \) has only two cusps which are positioned in a very special way (as in Fig. 1), the proof being not adaptable to more general configurations.

The aim of this paper is to answer the above discussed questions left open in the paper [4]. More precisely, we can

- characterize the domain of \( \mathcal{F} \), thus removing the crucial finiteness assumption in Theorem 6.2 of [4], through a desingularization procedure on systems of curves \( \Gamma \) having an infinite number of singularities;
- exhibit different representation formulas for \( \mathcal{F} \) (obviously not integral representation in the usual sense), making computable (at least in principle) the value of \( \mathcal{F}(E) \) for nonsmooth sets \( E \);
- describe the structure of the boundaries of the sets \( E \) with \( \mathcal{F}(E) < +\infty \) and extend [4, Theorem 6.4] to boundaries with more general singular points rather than simple cusp points.

We remark that, in the discussion of the above items, we also characterize the structure of those systems of curves which are obtained as weak \( H^{2,p} \) limits of boundaries of smooth bounded open sets.

Let us briefly describe the content of the paper. In Sections 2, 3 we prove some preliminary results, leading to a characterization of the singular set of systems of curves. To explain with some details our results in the subsequent sections, let us introduce some definitions. If \( \Gamma = [\gamma_1, \ldots, \gamma_m] \) is a system of curves of class \( H^{2,p} \), we let \( \mathcal{F}(\Gamma) := \sum_{i=1}^m \int |1 + |\gamma_i||^p ds \). We say that two systems \( \Gamma_1, \Gamma_2 \) of curves are equivalent (and we write \( \Gamma_1 \sim \Gamma_2 \)) if their traces coincide, i.e., \( (\Gamma_1) = (\Gamma_2) \) and \( z(\Gamma_1^{-1}(p)) = z(\Gamma_2^{-1}(p)) \) for any \( p \in (\Gamma_1) \). It is not difficult to show that if \( \Gamma_1 \sim \Gamma_2 \), then \( \mathcal{F}(\Gamma_1) = \mathcal{F}(\Gamma_2) \). In Theorem 5.1 and Corollary 5.2 we show that, given an arbitrary system of curves \( \Gamma = [\gamma_1, \ldots, \gamma_m] \) of class \( H^{2,p} \), without transversal crossings, there exists a system of curves \( \tilde{\Gamma} \sim \Gamma \) which is the strong \( H^{2,p} \)-limit of a sequence \( \{ E_N \} \) of boundaries of smooth, open, bounded sets such that

\[
\lim_{N \to \infty} \mathcal{F}(E_N) = \mathcal{F}(\Gamma), \quad \lim_{N \to \infty} E_N = A_\Gamma^\infty \quad \text{in} \ L^1(\mathbb{R}^2).
\]

This approximation result generalizes [4, Theorem 6.2], since no finiteness assumptions on \( \text{Sing}_\Gamma \) is required. The proof, which is quite involved, requires a desingularization of \( \Gamma \) around the accumulation points of \( \text{Sing}_\Gamma \), and is based on several preliminary lemmata, see Section 4. Observe that in Theorem 5.1 we show that among all systems

Fig. 2. The grey region denotes (possibly a part of) the set \( E \). If \( E \), locally around the singular point \( p \) (which is an accumulation point of singular points of \( \partial E \)), behaves as in the figure, it may happen that \( \mathcal{F}(E) < +\infty \).
of curves of class $H^{2,p}$ without transversal crossings, those which have finite singular set are a dense subset in the energy norm. Hence we also have that every $E$ with $\mathcal{F}(E) < +\infty$ can be approximated both in $L^1(\mathbb{R}^2)$ and in energy by a sequence of subsets $\{E_N\}$ such that $\text{Sing}_{\partial E_N} \subseteq \{\text{a finite number of cusps}\}$. This formula is much in the spirit of [10, Corollary 5.4], where a similar, but in some sense weaker, result is proved in the framework of Geometric Measure Theory. Motivated by the density result of subsets with finite singular set given in Theorem 5.1 and Corollary 5.2, in Theorem 6.3 we prove that if $E$ has a finite number of singular points then the collection $\mathcal{Q}_{\text{fin}}(E)$ of all systems $\Gamma \subseteq A(E)$ with finite singular set is dense in $A(E)$ with respect to the $H^{2,p}$-weak convergence and in energy. Moreover

$$\mathcal{F}(E) = \inf \{ \mathcal{F}(\Gamma) : \Gamma \subseteq A(E) \}. \quad (4)$$

Theorem 6.3 is stronger than Theorem 5.1, since the approximating sequence now must fulfill the additional constraint of being made of elements of $\mathcal{Q}_{\text{fin}}(E)$. Moreover Theorem 6.3 turns out to be the key technical tool for proving the results of Section 8. Note carefully that the minimum in (4) in general is not attained, as we show in Proposition 8.8.

In Section 7 the regularity of minimizers $\Gamma$ for problem (3) is studied in the case $p = 2$. The main result of this section is Theorem 7.1 where we show that any solution $\Gamma$ of the minimum problem (3) has, out of $\partial E$, a finite singular set and consists of pieces of elastic curves.

In Section 8 we focus our attention on subsets $E$ with finite singular set and with $\mathcal{F}(E) < +\infty$. The main result of this section is Theorem 8.6, where we give a (close to optimal) representation formula for $\mathcal{F}(E)$. Precisely, we prove that

$$\mathcal{F}(E) = \int_{\text{Reg}_{\partial E}} \left[ 1 + \left| \kappa_{\partial E}(z) \right|^p \right] d\mathcal{H}^1(z) + 2 \min_{\sigma \in \Sigma(E)} \mathcal{F}(\sigma).$$

Here $\text{Reg}_{\partial E}$ denotes the regular part of the boundary of $E$, $\Sigma(E)$ is (roughly speaking) the class of all curves $\sigma$ of class $H^{2,p}$ connecting the singular points of $\partial E$ in an appropriate way, which do not cross transversally each other and do not cross transversally $\partial E$. This result is a wide generalization of the example discussed in [4], where the set $E$ had only two cusps and a very specific geometry.

2. Notation and preliminaries

A plane curve $\gamma : [0, 1] \to \mathbb{R}^2$ of class $C^1$ is said to be regular if $\frac{d\gamma(t)}{dt} \neq 0$ for every $t \in [0, 1]$. Each closed regular curve $\gamma : [0, 1] \to \mathbb{R}^2$ will be identified, in the usual way, with a map $\gamma : S^1 \to \mathbb{R}^2$, where $S^1$ denotes the oriented unit circle. By $(\gamma) = \gamma([0, 1]) = \{\gamma(t) : t \in [0, 1]\}$ we denote the trace of $\gamma$ and by $l(\gamma)$ its length; $s$ denotes the arc length parameter and $\dot{\gamma}, \ddot{\gamma}$ the first and second derivative of $\gamma$ with respect to $s$. Let us fix a real number $p > 1$ and let $p'$ be such that $1/p + 1/p' = 1$. If the second derivative $\ddot{\gamma}$ in the sense of distributions belongs to $L^p$, then the curvature $\kappa(\gamma)$ of $\gamma$ is given by $|\ddot{\gamma}|$, and

$$\left\| \kappa(\gamma) \right\|_{L^p}^p = \int_{0, l(\gamma)} |\ddot{\gamma}|^p ds < +\infty;$$

in this case we say that $\gamma$ is a curve of class $H^{2,p}$, and we write $\gamma \in H^{2,p}$. Moreover, we put

$$\mathcal{F}(\gamma) := l(\gamma) + \left\| \kappa(\gamma) \right\|_{L^p}^p.$$
If \( z \in \mathbb{R}^2 \setminus \Gamma \), \( I(\gamma, z) \) is the index of \( \gamma \) with respect to \( z \) [7].

For any \( C \subset \mathbb{R}^2 \) we denote by \( \text{int}(C) \) the interior of \( C \), by \( \overline{C} \) the closure of \( C \), and by \( \partial C \) the topological boundary of \( C \). All sets we will consider are assumed to be measurable.

For every set \( E \subset \mathbb{R}^2 \) let \( \chi_E \) denote its characteristic function, that is \( \chi_E(z) = 1 \) if \( z \in E \), \( \chi_E(z) = 0 \) if \( z \notin E \); for any \( z_0 \in \mathbb{R}^2 \), \( \rho > 0 \), \( B_\rho(z_0) := \{ z \in \mathbb{R}^2 : |z - z_0| < \rho \} \) is the ball centered at \( z_0 \) with radius \( \rho \).

**Definition 2.1.** We say that \( E \subset \mathbb{R}^2 \) is of class \( H^{2,p} \) (respectively \( \mathcal{C}^k \), \( k \geq 1 \)) if \( E \) is open and if, for every \( z \in \partial E \), the set \( E \) can be locally represented as the subgraph of a function of class \( H^{2,p} \) (respectively \( \mathcal{C}^k \)) with respect to a suitable coordinate system.

Let \( E \subset \mathbb{R}^2 \) be a set of class \( H^{2,p} \). Since \( \partial E \) can be locally viewed as the graph of an \( H^{2,p} \) function, we can define, locally, the curvature \( \kappa_{\partial E} \) of \( \partial E \) at \( H^1 \)-almost every point of \( \partial E \) using the classical formulas involving the second derivatives. One can readily check that the definition of \( \kappa_{\partial E} \) does not depend on the choice of the coordinate system used to represent \( \partial E \) as a graph, and also that \( \kappa_{\partial E} \in L^p(\partial E, H^1) \).

Given a set \( E \subset \mathbb{R}^2 \), we define

\[
E^r := \{ z \in \mathbb{R}^2 : \exists r > 0 : |B_r(z) \setminus E| = 0 \},
\]

\(| \cdot |\) denoting the Lebesgue measure. If \( \Delta \) stands for the symmetrical difference between sets and \( |E \Delta F| = 0 \), then \( E^r = F^r \).

Let \( \mathcal{M} \) be the collection of all measurable subsets of \( \mathbb{R}^2 \). We can identify \( \mathcal{M} \) with a closed subset of \( L^1(\mathbb{R}^2) \) through the map \( E \mapsto \chi_E \). The \( L^1(\mathbb{R}^2) \) topology induced by this map on \( \mathcal{M} \) is the same topology induced on \( \mathcal{M} \) by the metric \( (E_1, E_2) \mapsto |E_1 \Delta E_2| \), where \( E_1, E_2 \in \mathcal{M} \).

Now we define the map \( \mathcal{F} : \mathcal{M} \to [0, +\infty] \) as follows:

\[
\mathcal{F}(E) := \begin{cases} 
\int_{\partial E} 1 + |\kappa_{\partial E}(z)|^p \, dH^1(z) & \text{if } E \text{ is a bounded open set of class } \mathcal{C}^2, \\
+\infty & \text{elsewhere on } \mathcal{M}.
\end{cases}
\]

We call \( L^1 \)-relaxed functional of \( \mathcal{F} \), and denote it by \( \overline{\mathcal{F}} \), the lower semicontinuous envelope of \( \mathcal{F} \) with respect to the topology of \( L^1(\mathbb{R}^2) \). It is known that, for every \( E \in \mathcal{M} \), we have

\[
\overline{\mathcal{F}}(E) = \inf \{ \liminf_{h \to \infty} \mathcal{F}(E_h) : E_h \to E \text{ in } L^1(\mathbb{R}^2) \text{ as } h \to \infty \}.
\] (5)

### 2.1. Systems of curves

In this subsection we list all definitions and known facts on systems of curves used throughout the paper, and we prove some proper results.

**Definition 2.2.** By a system of curves we mean a finite family \( \Gamma = \{ \gamma_1, \ldots, \gamma_m \} \) of closed regular curves of class \( \mathcal{C}^1 \) such that \( |\frac{\partial \gamma_i}{\partial \nu}| \) is constant on \([0, 1]\) for any \( i = 1, \ldots, m \). Denoting by \( \mathcal{S} \) the disjoint union of \( m \) circles \( S_1^1, \ldots, S_m^1 \) of unitary length, we shall identify \( \Gamma \) with the map \( \Gamma : \mathcal{S} \to \mathbb{R}^2 \) defined by \( \Gamma|_{S_i^1} := \gamma_i \) for \( i = 1, \ldots, m \). The trace \( (\Gamma) \) of \( \Gamma \) is defined as \( (\Gamma) := \bigcup_{i=1}^m (\gamma_i) \).

By a system of curves of class \( H^{2,p}(\mathcal{S}) \) we mean a system \( \Gamma = \{ \gamma_1, \ldots, \gamma_m \} \) such that each \( \gamma_i \) is of class \( H^{2,p}(S_i^1) \). In this case we shall write \( \Gamma \in H^{2,p}(\mathcal{S}) \).

**Definition 2.3.** By a disjoint system of curves we mean a system of curves \( \Gamma = \{ \gamma_1, \ldots, \gamma_m \} \) such that \( (\gamma_i) \cap (\gamma_j) = \emptyset \) for any \( i, j = 1, \ldots, m, i \neq j \).
**Definition 2.4.** We say that a system of curves $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ is without crossings if $\frac{d\gamma_i(t_1)}{dt}$ and $\frac{d\gamma_j(t_2)}{dt}$ are parallel, whenever $\gamma_i(t_1) = \gamma_j(t_2)$ for some $i, j \in \{1, \ldots, m\}$ and $t_1, t_2 \in [0, 1]$.

**Definition 2.5.** If $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ is a system of curves of class $H^{2,p}$, we define

$$l(\Gamma) := \sum_{i=1}^{m} l(\gamma_i), \quad \|\kappa(\Gamma)\|_{L^p}^p := \sum_{i=1}^{m} \int_{0,|l(\gamma_i)|} |\dot{\gamma}_i(s)|^p \, ds,$$

and

$$\mathcal{F}(\Gamma) = \sum_{i=1}^{m} \mathcal{F}(\gamma_i) := \sum_{i=1}^{m} l(\gamma_i) + \|\kappa(\gamma_i)\|_{L^p}^p.$$

As $|\frac{d\gamma_i}{dt}|$ is constant on $[0, 1]$, we have $s(t) = tl(\gamma_i)$, hence

$$\int_{0,|l(\gamma_i)|} |\dot{\gamma}_i|^p \, ds = l(\gamma_i) - 2p \int_{0,1} |\frac{d^2\gamma_i}{dt^2}|^p \, dt.$$

Given a set $A = A_1 \times \cdots \times A_m \subseteq \mathbb{S}$ and a system of curves $\Gamma = \{\gamma_1, \ldots, \gamma_m\} \in H^{2,p}(\mathbb{S})$, we fix the following notation:

$$\mathcal{F}(\Gamma, A) := \sum_{i=1}^{m} \int_{A_i} \left( l(\gamma_i) - 2p \int_{A_i} \frac{d^2\gamma_i}{dt^2} \right) \, dt.$$

**Remark 2.6.** With a small abuse of notation, with the same letter $\mathcal{F}$ we denote a functional defined on $\mathcal{M}$ and a functional defined on regular $H^{2,p}$ curves.

**Definition 2.7.** Let $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ be a system of curves. If $z \in \mathbb{R}^2 \setminus (\Gamma)$ we define the index of $z$ with respect to $\Gamma$ as $\mathcal{I}(\Gamma, z) := \sum_{i=1}^{m} \mathcal{I}(\gamma_i, z)$.

**Definition 2.8.** Let $E \subset \mathbb{R}^2$ be a bounded open set of class $C^1$. We say that a disjoint system of curves $\Gamma$ is an oriented parametrization of $\partial E$ if each curve of the system is simple, $(\Gamma) = \partial E$, and, in addition,

$$E = \{z \in \mathbb{R}^2 \setminus \partial E: \mathcal{I}(\Gamma, z) = 1\}, \quad \mathbb{R}^2 \setminus E = \{z \in \mathbb{R}^2 \setminus \partial E: \mathcal{I}(\Gamma, z) = 0\}.$$

In [4, Proposition 3.1] it is proved that any bounded subset $E$ of $\mathbb{R}^2$ of class $H^{2,p}$ (respectively $C^2$) admits an oriented parametrization of class $H^{2,p}$ (respectively $C^2$).

**Definition 2.9.** We say that a sequence $\{\Gamma_h\}$ of systems of curves of class $H^{2,p}$ converges weakly (respectively strongly) in $H^{2,p}$ to a system of curves $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ of class $H^{2,p}$ if the number of curves of each system $\Gamma_h$ equals the number of curves of $\Gamma$ for $h$ large enough, i.e., $\Gamma_h = \{\gamma_1^h, \ldots, \gamma_m^h\}$, and, in addition, $\gamma_i^h$ converges weakly (respectively strongly) to $\gamma_i$ in $H^{2,p}$ as $h \to \infty$ for any $i = 1, \ldots, m$.

If $\{\Gamma_h\}$ weakly converges to $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ in $H^{2,p}$, then

$$\gamma_i^h \to \gamma_i \quad \text{in } C^1 \text{ as } h \to \infty,$$

for any $i = 1, \ldots, m$. In particular, $l(\gamma_i^h) \to l(\gamma_i)$ as $h \to \infty$. 

The following result is proved in [4, Theorem 3.1]; it states the coercivity of the functional $\mathcal{F}$ with respect to the weak $H^{2,p}$ convergence of systems of curves.

**Theorem 2.10.** Let $\{\Gamma_h\}$ be a sequence of systems of curves of class $H^{2,p}$ such that all $(\Gamma_h)$ are contained in a bounded subset of $\mathbb{R}^2$ independent of $h$ and

$$\sup_{h \in \mathbb{N}} \mathcal{F}(\Gamma_h) < +\infty.$$ Then $\{\Gamma_h\}$ has a subsequence which converges weakly in $H^{2,p}$ to a system of curves $\Gamma$.

**Definition 2.11.** We say that $\Gamma$ is a limit system of curves of class $H^{2,p}$ if $\Gamma$ is the weak limit of a sequence $\{\Gamma_h\}$ of oriented parametrizations of bounded open sets of class $H^{2,p}$.

**Definition 2.12.** We say that a system of curves $\Gamma$ verifies the finiteness property in an open set $U \subset \mathbb{R}^2$ if there exists a finite set $S \subset U$ such that $(\Gamma) \setminus S$ is a one-dimensional embedded submanifold of $\mathbb{R}^2$ of class $\mathcal{C}^1$.

### 2.2. Nice rectangles

**Definition 2.13.** Let $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ be a system of curves of class $H^{2,p}$ without crossings. Let $p \in (\Gamma)$, let $\tau(p)$ be a unit tangent vector to $(\Gamma)$ at $p$, and let $\tau^\perp(p)$ be the rotation of $\tau(p)$ of $\pi/2$ around the origin in counterclockwise order. We say that $R(p)$ is a nice rectangle for $(\Gamma)$ at $p$ if

$$R(p) = \{z \in \mathbb{R}^2: z = p + l \tau(p) + d \tau^\perp(p), \ |l| \leq a, \ |d| \leq b\},$$

where $a > 0$ and $b > 0$ are selected in such a way that $(\Gamma) \cap R(p)$ is given by the union of the cartesian graphs, with respect to the tangent line $T_p(\Gamma)$ to $(\Gamma)$ at $p$, of a finite number of functions $\{f_1, \ldots, f_r\}$ such that graph$(f_i)$ does not intersect the two sides of $R(p)$ which are parallel to $T_p(\Gamma)$ for every $l = \{1, \ldots, r\}$.

**Remark 2.14.** By regularity properties of systems of curves of class $H^{2,p}$ without crossings, one readily checks that each point $p \in (\Gamma)$ admits a nice rectangle $R(p)$ at $p$. Moreover, if $\Lambda \in H^{2,p}$ and $(\Lambda) \subseteq (\Gamma)$, then $R(p)$ is a nice rectangle at $p$ also for $\Lambda$.

Let $p \in (\Gamma)$; when we write a nice rectangle $R(p)$ at $p$ for $(\Gamma)$ in the form $R(p) = [-a, a] \times [-b, b]$, we implicitly assume that $p$ is the origin of the coordinates, that $T_p(\Gamma)$ is the $x$-axis, and that $\tau^\perp(p)$ agrees with the vector $(0, 1)$. In this case we also set $R^+(p) := [0, a] \times [-b, b]$ and $R^-(p) := [-a, 0] \times [-b, b]$.

### 2.3. Density function of a system of curves

**Definition 2.15.** Let $\Gamma$ be a system of curves of class $H^{2,p}$. We define the density function $\theta_\Gamma$ of $\Gamma$ as

$$\theta_\Gamma : (\Gamma) \rightarrow \mathbb{N} \cup \{+\infty\}, \quad \theta_\Gamma(z) := \sharp\{\Gamma^{-1}(z)\},$$

$\sharp$ denoting the counting measure.

**Lemma 2.16.** Let $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ be a system of curves of class $H^{2,p}$. Then there exists $M \in \mathbb{N}$ depending only on $m$ and on $\mathcal{F}(\Gamma)$ such that

$$\sharp\{\gamma_i^{-1}(p)\} \leq M \quad \forall p \in (\gamma_i), \ \forall i = 1, \ldots, m.$$ **Proof.** The statement is a consequence of step 1 in the proof of Theorem 9.1 in [6].

**Remark 2.17.** As a direct consequence of Lemma 2.16 we obtain that if $\Gamma$ is a system of curves of class $H^{2,p}$ then $\theta_\Gamma(z)$ is uniformly bounded with respect to $z \in (\Gamma)$.
2.4. Definitions of $A_Γ$, $A_Γ^o$, $A(E)$, $Q_{\text{fin}}(E)$, $A^o(E)$

If $Γ$ is a system of curves of class $H^{2,p}$, in the following we set

$$A_Γ := \{ z \in \mathbb{R}^2 \setminus (Γ): I(Γ, z) = 1 \},$$

$$A_Γ^o := \{ z \in \mathbb{R}^2 \setminus (Γ): I(Γ, z) \equiv 1 \pmod{2} \}.$$  \hspace{1cm} (6)

**Remark 2.18.** If $Γ$ is a limit system of curves of class $H^{2,p}$ then $I(Γ, z) \in \{0, 1\}$ for any $z \in \mathbb{R}^2 \setminus (Γ)$, see [4]; in particular $A_Γ \equiv A_Γ^o$.

**Definition 2.19.** Let $E \subset \mathbb{R}^2$. We denote by $A(E)$ the collection of all limit systems of curves $Γ$ of class $H^{2,p}$ satisfying

$$(Γ) \supset \partial E^*, \quad E^* = \text{int}(A_Γ \cup (Γ)).$$  \hspace{1cm} (7)

We indicate by $Q_{\text{fin}}(E)$ the collection of all systems $Γ \in A(E)$ verifying the finiteness property in $\mathbb{R}^2$.\textsuperscript{1} We denote by $A^o(E)$ the collection of all systems of curves $Γ$ of class $H^{2,p}$ satisfying

$$(Γ) \supset \partial E^*, \quad E^* = \text{int}(A_Γ^o \cup (Γ)).$$  \hspace{1cm} (8)

Note that the elements of $A^o(E)$ are not, in general, limit systems of curves. Moreover $Q_{\text{fin}}(E) \subset A(E) \subset A^o(E)$. Finally, in view of Theorem 2.22 and (7) (respectively (8)), for every $Γ \in A(E)$ (respectively $Γ \in A^o(E)$), it holds $|A_Γ \Delta E| = 0$ (respectively $|A_Γ^o \Delta E| = 0$), provided $\mathcal{F}(E) < +\infty$.

**Remark 2.20.** If $Γ \in A(E)$ (respectively $Γ \in A^o(E)$) and $F \subset \mathbb{R}^2$ is such that $|E \Delta F| = 0$, then $Γ \in A(F)$ (respectively $Γ \in A^o(F)$).

2.5. On sets $E$ with $\mathcal{F}(E) < +\infty$

**Definition 2.21.** Let $C$ be a subset of $\mathbb{R}^2$. We say that $C$ has a continuous unoriented tangent if at each point $z \in C$ the tangent cone $T_C(z)$ to $C$ at $z$ (see [4, Definition 4.1]) is a straight line and the map $T_C: z \mapsto T_C(z)$ from $C$ into the real projective space $\mathbb{P}^1$ is continuous.

The following results are proved in [4, Theorems 4.1, 6.2, 7.3].

**Theorem 2.22.** Let $E \subset \mathbb{R}^2$ be such that $\mathcal{F}(E) < +\infty$. Then $E^*$ is bounded, open, $|E \Delta E^*| = 0$, $\mathcal{H}^1(\partial E^*) < +\infty$ and $\partial E^*$ has a continuous unoriented tangent. Moreover

$$\mathcal{F}(E) \geq \text{inf}\{ \mathcal{F}(Γ): Γ \in A(E) \},$$  \hspace{1cm} (9)

hence in particular $A(E)$ is nonempty.

**Remark 2.23.** Let $Γ$ be a system of curves of class $H^{2,p}$ without crossings and define

$$E := A_Γ^o, \quad F := \{ z \in \mathbb{R}^2 \setminus (Γ): I(Γ, z) \equiv 0 \pmod{2} \}.$$  \hspace{1cm} (10)

Then, as noticed in [4], $E$, $E^*$, $F$, $F^*$ are open, $E^*$ is bounded, $|E \Delta E^*| = 0$ and

$$\partial E^* = \partial F^* = \{ z \in \mathbb{R}^2: 0 < |B_r(z) \cap E| < |B_r(z)| \forall r > 0 \} = \partial E \cap \partial F \subseteq (Γ), \quad E^* = \text{int}(A_Γ^o \cup (Γ)).$$  \hspace{1cm} (11)

Therefore $Γ \in A^o(E)$.

\textsuperscript{1} Let us remark that in [4] the set $Q_{\text{fin}}(E)$ was denoted by $Q(E)$.
Theorem 2.24. Let $\Gamma$ be a system of curves of class $H^{2,p}$ without crossings and satisfying the finiteness property. Then
\[ \mathcal{F}(\Lambda_{\Gamma}^{a}) < +\infty, \]
hence there exists a sequence $\{E_{h}\}$ of bounded open sets of class $C^{2}$ converging to $\Lambda_{\Gamma}^{a}$ in $L^{1}(\mathbb{R}^{2})$ and such that $\sup_{\partial E_{h}}\mathcal{F}(E_{h}) < \infty$. In addition, there exist oriented parametrizations $\Gamma_{h}$ of $\partial E_{h}$ defined on the same parameter space $\tilde{S}$, such that $\{\Gamma_{h}\}$ converges strongly in $H^{2,p}(\tilde{S})$ to a system of curves equivalent to $\Gamma$ (see Definition 2.30), defined on $\tilde{S}$, and whose trace contains $\partial \Lambda_{\Gamma}^{a}$.

Theorem 2.25. There exists a set $E \subset \mathbb{R}^{2}$ such that $\mathcal{F}(E) < +\infty$ and $\mathcal{F}(E, \cdot)$ is not subadditive.

2.6. Regular and singular points of $\Gamma$. Equivalent systems

Definition 2.26. Let $\Gamma$ be a system of curves of class $H^{2,p}$ without crossings and let $p \in (\Gamma)$. We say that $p$ is a regular point for $(\Gamma)$ if there exists a neighborhood $U_{p}$ of $p$ such that $(\Gamma) \cap U_{p}$ is the graph of a function of class $H^{2,p}$ with respect to $T_{p}(\Gamma)$. We say that $p \in (\Gamma)$ is a singular point of $(\Gamma)$ if $p$ is not a regular point of $(\Gamma)$. We indicate by $\text{Reg}_{\Gamma}$ the set of all regular points of $(\Gamma)$ and by $\text{Sing}_{\Gamma} = (\Gamma) \setminus \text{Reg}_{\Gamma}$ the set of all singular points of $(\Gamma)$.

Remark 2.27. If $\Gamma \in H^{2,p}(\tilde{S})$ is a system of curves, then $\text{Reg}_{\Gamma} \neq \emptyset$. This is obvious if $\text{Sing}_{\Gamma} = \emptyset$. If $\text{Sing}_{\Gamma} \neq \emptyset$, let $p \in \text{Sing}_{\Gamma}$ and let $R(p) = [-a, a] \times [-b, b]$ be a nice rectangle for $(\Gamma)$ at $p$, and write
\[ R(p) \cap (\Gamma) = \bigcup_{i=1}^{r} \text{graph}(f_{i}), \quad f_{i} \in H^{2,p}([-a, a] \times [-b, b]). \]

We proceed by induction over the number $r$ of graphs. Suppose $r = 2$. As $p \in \text{Sing}_{\Gamma}$, there exists $\xi_{1} \in [-a, a]$ such that $f_{1}(\xi_{1}) \neq f_{2}(\xi_{1})$; hence we can find an open neighborhood $U \subset [-a, a]$ of $\xi_{1}$ such that $f_{1}(x) \neq f_{2}(x)$ for every $x \in U$. Therefore $\text{Reg}_{\Gamma} \cap R(p) \supset \{(x, f_{1}(x)) : x \in U\} \neq \emptyset$, $l = 1, 2$. Assume that when $R(p) \cap (\Gamma)$ consists of $r > 2$ graphs of $H^{2,p}$ functions, then $\text{Reg}_{\Gamma} \cap R(p) \neq \emptyset$. Suppose that $(\Gamma) \cap R(p)$ consists of $r + 1$ graphs of $H^{2,p}$ functions $f_{1}, \ldots, f_{r+1}$. Define
\[ J := \{x \in [-a, a] : f_{1}(x) \notin \{f_{2}(x), \ldots, f_{r+1}(x)\}\}. \]
If $J = \emptyset$ then $\text{graph}(f_{1})$ is contained in the union of the remaining $r$ graphs and the thesis follows by the induction hypothesis. Otherwise there is $\xi_{1} \in J$ and an open neighborhood $U \subset [-a, a]$ of $\xi_{1}$ such that $f_{1}(x) \notin \{f_{2}(x), \ldots, f_{r+1}(x)\}$ for every $x \in U$. Hence $\text{Reg}_{\Gamma} \cap R(p) \supset \{(x, f_{1}(x)) : x \in U\} \neq \emptyset$.

By an arc of regular points we mean a connected component of $(\Gamma)$ consisting of regular points of $(\Gamma)$. If $p \in (\Gamma)$ by $B^{+}_{p}(p)$ (respectively $B^{-}_{p}(p)$) we mean $\{z \in B_{p}(p) : (z - p) \cdot \tau(p) \geq 0\}$ (respectively $\{z \in B_{p}(z) : (z - p) \cdot \tau(p) \leq 0\}$), where $\tau(p)$ is a unit vector parallel to $d\Gamma/dt$ in $p$.

Definition 2.28. We say that $p \in \text{Sing}_{\Gamma}$ is a node of $(\Gamma)$ if there exists $N_{p} \in \mathbb{N}$, $N_{p} > 1$, such that for any $\rho > 0$ sufficiently small either $B^{+}_{p}(p) \cap (\Gamma) \setminus \{p\}$ or $B^{-}_{p}(p) \cap (\Gamma) \setminus \{p\}$ consists of the union of $N_{p}$ arcs of regular points for $(\Gamma)$ which do not intersect each other. We indicate by $\text{Nod}_{\Gamma}$ the set of the nodes of $(\Gamma)$.

Fig. 3 explains the meaning of the definition of node.

Remark 2.29. Since in the definition of regular point (respectively singular point and node) only the set $(\Gamma)$ is involved and not the map $\Gamma$, similar definitions can be given for every (immersed) one-dimensional submanifold of $\mathbb{R}^{2}$ of class $C^{1}$ without crossings.
Fig. 3. The point $p$ in (a) is a node of $(\Gamma)$, while the point $q$ in (b) is not a node of $(\Gamma)$.  

Fig. 4. Two equivalent systems of curves $\Gamma$ and $\tilde{\Gamma}$; observe that $\Gamma$ is a limit system of curves, while $\tilde{\Gamma}$ is not a limit system of curves. In particular $\tilde{\Gamma} \in \mathcal{A}(E) \setminus \mathcal{A}(E)$ (the set $E$ is the interior of the two drops).

Definition 2.30. Let $\Gamma \in H^{2,p}(\Sigma)$ and $\tilde{\Gamma} \in H^{2,p}(\Sigma')$ be two systems of curves without crossings. We say that $\Gamma$ is equivalent to $\tilde{\Gamma}$, and we write $\Gamma \sim \tilde{\Gamma}$, if $(\Gamma) = (\tilde{\Gamma})$ and $\theta_{\Gamma} = \theta_{\tilde{\Gamma}}$ on $(\Gamma)$.

If $\Gamma \in \mathcal{A}(E)$ and if $\tilde{\Gamma} \sim \Gamma$, then $\tilde{\Gamma}$ does not necessarily belong to $\mathcal{A}(E)$, since in general $\tilde{\Gamma}$ is not a limit system of curves. In Fig. 4 we show two equivalent systems of curves $\Gamma$ and $\tilde{\Gamma}$, with $\Gamma \in \mathcal{A}(E)$, such that $\tilde{\Gamma}$ is not a limit system of curves. Eventually, observe that if $\Gamma \sim \tilde{\Gamma}$ then $\mathcal{A}_\Gamma = \mathcal{A}_{\tilde{\Gamma}}$.

2.7. Singular points of $\partial E^*$. Cusps and branch points

Definition 2.31. Let $E$ be an open subset of $\mathbb{R}^2$ such that $\partial E$ has continuous unoriented tangent, and let $p \in \partial E$. We say that $p$ is a regular point of $\partial E$ if there exists a neighborhood $U_p$ of $p$ such that $U_p \cap E$ is the subgraph of a function locally defined over $T_p(\partial E)$. We will indicate by $\text{Reg}_{\partial E}$ the set of all regular points of $\partial E$. We say that $p \in \partial E$ is a singular point of $\partial E$ (and write $p \in \text{Sing}_{\partial E}$) if $p \notin \text{Reg}_{\partial E}$.

Remark 2.32. If $E \subset \mathbb{R}^2$ is such that $\mathcal{F}(E) < +\infty$, by Theorem 2.22, near every regular point $p$, the boundary of the set $E^*$ can be represented as the graph of an $H^{2,p}$ function with respect to $T_p(\partial E)$, see also Lemma 4.3 below.

Definition 2.33. Let $E$ be an open subset of $\mathbb{R}^2$ with continuous unoriented tangent, and let $p \in \partial E$. Suppose that there are $\rho > 0$ and an integer $k \geq 2$ such that either $B^+(\rho)(p) \cap \partial E = \bigcup_{i=1}^k \text{graph}(f_i)$ or $B^-(\rho)(p) \cap \partial E = \bigcup_{i=1}^k \text{graph}(f_i)$, where the $f_i$ are functions defined on $T_p(\partial E)$ whose graphs meet each other only at $p$. If $k$ is
even we say that \( p \) is a cusp. If \( k \) is odd we say that \( p \) is a branch point. If \( k = 2 \) and either \( B^+_p(p) \cap \partial E = \{ p \} \) or \( B^-_p(p) \cap \partial E = \{ p \} \), then we say that \( p \) is a simple cusp point.

The definition of the set \( \text{Nod}_{\partial E} \) of the nodes of \( \partial E \) is the same as Definition 2.28 where we replace \( \Gamma \) by \( \partial E \).

Each connected component of the set \( E \) in Fig. 1 has a simple cusp; in Fig. 5 we show examples of branch points, and of cusp points which are not simple cusp points.

**Remark 2.34.** Let \( E \) be such that \( F(E) < +\infty \), \( p \in \text{Nod}_{\partial E^*} \), \( \Gamma \in A^\emptyset(E) \) and let \( R \) be a nice rectangle for \( (\Gamma) \) at \( p \). As noticed in [4, p. 269], the function \( \theta_\Gamma \) is odd on the regular points of \( \partial E^* \). Since \( \Gamma \) verifies the train tracks property in \( R \) (see Definition 3.6 below) we can conclude that

- the point \( p \) is always a cusp or a branch point, and cannot be a cusp and a branch point simultaneously, since the constants \( k \) corresponding to \( B^+_p(p) \cap \partial E \) and to \( B^-_p(p) \cap \partial E \) have the same parity;
- if \( p \) is a cusp (respectively a branch) point then \( \theta_\Gamma(p) \) is even (respectively odd). Conversely if \( p \in \text{Nod}_{\partial E^*} \) and \( \theta_\Gamma(p) \) is even (respectively odd) then \( p \) is a cusp (respectively a branch) point.

3. Some useful results on systems of curves

**Proposition 3.1.** Let \( \Gamma \) be a system of curves of class \( H^2, p \) without crossings. Then \( \text{Nod}_\Gamma \) is at most countable. Moreover \( \text{Sing}_\Gamma \) has empty interior,

\[
\text{Sing}_\Gamma = \overline{\text{Nod}_\Gamma},
\]

and

\[
\overline{\text{Reg}_\Gamma} = (\Gamma).
\]

**Remark 3.2.** It may happen that \( H^1(\text{Sing}_\Gamma) > 0 \) (see [4, Example 1, p. 271]), therefore in this case \( \text{Sing}_\Gamma \neq \text{Nod}_\Gamma \) and \( \text{Sing}_\Gamma \) is not countable.

**Proof.** It is obvious that every node of \( (\Gamma) \), or any accumulation point of nodes of \( (\Gamma) \), is a singular point, so that \( \text{Nod}_\Gamma \subseteq \text{Sing}_\Gamma \).

Let us prove the opposite inclusion. Let \( p \in \text{Sing}_\Gamma \). We can select a nice rectangle \( R = [-a, a] \times [-b, b] \) centered at \( p = 0 \) where \( (\Gamma) \) consists of a finite union of \( r > 1 \) graphs of \( H^2, p \) functions defined on \( R \cap T_p(\Gamma) \)
and all passing through the point \( p \). In particular, in \([0, a - \varepsilon] \times [-b, b]\) the set \((\Gamma)\) cannot be represented as the graph of one function only for any \( \varepsilon \in [0, a] \).

We now reason by induction on the number of graphs. Suppose first that \([0, a] \times [-b, b] \cap (\Gamma) = \text{graph}(f_1) \cup \text{graph}(f_2)\), and set \( \sigma_1 := (x, f_1(x)), \sigma_2 := (x, f_2(x)) \), \( x \in [0, a] \). Define

\[
I := \{ x \in [0, a]: f_1(x) \neq f_2(x) \}.
\]

As \( f_1 \) and \( f_2 \) are continuous, \( I \) is open, therefore it is the union of a possibly countable number of connected components \( I_h \). It is clear that, if \( x \) belongs to the boundary of one of the \( I_h \), then \( (x, f_1(x)) \) is a node. Since \( f_1(0) = f_2(0) \), it follows that \( \alpha_1^{-1}(p) \) cannot belong to the interior of any of the \( I_h \). Hence there are only two possibilities: either \( \alpha_1^{-1}(p) \) belongs to the boundary of one of the \( I_h \), and then \( p \in \text{Nod}_r \), or \( \alpha_1^{-1}(p) \) is an accumulation point of boundary points of the intervals \( I_h \), and so \( p \in \text{Nod}_r \).

Assume that when \( R \cap (\Gamma) \) consists of \( r > 2 \) graphs of functions of class \( H^{2,p} \) then \( p \in \text{Sing}_r \) implies \( p \in \text{Nod}_r \). Suppose that \( R \cap (\Gamma) \) consists of \( r + 1 \) graphs of functions \( f_1, \ldots, f_{r+1} \) of class \( H^{2,p} \). Define

\[
J := \{ x \in [0, a]: f_1(x) \notin \{ f_2(x), \ldots, f_{r+1}(x) \} \}.
\]

Then \( J \) is open. If \( J \) is empty, then the graph of \( f_1 \) is contained in the union of the remaining \( r \) graphs, and the thesis follows by the induction hypothesis. Therefore we can suppose that \( J \) is nonempty. Define \( \sigma_2 := \sup J > 0 \), and consider the connected component \( [\sigma_1, \sigma_2] \) of \( J \) having \( \sigma_2 \) as the right boundary point. Note that \( 0 \leq \sigma_1 < \sigma_2 \).

We divide the proof into two cases.

**Case 1.** \( \sigma_1 = 0 \). If \( p \) is a regular point for \( \bigcup_{j=1}^{r+1} \text{graph}(f_j) \), then it is a node for \( \bigcup_{j=1}^{r+1} \text{graph}(f_j) \), and hence \( p \in \text{Nod}_r \). If \( p \) is a singular point for \( \bigcup_{j=1}^{r+1} \text{graph}(f_j) \), then \( p \) is a node (or an accumulation point of nodes) of \( \bigcup_{j=1}^{r+1} \text{graph}(f_j) \) by the induction assumption. Therefore \( p \) is a node (or an accumulation point of nodes) of \( \bigcup_{j=1}^{r+1} \text{graph}(f_j) \), and hence \( p \in \text{Nod}_r \).

**Case 2.** \( \sigma_2 > 0 \). There are two subcases: either all functions \( f_j \), with \( j \in \{2, \ldots, r+1\} \), whose graph passes through the point \( (\sigma_1, f_1(\sigma_1)) \) coincide in an interval of the form \([\sigma_1, \sigma_1 + \delta] \), or in any interval of this form there are at least two functions \( f_k, f_k \), with \( h, k \in \{2, \ldots, r+1\} \), that do not agree. In the first subcase we have \( (\sigma_1, f_1(\sigma_1)) \in \text{Nod}_r \). In the second subcase we can select a nice rectangle \( R_1 \subset R \) centered at \( (\sigma_1, f_1(\sigma_1)) \). Inside \( R_1 \) we can repeat the arguments of case 1 for the functions \( f_1, \ldots, f_{r+1} \). We conclude that \( (\sigma_1, f_1(\sigma_1)) \in \text{Nod}_r \).

Now, using the \( C^1 \)-regularity of the \( f_j \) and the fact that \( f_k(p) = f_j(p) \) and \( f_k'(p) = f_j'(p) \) for every \( 1 \leq k, j \leq r+1 \), we take a countable family of shrinking nice rectangles of the form \([-a_h, a_h] \times [-b_h, b_h]\), with \( a_h \downarrow 0 \) and \( b_h \downarrow 0 \), and repeat the above arguments. In this way we obtain a sequence of points \( p_h := (\sigma_1^h, f_1(\sigma_1^h)) \in [-a_h, a_h] \times [-b_h, b_h] \cap \text{Nod}_r \), which converges to \( p \) and \( p \in \text{Nod}_r \). This concludes the proof in case 2, and the proof of (12).

Let us now prove (13). Let \( p \in (\Gamma) \); we have to prove that in each neighborhood of \( p \) there are regular points of \( (\Gamma) \). This is immediate if \( p \in \text{Reg}_r \). If \( p \in \text{Sing}_r \), then by (12) either \( p \in \text{Nod}_r \) or \( p \) is an accumulation point of \( \text{Nod}_r \); in both cases, from the definition of node, we have that in each neighborhood of \( p \) there are regular points of \( (\Gamma) \).

To conclude the proof of the proposition, it remains to show that \( \text{Nod}_r \) is at most countable. Let \( p \in (\Gamma) \) and let \( R \) be a nice rectangle centered at \( p \). Suppose that \( (\Gamma) \cap R = \bigcup_{j=1}^b \text{graph}(f_j) \), where \( f_j \in H^{2,p}(T_p(\Gamma) \cap R) \). If \( q \in \text{int}(R) \) is a node of \( (\Gamma) \), then there are \( k, l \in \{1, \ldots, h\}, k \neq l \), and \( \xi_1 \in [-a, a] \) such that \( (\xi_1, f_k(\xi_1)) = q \) and \( f_k(\xi_1 + x) \neq f_l(\xi_1 + x) \) for every \( x \in [-\delta, 0[ \) or \( x \in ]0, \delta[ \) (where \( \delta > 0 \) is a number small enough). Therefore the point \( \xi_1 \) is a boundary point of some connected component of the set \( \{ x \in [-a, a]: f_k(x) \neq f_l(x) \} \), but this is an open set, and so points of this kind can be at most countable. Now, since we can cover the whole of \( (\Gamma) \) with a finite number of nice rectangles, we have that \( \text{Nod}_r \) is at most countable. \( \square \)
Remark 3.3. Since $\operatorname{Sing}_{\Gamma} = \overline{\operatorname{Wod}}_{\Gamma}$ by Proposition 3.1, it is clear that if $(\Gamma)$ verifies the finiteness property in $U$ the set $\operatorname{Sing}_{\Gamma} \cap U$ consists of a finite number of nodes.

As a consequence of Proposition 3.1 we obtain the following

Corollary 3.4. Let $\Gamma \in H^{2,p}(\mathbb{S})$ be a system of curves without crossings and let $p \in \operatorname{Sing}_{\Gamma}$. Then there exists a nice rectangle $R$ for $(\Gamma)$ at $p$ such that

$$(\Gamma) \cap \partial R \subset \operatorname{Reg}_{\Gamma}.$$  \hfill (14)

Proof. Suppose $p = 0 \in \operatorname{Sing}_{\Gamma}$ and let $[-a, a] \times [-b, b]$ be a nice rectangle for $(\Gamma)$ at $p$. Let $f_1, \ldots, f_r$ be a collection of $H^{2,p}([-a, a] \times [-b, b])$ functions such that

$$\bigcup_{i=1}^r \operatorname{graph}(f_i) = \{[-a, a] \times [-b, b]\} \cap (\Gamma).$$

Clearly for every $\alpha \in ]-a, a[$, the set $[-a, \alpha] \times [-b, b]$ is still a nice rectangle for $(\Gamma)$ at $p$ and $(\Gamma) \cap (]-a, \alpha] \times [-b, b])$ is still represented by the graphs of $f_1, \ldots, f_r$. By (13) we can find $q_1 \in (]-a, a] \times [-b, b]) \cap \operatorname{Reg}_{\Gamma}$.

Without loss of generality we can suppose that $q_1$ has coordinates $(a_1, f_1(a_1))$ and $a_1 \in [0, a[$. As $\operatorname{Reg}_{\Gamma}$ is an open subset of $(\Gamma)$, we can select an interval $I_1 \subseteq (0, a[$ centered at $a_1$ such that $(x, f_1(x)) \in \operatorname{Reg}_{\Gamma}$ for every $x \in I_1$. From Proposition 3.1 we know that $\operatorname{Sing}_{\Gamma}$ has empty interior in $(\Gamma)$. Therefore we can find $a_2 \in I_1$ such that $(a_2, f_2(a_2)) \in \operatorname{Reg}_{\Gamma}$ and then select an interval $I_2 \subseteq I_1$ such that $(x, f_1(x))$ and $(x, f_2(x))$ are regular points for every $x \in I_2$. Repeating the same argument $r$ times we find a point $a_r \in [0, a[$ such that $(a_r \times \mathbb{R}) \cap (\Gamma) = \{z_1, \ldots, z_h\} \subset \operatorname{Reg}_{\Gamma}$. Setting $R := [-a_r, a_r] \times [-b, b]$, we get (14). \hfill \square

Lemma 3.5. Let $\Gamma$ be a system of curves of class $H^{2,p}$. Let $p = 0 \in (\Gamma)$ and let $R = [-a, a] \times [-b, b]$ be a nice rectangle for $(\Gamma)$ at $p$. Then

$$\theta_{\Gamma}(p) = \sum_{\gamma_i \cap (\Gamma) \cap (\Gamma)} \theta_{\gamma_i}(z) \quad \forall x \in [-a, a]. \hfill (15)$$

Proof. Write $\Gamma' = \{\gamma_1, \ldots, \gamma_m\}$. Let $i \in \{1, \ldots, m\}$ be such that $R \cap \gamma_i(S^1) \neq \emptyset$, and write

$$\gamma_i^{-1}(\operatorname{int}(R)) = \bigcup_{I_i \in M_i} I_i,$$

where $M_i \subseteq \|\theta_{\Gamma}^\cdot\|_{\infty}$ and $I_i$ are the connected components of $\gamma_i^{-1}(\operatorname{int}(R))$. Using the fact that $\gamma_i$ is a constant speed parametrization we have

$$\begin{align*}
\overline{I_i} \cap \overline{I_k} &= \emptyset \quad \forall i \neq k, \\
\gamma_i(I_i) &\subseteq \operatorname{int}(R) \cap (\Gamma), \quad \gamma_i(\partial I_i) \subset (\Gamma) \cap \partial R \quad \forall i, \\
I_i &= \{s_1, s_2\}, \quad \gamma_i(s_1) \in [-a, a] \times [-b, b] \quad \Rightarrow \quad \gamma_i(s_2) \in \mathbb{T} \times [-a, a] \times [-b, b],
\end{align*}$$

and $\gamma_i$ is injective over each $I_i$, so that we can take $M_i = \mathbb{T} [\gamma_i^{-1}(p)]$. Taking the union over all $i \in \{1, \ldots, m\}$ such that $(\gamma_i) \cap R \neq \emptyset$, we get

$$\Gamma^{-1}(\operatorname{int}(R)) = \bigcup_{i=1}^m \bigcup_{l=1}^\mathbb{T} [\gamma_i^{-1}(p)]$$

and $\theta_{\Gamma}(p) = \sum_{i=1}^m \mathbb{T} [\gamma_i^{-1}(p)]$. Therefore (15) holds. \hfill \square
Definition 3.6. In the following, we will refer to property (15) as to the train tracks property of $\Gamma$ in $R$.

Proposition 3.7. Let $\Gamma = \{\gamma_1, \ldots, \gamma_m\}$ be a system of curves of class $H^{2,p}$. Then

(a) for any $p \in (\Gamma)$ and for any $s_0 \in S_1$ such that $\gamma_j(s_0) = p$ there holds

$$\theta_\Gamma(\gamma_j(s_0)) \geq \limsup_{s \to s_0} \theta_\Gamma(\gamma_j(s)).$$

(b) $\theta_\Gamma$ is constant on each connected component of $\text{Reg}_\Gamma$.

Proof. (b) Let $p \in \text{Reg}_\Gamma$ and let $U_p$ be a neighborhood of $p$ such that $(\Gamma) \cap U_p$ is the graph of a function of class $H^{2,p}$. Let us select a nice rectangle $R \subset U_p$ for $(\Gamma)$ at $p$. From Lemma 3.5 we have that $\theta_\Gamma$ is constant on $(\Gamma) \cap R$. Covering $(\Gamma) \cap U_p$ with an appropriate countable family of nice rectangles, we obtain that $\theta_\Gamma$ is constant on $U_p \cap (\Gamma)$.

(a) Let $p \in \text{Sing}_\Gamma$ and let $R$ be a nice rectangle for $(\Gamma)$ at $p$. Then (a) follows from (15) and the fact that every $\gamma_i$ that intersects $R(p)$ passes through $p$. \qed

In the following we will refer to property (a) of Proposition 3.7 as to the upper semicontinuity of $\theta_\Gamma$.

Remark 3.8. The boundedness and the upper semicontinuity of $\theta_\Gamma$ have been proved, in different contexts, in [16].

Lemma 3.9. Let $\Gamma \in H^{2,p}(S)$ and $\tilde{\Gamma} \in H^{2,p}(\bar{S})$ be two equivalent systems of curves without crossings. Then

$$\mathcal{F}(\Gamma) = \mathcal{F}(\tilde{\Gamma}).$$

Proof. Let $p \in (\Gamma)$ and let $R = [-a, a] \times [-b, b]$ be a nice rectangle at $p$ for $(\Gamma) = (\tilde{\Gamma})$. As proved in Lemma 3.5, we have

$$\Gamma^{-1}(R) = \bigcup_{i=1}^{\theta_\Gamma(p)} I_i, \quad \tilde{\Gamma}^{-1}(R) = \bigcup_{i=1}^{\theta_\tilde{\Gamma}(p)} \tilde{I}_i,$$

where the $I_i \subset S$ (respectively $I_i \subset \bar{S}$) are open connected pairwise disjoint arcs. Furthermore, the image of each $I_i$ under $\Gamma$ (respectively of $\tilde{I}_i$ under $\tilde{\Gamma}$) is the graph of a function $f_i$ (respectively $\tilde{f}_i$) of class $H^{2,p}$ passing through $p$ and the restriction of $\Gamma$ over $I_i$ (respectively of $\tilde{\Gamma}$ over $\tilde{I}_i$) is injective. Since $\Gamma$ and $\tilde{\Gamma}$ are without crossings, using the locality of the weak derivatives in Sobolev spaces (see for instance [1, Proposition 3.71]), we have

$$f_i' = \tilde{f}_i', \quad f_i'' = \tilde{f}_i'' \quad \text{a.e. on } \{f_i = \tilde{f}_j\},$$

for every $i, j \in \{1, \ldots, \theta_\Gamma(p) = \theta_{\tilde{\Gamma}}(p)\}$. Hence, as by hypothesis $(\Gamma) \cap R = (\tilde{\Gamma}) \cap R$, we have

$$\mathcal{F}(\Gamma, \Gamma^{-1}(R)) = \sum_{i=1}^{\theta_\Gamma(p)} \int_{-a,a} \frac{|f_i''|^p}{(1 + (f_i')^2)^{3p/2}} \sqrt{1 + (f'_i)^2} \, dx$$

$$= \sum_{i=1}^{\theta_{\tilde{\Gamma}}(p)} \int_{-a,a} \frac{|\tilde{f}_i''|^p}{(1 + (\tilde{f}_i')^2)^{3p/2}} \sqrt{1 + (\tilde{f}'_i)^2} \, dx = \mathcal{F}(\tilde{\Gamma}, \tilde{\Gamma}^{-1}(R)).$$

(18)
Using Besicovitch Covering Theorem (see [12, Theorem 2.8.15]) we can find a countable family of nice rectangles \([R(p_n)]\) such that \(\text{int}(R(p_n)) \cap \text{int}(R(p_m)) = \emptyset\) if \(p_n \neq p_m\) and such that \(\bigcup_{n \in \mathbb{N}} R(p_n)\) covers \(\mathcal{H}^1\)-almost all \((\mathcal{F}) = (\mathcal{F})\). Using (18) we have

\[
\mathcal{F}(\mathcal{F}) = \sum_{n \in \mathbb{N}} \mathcal{F}(\mathcal{F}, \mathcal{F}^{-1}(R(p_n))) = \sum_{n \in \mathbb{N}} \mathcal{F}(\mathcal{F}, \mathcal{F}^{-1}(R(p_n))) = \mathcal{F}(\mathcal{F}),
\]

which is (17).

Remark 3.10. Using essentially the same proof, we can prove a local version of Lemma 3.9, that is: if \(\Gamma \in H^{2-p}(S)\) and \(\mathcal{F} \in H^{2-p}(\mathbb{S})\) are two systems of curves which verify the hypothesis of Lemma 3.9 in \(U \subset \mathbb{R}^2\), i.e., \((\mathcal{F}) \cap U = (\mathcal{F}) \cap U\) and \(\theta_{\mathcal{F}} = \theta_{\mathcal{F}}\) on \((\mathcal{F}) \cap U\), then

\[
\mathcal{F}(\mathcal{F}, \mathcal{F}^{-1}(U)) = \mathcal{F}(\mathcal{F}, \mathcal{F}^{-1}(U)).
\]

Lemma 3.11. Let \(\Gamma \in H^{2-p}(S)\) and \(\mathcal{F} \in H^{2-p}(\mathbb{S})\) be two systems of curves. If \(\text{Reg}_{\mathcal{F}} = \text{Reg}_{\mathcal{F}}\) and \(\theta_{\mathcal{F}} = \theta_{\mathcal{F}}\) on \(\text{Reg}_{\mathcal{F}}\), then \(\Gamma\) and \(\mathcal{F}\) are equivalent.

Proof. From (13) we have

\[
(\mathcal{F}) = \text{Reg}_{\mathcal{F}} = \text{Reg}_{\mathcal{F}} = (\mathcal{F}).
\]

Therefore to prove that \(\Gamma\) and \(\mathcal{F}\) are equivalent it remains to check that \(\theta_{\mathcal{F}} = \theta_{\mathcal{F}}\) on \(\Gamma\). Since by hypothesis \(\theta_{\mathcal{F}} = \theta_{\mathcal{F}}\) on \(\text{Reg}_{\mathcal{F}} = \text{Reg}_{\mathcal{F}}\), it is enough to check that \(\theta_{\mathcal{F}} = \theta_{\mathcal{F}}\) on \(\text{Sing}_{\mathcal{F}} = \text{Sing}_{\mathcal{F}}\). Let \(p \in \text{Sing}_{\mathcal{F}}\) and \(R = [-a, a] \times [-b, b]\) be a nice rectangle for \((\mathcal{F}) = (\mathcal{F})\) at \(p\), such that \(R\) verifies (14), that is

\[
(\Gamma) \cap R = (\mathcal{F}) \cap \partial R \subset \text{Reg}_{\mathcal{F}} = \text{Reg}_{\mathcal{F}}.
\]

Using Lemma 3.5 and the hypothesis \(\theta_{\mathcal{F}} = \theta_{\mathcal{F}}\) on \(\text{Reg}_{\mathcal{F}}\) we have

\[
\theta_{\mathcal{F}}(p) = \sum_{l=1}^{h} \theta_{\mathcal{F}}(z_l) = \sum_{l=1}^{h} \theta_{\mathcal{F}}(z_l) = \theta_{\mathcal{F}}(p),
\]

which concludes the proof.

Lemma 3.12. Let \(\Gamma\) be a system of curves without crossings, let \(p \in (\Gamma)\) and \(v\) be a unit vector normal to \((\Gamma)\) at \(p\). Let \(z_1 := p + tv\), \(z_2 := p - tv\). Then \(\mathcal{I}(\Gamma, z_1) + \mathcal{I}(\Gamma, z_2) \equiv \theta_{\mathcal{F}}(p) \mod 2\) for every \(t > 0\) small enough.

Proof. Using [4, Lemma 4.2] it follows that \(|\mathcal{I}(\Gamma, z_1) - \mathcal{I}(\Gamma, z_2)| = |k - d|\), where \(k, d \in \mathbb{N}\) are such that \(k + d = \theta_{\mathcal{F}}(p)\). If \(\mathcal{I}(\Gamma, z_1) + \mathcal{I}(\Gamma, z_2) = 0 \mod 2\) then \(|\mathcal{I}(\Gamma, z_1) - \mathcal{I}(\Gamma, z_2)| = |k - d|\) is even. Therefore \(k\) and \(d\) are either both odd or even, hence \(\theta_{\mathcal{F}}(p)\) is even, and \(\mathcal{I}(\Gamma, z_1) + \mathcal{I}(\Gamma, z_2) \equiv \theta_{\mathcal{F}}(p) \mod 2\). If \(\mathcal{I}(\Gamma, z_1) + \mathcal{I}(\Gamma, z_2) \equiv 1 \mod 2\) then \(|\mathcal{I}(\Gamma, z_1) - \mathcal{I}(\Gamma, z_2)| = |k - d|\) is odd. Therefore \(\theta_{\mathcal{F}}(p)\) is odd, and \(\mathcal{I}(\Gamma, z_1) + \mathcal{I}(\Gamma, z_2) \equiv \theta_{\mathcal{F}}(p) \mod 2\).

Using Lemma 3.12 we prove that given a system of curves \(\Gamma\) without crossings, the set \(\{q \in (\Gamma): \theta_{\mathcal{F}}(q) \equiv 1 \mod 2\}\) characterizes the set \(A_{\mathcal{F}}^\gamma\) in \(L^1(\mathbb{R}^2)\).

Proposition 3.13. Let \(\Gamma \in H^{2-p}(S)\) and \(\Lambda \in H^{2-p}(\mathbb{S})\) be two systems of curves without crossings. Assume that

\[
\left\{ q \in (\Gamma): \theta_{\mathcal{F}}(q) \equiv 1 \mod 2 \right\} = \left\{ q \in (\Lambda): \theta_{\mathcal{F}}(q) \equiv 1 \mod 2 \right\}.
\]

Then

\[
|A^\gamma_{\mathcal{F}} A^\gamma_{\Lambda}| = 0.
\]
Proof. Let $C$ be the closure of the set $\{q \in (\Gamma) : \theta(p(q) \equiv 1 \pmod 2\}$. We claim that $C = \partial(\text{int}(A^\alpha \cup (\Gamma)))$. Using Lemma 3.12 it follows that $C \subseteq \partial(\text{int}(A^\alpha \cup (\Gamma)))$. Now let $p \in \partial(\text{int}(A^\alpha \cup (\Gamma)))$ and suppose that $p \notin C$. From the local constancy of the index it follows that $\partial(\text{int}(A^\alpha \cup (\Gamma))) \subseteq (\Gamma)$, therefore $p \in (\Gamma)$. Since $p \notin C$, it follows that $\theta(p(q)$ is even for every $r > 0$ small enough and every $q \in B_r(p) \cap (\Gamma)$. Using Lemma 3.12 we have that $\mathcal{I}(\Gamma, z)$ must be either always odd or always even for every $z \in \mathcal{B}_r(p) \setminus (\Gamma)$ which contradicts the assumption $p \in \partial(\text{int}(A^\alpha \cup (\Gamma)))$. Using (19) we have $C = \partial(\text{int}(A^\alpha \cup (\Gamma))) = \partial(\text{int}(A^\alpha \cup (\Lambda)))$. Let $z \notin (\Gamma)$ and let $\alpha$ be a continuous curve connecting $\Gamma$ with $\alpha(s)$ and $\gamma$ such that all the intersections between $(\Gamma) \cup (\Lambda)$ and $(\alpha)$ are transversal. Since $\mathcal{I}(\Gamma, z)$ (mod 2) (respectively $\mathcal{I}(\Lambda, z)$ (mod 2)) can be computed using the parity of the number of the intersections of $(\Gamma)$ (respectively of $(\Lambda)$) with $(\alpha)$ and since $\text{int}(A^\alpha \cup (\Gamma))$ and $\text{int}(A^\alpha \cup (\Lambda))$ are two bounded open subsets of $\mathbb{R}^2$ with the same boundary we have $\text{int}(A^\alpha \cup (\Gamma)) = \text{int}(A^\alpha \cup (\Lambda))$. Therefore $A^\alpha \Delta A^\alpha \subseteq (\Gamma) \cup (\Lambda)$, so that $|A^\alpha \Delta A^\alpha| \leq |(\Gamma) \cup (\Lambda)| = 0$. \hfill \qedsymbol

4. Preliminary lemmata

In this section we prove some lemmata needed in the proof of Theorems 5.1, 6.3, 7.1.

Lemma 4.1. Let $\alpha, \beta : [0, 1] \mapsto \mathbb{R}^2$ be two regular curves of class $C^2$ such that $\alpha(1) = \beta(0)$ and $\alpha'(1)$ is parallel to $\beta'(0)$. Then there is a regular curve $\gamma : [0, 1] \mapsto \mathbb{R}^2$ of class $C^2$ such that $(\gamma) = (\alpha) \cup (\beta)$ and $|\gamma'|$ is constant on $[0, 1]$.

Proof. Let $\alpha : [0, \ell(\alpha)] \mapsto \mathbb{R}^2$ (respectively $\beta : [0, \ell(\beta)] \mapsto \mathbb{R}^2$) be the reparametrization of $\alpha$ (respectively of $\beta$) by arc length such that $\alpha(\ell(\alpha)) = \beta(0)$ and $\hat{\alpha}(\ell(\alpha)) = \hat{\beta}(0)$. Define $\gamma : [0, \ell(\alpha) + \ell(\beta)] \mapsto \mathbb{R}^2$ by

$$
\gamma(s) := \begin{cases} 
\alpha(s) & \text{if } s \in [0, \ell(\alpha)], \\
\beta(s - \ell(\alpha)) & \text{if } s \in [\ell(\alpha), \ell(\alpha) + \ell(\beta)].
\end{cases}
$$

Since $\alpha$ and $\beta$ are regular curves of class $C^1$ and $\alpha(\ell(\alpha)) = \beta(0), \hat{\alpha}(\ell(\alpha)) = \hat{\beta}(0)$, then $\gamma$ is a regular curve of class $C^1$ and $\gamma \equiv \hat{\alpha}$ (respectively $\gamma \equiv \hat{\beta}$) on $[0, \ell(\alpha)]$ (respectively on $[\ell(\alpha), \ell(\alpha) + \ell(\beta)]$). Using two integrations by parts and the assumptions on $\alpha$ and $\beta$ one checks that the second distributional derivative $\gamma''$ of $\gamma$ is represented by an $L^p$ function and $\gamma'' = \hat{\alpha}$ (respectively $\gamma'' = \hat{\beta}$) almost everywhere on $[0, \ell(\alpha)]$ (respectively almost everywhere on $[\ell(\alpha), \ell(\alpha) + \ell(\beta)]$). Reparametrizing $\gamma$ with $t := s / (\ell(\alpha) + \ell(\beta))$ we obtain the thesis. \hfill \qedsymbol

Definition 4.2. Let $a > 0$ and $\{g_1, \ldots, g_r\}$ be a finite family of functions in $C^1([0, a])$. We say that graph($g_1$), ... , graph($g_r$) meet tangentially in $[0, a]$ if given $j, l \in \{1, \ldots, r\}$ and $x \in [0, a]$ such that $g_j(x) = g_l(x)$, then $g_j'(x) = g_l'(x)$. We say that graph($g_1$), ... , graph($g_r$) pass through zero horizontally if $g_j(0) = g_j'(0) = 0$ for any $j \in \{1, \ldots, r\}$.

Lemma 4.3. Let $a > 0$ and $f_1, \ldots, f_r$ be a family of distinct functions of class $C^2([0, a])$ whose graphs meet tangentially in $[0, a]$ and pass through zero horizontally. Define

$$
\Sigma := \left\{ g \in C^0([0, a]) : \text{graph}(g) \subseteq \bigcup_{l=1}^r \text{graph}(f_l) \right\}.
$$

Then $\Sigma$ is a bounded subset of $C^2([0, a])$.

Remark 4.4. The fact that $\Sigma$ is a bounded subset of $C^1([0, a])$ was already observed in the proof of Theorem 6.4 of [4].
Proof. Let \( g \in \Sigma \). Assume first that \([0, a] = \bigcup_{i=1}^{d} [\alpha_i, \beta_i] \), with \( d > 0 \) a natural number and \([\alpha_i, \beta_i] \) intervals (with \( 0 := \alpha_0 < \beta_1 < \alpha_2 < \cdots < \beta_{d-1} < \alpha_d < \beta_d := a \) ) where \( g \) is equal to some \( f_i \). Let \( \varphi \in C_c^\infty([0, a]) \). By Remark 4.4 we have that \( g \in C^1([0, a]) \), therefore

\[
\int_{[0, a]} g' \varphi' \, dx = \sum_{i=1}^{d} \int_{[\alpha_i, \beta_i]} f_i' \varphi' \, dx
\]

\[
= \sum_{i=1}^{d} \left[ - \int_{[\alpha_i, \beta_i]} f_i' \varphi \, dx + \varphi(\beta_i) f_i'(\beta_i) - \varphi(\alpha_i) f_i'(\alpha_i) \right] = \sum_{i=1}^{d} \int_{[\alpha_i, \beta_i]} f_i'' \varphi \, dx,
\]

where we used the fact that the \( f_j \) meet tangentially and the compactness of the support of \( \varphi \). Using (21) it follows that \( g \in H^{2,p}([0, a]) \) and

\[
\|g''\|_{L^p([0, a])} \leq \sum_{i=1}^{d} \|f_i''\|_{L^p([0, a])}.
\]  

(22)

Using (22) and the fact that \( \Sigma \) is a bounded subset of \( C^1([0, a]) \) (Remark 4.4) we deduce that

\[
\|g\|_{H^{2,p}([0, a])} \leq C,
\]

(23)

where \( C > 0 \) is a constant independent of \( g \).

Assume now that \( g \in \Sigma \) is arbitrary. Fix a dense countable subset \( D = \{ x^k \} \) of \([0, a]\). We want to approximate \( g \) in the weak topology of \( H^{2,p}([0, a]) \) with a sequence \( \{g_n\} \subset \Sigma \) such that \( g_n(x^k) = g(x^k) \) for every \( k = 1, \ldots, n \) and each \( g_n \) satisfies the hypothesis of the preceding step. To construct \( \{g_n\} \) we proceed in the following way. Fix \( n \in \mathbb{N} \) and relabel the first \( n \) elements of \( D \) in such a way that \( x^0 := 0 < x^1 < \cdots < x^n < x^{n+1} := a \). We will also assume that \( \bigcup_{i \in \mathbb{N}} [x^i, x^{i+1}]= D \). We give the definition of \( g_n \) over each interval \([x^i, x^{i+1}]\). Let \( h \in [0, \ldots, n] \). We have two cases.

Case 1. There exists \( l \in \{1, \ldots, r\} \) such that \( f_l(x^k) = g(x^k) \) and \( f_l(x^{i+1}) = g(x^{i+1}) \). In this case we set \( g_n := f_l \) on \([x^i, x^{i+1}]\).

Case 2. For every \( l \in \{1, \ldots, r\} \) either \( f_l(x^k) \neq g(x^k) \) or \( f_l(x^{i+1}) \neq g(x^{i+1}) \). Define

\[
\xi^1 := \inf \{ x \in [x^i, x^{i+1}] : \exists l \in \{1, \ldots, r\} : f_l(x) = g(x) \text{ and } f_l(x^{i+1}) = g(x^{i+1}) \}.
\]

Notice that \( x^i < \xi^1 \), otherwise we are in case 1; moreover, the fact that \( g \) is continuous and its graphs is contained in the union of the graphs of the \( f_j \) imply that \( \xi^1 < x^{i+1} \). Finally, there is \( l \in \{1, \ldots, r\} \) such that \( f_l(\xi^1) = g(\xi^1) \) and \( f_l(x^{i+1}) = g(x^{i+1}) \). We set \( g_n := f_l \) on \([\xi^1, x^{i+1}]\). Now, if there is \( l \in \{1, \ldots, r\} \) such that \( f_l(x^k) = g(x^k) \) and \( f_l(\xi^1) = g(\xi^1) \) we set \( g_n := f_l \) on \([x^k, \xi^1]\) and the algorithm stops. Otherwise we define

\[
\xi^2 := \inf \{ x \in [x^i, \xi^1] : \exists l \in \{1, \ldots, r\} : f_l(x) = g(x) \text{ and } f_l(\xi^1) = g(\xi^1) \},
\]

and set \( g_n := f_l \) on \([\xi^2, \xi^1]\) where \( l \in \{1, \ldots, r\} \) is such that \( f_l(\xi^2) = g(\xi^2) \) and \( f_l(\xi^1) = g(\xi^1) \).

Repeating the same argument \( i \)-times, \( i \) an arbitrary natural number, the function \( g_n \) is defined on \([x^i, x^{i+1}]\) and \( g_n \) agrees with one of the \( f_j \) on each interval \([\xi^j, \xi^{j-1}]\), with \( j = 1, \ldots, i \).

Observe that, if for some \( j \in \{1, \ldots, i\} \) and \( l \in \{1, \ldots, r\} \) we have \( f_l(\xi^j) = g(\xi^j) \) then, by definition of \( \xi^j \), \( f_l(x) = g(x) \) for every \( x \in [x^i, \xi^j] \). Since we deal with \( r \) distinct functions, after a finite number \( K \leq r \) of steps, necessarily there is \( l_K \in \{1, \ldots, r\} \) such that \( f_{l_K}(x^h) = g(x^h) \) and \( f_{l_K}(\xi^K) = g(\xi^K) \). Setting \( g_n := f_{l_K} \) on \([x^h, \xi^K]\), we obtain that there is a finite number of closed intervals (with pairwise disjoint interior), whose union is the whole interval \([x^h, x^{i+1}]\), where \( g_n \) agrees with one of the \( f_j \).

Now, repeating this construction for every \( h = 1, \ldots, n \), we obtain the desired function \( g_n \).

Recalling (22), we have that the \( H^{2,p} \) norm of \( g_n \) is uniformly bounded with respect to \( n \). It follows that \( \{g_n\} \) has a subsequence that converges weakly in \( H^{2,p}([0, a]) \) to a certain \( \tilde{g} \in H^{2,p}([0, a]) \). Since \( H^{2,p} \) weak convergence
implies uniform convergence, we have that $g$ and $\hat{g}$ coincide on the dense set $D$, hence $g \equiv \hat{g}$ on $[0, a]$. Therefore $g \in H^{2, p}([0, a])$ and (23) holds. □

Given an open interval $I$ and a function $g \in H^{2, p}(I)$, we define

$$\mathcal{P}(g) := \int_I \left[ 1 + \left( \frac{|g''|}{(1 + (g')^2)^{3/2}} \right)^p \sqrt{1 + (g')^2} \right] dx.$$  \hspace{1cm} (24)

As proved in [4], $\mathcal{P}(g)$ equals the energy $\mathcal{F}(\gamma)$ of a simple curve $\gamma$ whose support is the graph of $g$. The next lemma is concerned with $\mathcal{P}$-minimal connections between the origin and a given point $z_j$, see also Fig. 6.

**Lemma 4.5.** Let $a$, $f_1$, ..., $f_r$ and $\Sigma$ be as in Lemma 4.3. Set

$$\{z_1, \ldots, z_h\} = \{(a, f_1(a)), \ldots, (a, f_r(a))\}$$ (observe that in general $h \leq r$). Let

$$\Sigma_j := \{g \in \Sigma: g(a) = z_j\}, \quad j \in \{1, \ldots, h\}.$$  

Then the problem

$$\min \{\mathcal{P}(g, [0, a]): g \in \Sigma_j\}$$  \hspace{1cm} (25)

admits a solution. Moreover if $j \neq l$, there exist a minimizer $g_j$ of $\mathcal{P}$ over $\Sigma_j$ and a minimizer $g_l$ of $\mathcal{P}$ over $\Sigma_l$ such that the following property holds: if for some $c \in [0, a]$ we have $g_j(c) = g_l(c)$, then $g_j \equiv g_l$ on $[0, c]$.

**Proof.** The weak $H^{2, p}$ sequential lower semicontinuity of the functional $\mathcal{P}(\cdot, [0, a])$ follows from [9, Theorem 3.4, p. 74]. Using Lemma 4.3 it follows that $\Sigma_j$ is $H^{2, p}$-weakly compact for every $j \in \{1, \ldots, h\}$. Therefore the minimum problem (25) admits a solution.

Fig. 6. These two figures show the construction in the proof of Lemma 4.5. In the first figure we depict three solutions $g_j$, $j = 1, 2, 3$ of the minimum problem (25), and $g_2(c) = g_3(c)$. In the second figure we depict the resulting minimizers: in this case $g_2 \equiv g_3$ on $[0, c]$. 
Let us fix \( g_1 \in \Sigma_1 \) solution of (25) for \( j = 1 \). Take a function \( \hat{g}_2 \in \Sigma_2 \) solution of (25) for \( j = 2 \) and let \( s := \sup \{ x \in [0, a]: g_1(x) = \hat{g}_2(x) \} \).

Clearly \( s < a \). If \( s = 0 \) then the graphs of \( g_1 \) and \( \hat{g}_2 \) meet only at 0 and in this case we set \( g_2 := \hat{g}_2 \). Suppose \( s > 0 \).

Note that \( P(g_1, [0, s]) = P(\hat{g}_2, [0, s]) \).

Indeed, if not, assuming by contradiction for instance that \( P(g_1, [0, s]) > P(\hat{g}_2, [0, s]) \), we can define the function \( \hat{g}_1 := \begin{cases} \hat{g}_2 & \text{on } [0, s] \\ g_1 & \text{on } [s, a] \end{cases} \).

Using also Lemma 4.1 we have \( \hat{g}_1 \in \Sigma_1 \); moreover \( P(g_1, [0, a]) > P(\hat{g}_2, [0, a]) \), thus contradicting the minimality of \( g_1 \) over \( \Sigma_1 \).

Now we define \( g_2 := \begin{cases} g_1 & \text{on } [0, s] \\ \hat{g}_2 & \text{on } [s, a] \end{cases} \).

By (26) we have \( P(\hat{g}_2, [0, a]) = P(g_2, [0, a]) \). Therefore \( g_2 \) is still a minimizer of \( P(\cdot, [0, a]) \) over \( \Sigma_2 \). Now take a function \( \hat{g}_3 \in \Sigma_3 \) solution of (25) for \( j = 3 \), define

\[ \sigma := \sup \{ x \in [0, a]: \text{either } \hat{g}_3(x) = g_3(x) \text{ or } \hat{g}_3(x) = g_1(x) \}, \]

and make the same operation above to obtain the function \( g_3 \).

Repeating the same argument for each \( z_j \) we obtain a family of minimizers of \( P \) satisfying the required properties.

\[ \square \]

**Remark 4.6.** The last assertion concerning \( g_j \) and \( g_l \) in Lemma 4.5 is crucial in the proof of Theorem 5.1, since it allows to locally modify an arbitrary \( H^{2, p} \) system of curves into a new system verifying the finiteness property.

### 4.1. Finite unions of graphs, generalized multiplicity, canonical families

**Definition 4.7.** Let \( r \in \mathbb{N} \setminus \{ 0 \}, I \subset \mathbb{R} \) a closed interval and

\[ Y := \{(g_1, \mu_1), \ldots, (g_r, \mu_r)\} \]

be a family of pairs where \( g_l: I \to \mathbb{R} \) is a continuous function and \( \mu_l \in \mathbb{N} \setminus \{ 0 \} \) for every \( l = 1, \ldots, r \). We set

\[ \text{graph}(Y) := \bigcup_{i=1}^{r} \text{graph}(g_i). \]

We call the function

\[ \eta_Y: \text{graph}(Y) \mapsto \mathbb{N} \setminus \{ 0 \}, \quad \eta_Y(x, y) := \sum_{l: g_l(x) = y} \mu_l, \]

the generalized multiplicity of \( Y \).

**Remark 4.8.** Let \( b \) be a real number with \( b > \max_{1 \leq l \leq r} \| g_l \|_{L^{\infty}([0, a])} \). Then

\[ \sum_{z \in ([0, a]) \cap \text{graph}(Y)} \eta_Y(z) = \sum_{l=1}^{r} \mu_l \quad \forall x \in [0, a]. \]

Clearly if all \( g_l(x) \) have the same value at \( x = 0 \), then \( \eta_Y(0) = \sum_{l=1}^{r} \mu_l \) for any \( x \in [0, a] \).
Lemma 4.11. Let \( G \in H^{2,p}(\mathbb{S}) \) be a system of curves without crossings. Let \( p = 0 \in (G) \), \( R = [-a, a] \times [-b, b] \) be a nice rectangle for \( (G) \) at \( p \) and set
\[
\begin{align*}
\{z_1, \ldots, z_h\} &= (G) \cap ([a] \times [-b, b]).
\end{align*}
\]
Let \( s \in \mathbb{N} \), \( s \geq h \), let \( \{g_1, \ldots, g_s\} \subset H^{2,p}([0, a]) \) be a collection of distinct functions, \( \{\mu_1, \ldots, \mu_s\} \subset \mathbb{N} \setminus \{0\} \), and \( Y := ((g_1, \mu_1), \ldots, (g_s, \mu_s)) \). Assume that
\[
\begin{align*}
\text{Lemma 4.9.} & \text{ Let } \eta_Y \text{ satisfy tangentially in } [0, a] \text{ and pass through zero horizontally; } \\
\text{Definition 4.10.} & \text{ Let } \gamma_1, \ldots, \gamma_m \text{ meet tangentially in } [0, a] \text{ and pass through zero horizontally; } \\
\text{Lemma 4.11.} & \text{ Let } \sum_{i=1}^m \gamma_i = \theta_{\Gamma}(p). \quad \Box
\end{align*}
\]
If the generalized multiplicity \( \eta_Y \) of \( Y \) satisfies
\[
\eta_Y(z_j) = \theta_{\Gamma}(z_j) \quad \forall j \in \{1, \ldots, h\}, \quad (28)
\]
then there exists a system of curves \( \Lambda \in H^{2,p}(\mathbb{S}) \), having the same number of curves as \( \Gamma \), with the following properties:
\[
\begin{align*}
(A) \cap R^+ &= \text{graph}(Y) \quad \text{and} \quad \theta_A = \eta_Y \text{ on graph}(Y); \\
A \setminus R^+ &= (\Gamma) \setminus R^+ \quad \text{and} \quad \theta_A = \theta_{\Gamma} \text{ out of } R^+.
\end{align*}
\]
Proof. Let \( \Gamma = \{\gamma_1, \ldots, \gamma_m\} \). As observed in the proof of Lemma 3.5, we have
\[
\begin{align*}
\Gamma^{-1}(R^+) &= \bigcup_{i=1}^m \gamma_i^{-1}(R^+) = \bigcup_{i=1}^m \bigcup_{k=1}^{\mu_i} I_{ik},
\end{align*}
\]
where \( \theta_{\Gamma}(p) = \sum_{i=1}^m \gamma_i^{-1}(p) \) and \( I_{ik} \) are closed, connected, pairwise disjoint arcs of \( S^1 \). Fix \( j \in \{1, \ldots, h\} \). Using (28) and (27) we have \( \sum_{i=1}^m \gamma_i(I_{ik}) = \theta_{\Gamma}(z_j) = \eta_Y(z_j) = \sum_{i=1}^m \gamma_i^{-1}(z_j) \mu_i \). Write \( I_{ik} = (s_1, s_2) \). As, for any \( k = 1, \ldots, m \), the first components of the two vectors \( \gamma_j(s_1), \gamma_j(s_2) \) are either both positive or both negative, we can apply Lemma 4.1 and obtain a new \( H^{2,p} \) curve whose image in \( R^+ \) is given by graph(\( g_i \)) for some \( l \) such that \( (a, g_l(a)) = z_j \). Fixed \( z_j \) we repeat the same argument for every \( I_{ik} \) such that \( z_j \in \gamma_j(I_{ik}) \) in such a way that, for every \( l \in \{1, \ldots, s\} \) such that \( (a, g_l(a)) = z_j \), graph(\( g_l \)) is parametrized exactly \( \mu_l \) times. Repeating this construction for every \( j \in \{1, \ldots, h\} \) we obtain the new system of curves \( \Lambda \). \( \Box \)

Definition 4.10. Let \( \Gamma \in H^{2,p}(\mathbb{S}) \) be a system of curves without crossings. Let \( p = 0 \in (\Gamma) \) and \( R = [-a, a] \times [-b, b] \) be a nice rectangle for \( (\Gamma) \) at \( p \). Let \( \{f_1, \ldots, f_s\} \subset H^{2,p}([-a, a]) \) be a collection of distinct functions and \( \{\mu_1, \ldots, \mu_s\} \subset \mathbb{N} \setminus \{0\} \). We say that \( Y := ([f_1, \mu_1], \ldots, [f_s, \mu_s]) \) is a canonical family for \( (\Gamma) \) in \( R \) if
\[
\begin{align*}
(\Gamma) \cap R &= \text{graph}(Y) \cap R \quad \text{and} \quad \theta_Y = \eta_Y \text{ on } (\Gamma) \cap R. \quad (29)
\end{align*}
\]
Lemma 4.11. Let \( \Gamma \) and \( R \) be as in Definition 4.10. Then there exists a canonical family \( Y \) for \( (\Gamma) \) in \( R \).
Proof. Since \( \theta_Y \) takes nonnegative integer values, we can consider \( \mu_1 := \min \{\theta_Y(q) : q \in R \} \in \mathbb{N} \setminus \{0\} \). From (16) and (13), it follows that we can find \( q_1 \in \text{Reg}_{\Gamma} \cap R \) such that \( \theta_Y(q_1) = \mu_1 \). From (b) in Proposition 3.7, it follows that \( \theta_Y = \mu_1 \) on a whole connected component \( C_1 \) of \( \text{Reg}_{\Gamma} \cap R \) containing \( q_1 \). Now let \( f_1 \in H^{2,p}([-a, a]) \) be
such that $C_1 \subseteq \text{graph}(f_1) \subseteq (\Gamma) \cap R$ (the existence of $f_1$ is ensured from the fact that $R$ is a nice rectangle for $(\Gamma)$). Then consider the function

$$\Psi_1 : (\Gamma) \cap R \to \mathbb{N}, \quad \Psi_1 := \begin{cases} \theta_{\Gamma} - \mu_1 & \text{on } \text{graph}(f_1), \\ \theta_{\Gamma} & \text{otherwise on } R, \end{cases}$$

and define $G_1 := \{ q \in \text{int}(R) : \Psi_1(q) > 0 \}$. As $\theta_{\Gamma}$ verifies (15) we have that $\Psi_1$ verifies the train tracks property in $\text{int}(R)$. Now, observing that $G_1$ is still a finite union of $H^{2,p}$ graphs, that the train tracks and the upper semicontinuity properties still hold for $G_1$ and that $\text{Sing}_{\Gamma} \supseteq \text{Sing}_{G_1}$, we repeat the argument above replacing $(\Gamma)$ with $G_1$ and $\theta_{\Gamma}$ with $\Psi_1$. In this way we obtain $\mu_2 := \min\{\Psi_1(q) : q \in R, a_1\}$ such that $f_2 \in H^{2,p}([-a,a])$ such that $C_2 \subseteq \text{graph}(f_2) \subseteq G_1 \subseteq (\Gamma)$. Repeating this construction, after $r \leq \theta_{\Gamma}(p)$ steps, we obtain that $G_{r+1} = \emptyset$. In this way we construct a family $Y := \{(f_1, \mu_1), \ldots, (f_r, \mu_r)\}$ such that $f_l \neq f_j$ for every $l \neq j$, since if $l < j$ then $\text{graph}(f_j) \cap C_l = \emptyset$ and $C_l \subseteq \text{graph}(f_l)$, and satisfying (29). \hfill \square

We conclude this section by observing that the definition of canonical family for a system of curves could be related with the notion of $C^{1,\alpha}$ multiple function appearing in varifolds theory, see for instance [16].

5. Main result on the approximation of systems of curves

The following theorem is the crucial approximation result for systems of curves of class $H^{2,p}$, and is one of the main results of the paper.

**Theorem 5.1.** Let $\Gamma$ be a system of curves of class $H^{2,p}(\mathcal{S})$ without crossings. Then there exist a parameter space $\hat{\mathcal{S}}$, a limit system of curves $\hat{\Gamma} \in H^{2,p}(\hat{\mathcal{S}})$ equivalent to $\Gamma$ and a sequence $\{\hat{\Gamma}_N\}$ of limit systems of curves of class $H^{2,p}(\hat{\mathcal{S}})$ satisfying the finiteness property, such that

$$\hat{\Gamma}_N \rightharpoonup \hat{\Gamma} \quad \text{weakly in } H^{2,p}(\hat{\mathcal{S}}), \quad \lim_{N \to \infty} \mathcal{F}(\hat{\Gamma}_N) = \mathcal{F}(\Gamma),$$

and

$$\hat{\Gamma}_N \subseteq (\Gamma), \quad \mathcal{F}(\hat{\Gamma}_N) \leq \mathcal{F}(\Gamma) \quad \forall N \in \mathbb{N}.$$

**Proof.** The proof is divided into three steps.

**Step 1.** We construct a sequence $\{A_N\} \subseteq H^{2,p}(\mathcal{S})$ of systems of curves (not necessarily limit systems of curves) such that, for every $N \in \mathbb{N}$, the following properties hold:

- $(A_N) \subseteq (\Gamma)$;
- $A_N$ verifies the finiteness property;
- $\mathcal{F}(A_N) \leq \mathcal{F}(\Gamma)$.

Fix $N \in \mathbb{N}$. For any $p \in \text{Sing}_{\Gamma}$ let $R(p)$ be a nice rectangle for $\Gamma$ centered at $p$, with diameter strictly smaller than $2^{-N}$. By (12) the set $\text{Sing}_{\Gamma}$ is compact, hence there are $p_1, \ldots, p_{m(N)}$ points of $\text{Sing}_{\Gamma}$ such that

$$\text{Sing}_{\Gamma} \subseteq \bigcup_{i=1}^{m(N)} R(p_i).$$
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Recalling (14), we can assume that \((\Gamma) \cap \partial R(p_i) \subset \text{Reg}_\Gamma\) for any \(i \in \{1, \ldots, m(N)\}\). In order to construct the system \(\Lambda_N\) we use a recursive algorithm consisting of \(m(N)\) steps. We proceed as follows: let \(\Lambda^{N}_{0} := \Gamma\), let \(1 \leq i \leq m(N)\), and suppose that \(\Lambda^{N}_{i-1}\) has been defined. Then \(\Lambda^{N}_{i}\) is obtained by modifying \(\Lambda^{N}_{i-1}\) only on \(\text{int}(R(p_i))\), in particular \((\Lambda^{N}_{i}) \setminus R(p_i) = (\Lambda^{N}_{i-1}) \setminus R(p_i)\), in such a way that:

(i) \((\Lambda^{N}_{i}) \subseteq (\Lambda^{N}_{i-1})\);
(ii) \((\Lambda^{N}_{i})\) verifies the finiteness property in \(\text{int}(R(p_i))\);
(iii) \(\mathcal{F}(\Lambda^{N}_{i}) \subseteq \mathcal{F}(\Lambda^{N}_{i-1})\);
(iv) \((\Lambda^{N}_{i})\) and \((\Lambda^{N}_{i-1})\) are defined on the same parameter space.

Let us define \(\Lambda^{N}_{i}\). To simplify the notation, we assume that \(p_i = 0\), that \(T_{p_i}(\Lambda^{N}_{i-1})\) coincides with the \(x\)-axis and that \(R(p_i) = [-a, a] \times [-b, b]\). We shall work on \((\Lambda^{N}_{i-1}) \cap R^+(p_i)\), since the modification of \(\Lambda^{N}_{i-1}\) on the set \((\Lambda^{N}_{i-1}) \cap R^-(p_i)\) is similar. Because of the assumptions on \(R(p_i)\) and the inclusion \((\Lambda^{N}_{i-1}) \subseteq (\Gamma)\), we have that \((\Lambda^{N}_{i-1}) \cap ([a \times [-b, b])\) consists of a finite set of distinct points \(z^{+}_1, \ldots, z^{+}_h\), labelled by their \(y\)-coordinate. Let \(\{(f^{+}_1, \ldots, f^{+}_h) \in H^{1,2}(\subset [0, a])\}\) be the family of distinct functions such that \((\Lambda^{N}_{i-1}) \cap R^+(p_i) = \bigcup_{j=1}^h \text{graph}(f^{+}_j)\).

For any \(j \in \{1, \ldots, h\}\) let

\[
\Sigma^+_j := \{g \in C^0([0, a]): \text{graph}(g) \subseteq (\Lambda^{N}_{i-1}) \cap R^+(p_i), \ g(a) = z^{+}_j\}.
\]

Consider the problem

\[
\min \{\mathcal{P}(g, [0, a]): g \in \Sigma^+_j\}
\]

where \(\mathcal{P}\) is defined in (24). According to Lemma 4.5, for every \(j = 1, \ldots, h\) we can select a function \(g^{+_j} \in \Sigma^+_j\), minimum of \(\mathcal{P}\) over \(\Sigma^+_j\), such that, if \(j \neq l\) and if for some \(c \in [0, a]\) we have \(g^{+_j}(c) = g^{+_l}(c)\), then \(g^{+_j} = g^{+_l}\) on \([0, c]\). Then we replace all the \(f^{+}_1, \ldots, f^{+}_h\) with the \(g^{+_1}, \ldots, g^{+_h}\). Observe that \(\bigcup_{j=1}^h \text{graph}(g^{+_j}) \subseteq \bigcup_{j=1}^h \text{graph}(f^{+}_j)\).

Now consider the family \(Y^{+} := \{(g^{+_1, +}_{\Lambda^{N}_{i-1}}(z^{+_1}_{j})), \ldots, (g^{+_h, +}_{\Lambda^{N}_{i-1}}(z^{+_h}_{j}))\}\) and let \(\eta^{Y_{+}}: \text{graph}(Y^{+}) \mapsto \mathbb{N} \setminus [0]\) be the generalized multiplicity of \(Y^{+}\).

Let \(f^{-}, z^{-}, \Sigma^{-}_j, g^{-}_j, \theta^-(z^{-}_j)\). \(Y^{-}, \eta^{-}\) be the analog for the interval \([-a, 0]\) of the spaces, functions, points, families and densities that we used in the construction on the interval \([0, a]\).

Since \(\theta^{\Lambda^{N}_{i-1}}(p) = \sum_{j=1}^h \theta^{\Lambda^{N}_{i-1}}(z^{+_j}_{j})\) and, by construction, \(\theta^{\Lambda^{N}_{i-1}}(z^{-_j}_{j}) = \eta^{-}\) we can apply Lemma 4.9 and find a system of curves in \(H^{1,2}(\subset [0, a])\), which will be our \(\Lambda^{N}_{i}\), whose trace and density function outside \(R(p_i)\) are the same as \(\Lambda^{N}_{i-1}\), while on \(R^+(p_i)\) (respectively on \(R^-(p_i)\)) the trace is given by \(\text{graph}(Y^{+})\) (respectively \(\text{graph}(Y^{-})\)) and the density function agrees with \(\eta^{Y^+}\) (respectively with \(\eta^{-}\)). By construction, and recalling Remark 4.6, properties (i), (ii) and (iv) hold (note that \(\Lambda^{N}_{i}\) verifies the finiteness property over \(\bigcup_{i \leq j} R(p_j)\)).

To prove the validity of (iii) we need the concept of canonical family. Since the supports of the system of curves coincide outside \(R(p_i)\) it is enough to verify inequality (iii) inside \(R(p_i)\).

Using Lemma 4.11 we can choose a canonical family \(\{(f^{+_l}_{1, +}(\mu^{+_l}_{1}), \ldots, f^{+_l}_{r, +}(\mu^{+_l}_{r}))\}\) for \((\Lambda^{N}_{i-1}) \in R^+(p_i)\).

Observe that \(\{z^{+_1}_{1}, \ldots, z^{+_h}_{1}\} = \{(a, f^{+_1}_{1}(a)), \ldots, (a, f^{+_h}_{1}(a))\}\) and \(h \leq r^{+} \leq \theta^{\Lambda^{N}_{i-1}}(p_i)\).

Recalling Definition 4.10 it follows

\[
\mathcal{F}(\Lambda^{N}_{i-1}, (\Lambda^{N}_{i-1})^{-1}(R(p_i))) = \sum_{l=1}^{r^+} \mu^{+_l}_{l} \mathcal{P}(f^{+_l}_{1}, [0, a]) + \sum_{l=1}^{r^-} \mu^{-}_{l} \mathcal{P}(f^{-}_{1}, [-a, 0]).
\]

Note also that

\[
\sum_{l: f^{+_l}_{j}(a) = z^{+_l}_j} \mu^{+_l}_{l} = \theta^{\Lambda^{N}_{i-1}}(z^{+_j}_{j}) \quad \forall j \in \{1, \ldots, h\}.
\]
We now group the terms in the summation $\sum_{l=1}^{r^*} \mu_i^+ \mathcal{P}(f_i^+, [0, a])$ as follows:

$$
\sum_{l=1}^{r^*} \mu_i^+ \mathcal{P}(f_i^+, [0, a]) = \sum_{j=1}^{h^+} \mu_i^+ \mathcal{P}(f_j^+, [0, a]).
$$

We observe that for any $j$ and any $l$ such that $f_i^+(a) = z_i^+$, the minimality property of $g_j^+$ entails

$$
\mathcal{P}(f_i^+, [0, a]) \geq \mathcal{P}(g_j^+, [0, a]).
$$

Therefore, from (32)–(34) we deduce

$$
\sum_{l=1}^{r^*} \mu_i^+ \mathcal{P}(f_i^+, [0, a]) \geq \sum_{j=1}^{h^+} \theta_{A_{m(N)}}(z_j^+) \mathcal{P}(g_j^+, [0, a]).
$$

Similarly

$$
\sum_{l=1}^{r^*} \mu_i^- \mathcal{P}(f_i^-, [-\infty, 0]) \geq \sum_{j=1}^{h^-} \theta_{A_{m(N)}}(z_j^-) \mathcal{P}(g_j^-, [-\infty, 0]).
$$

Using (31), (35) and (36) it follows

$$
\mathcal{F}(A_{m(N)}, (A_{m(N)})^{-1}(R(p_i))) \geq \sum_{j=1}^{h^+} \theta_{A_{m(N)}}(z_j^+) \mathcal{P}(g_j^+, [0, a]) + \sum_{j=1}^{h^-} \theta_{A_{m(N)}}(z_j^-) \mathcal{P}(g_j^-, [-\infty, 0])
$$

and (iii) follows.

We now define

$$
A_N := A_{m(N)}.
$$

We have

$$
(A_N) = (A_{m(N)}^N) \subseteq (A_{m(N)-1}^N) \subseteq \cdots \subseteq (A_0^N) = (\Gamma).
$$

Consequently $\text{Sing}_{A_N} \subseteq \text{Sing}_{\Gamma}$, and by construction $\text{Sing}_{A_N} = \text{Nod}_{A_N}$. Furthermore, since $A_N$ verifies the finiteness property on $\bigcup_{i=0}^{m(N)} R(p_i) \supseteq \text{Sing}_{\Gamma}$ and $(A_N) \subseteq (\Gamma)$, we have that $(A_N)$ verifies the finiteness property on $\mathbb{R}^2$. Finally, from (37), we have

$$
\mathcal{F}(A_N) = \mathcal{F}(A_{m(N)}^N) \leq \mathcal{F}(A_{m(N)-1}^N) \leq \cdots \leq \mathcal{F}(\Gamma),
$$

and this concludes the proof of step 1.

**Step 2.** We prove that $\{A_N\}$ has a subsequence weakly converging in $H^{2,p}(\mathbb{S})$ to a system of curves $A$, which is not necessarily a limit system of curves, but is equivalent to $\Gamma$.

Since $(A_N) \subseteq (\Gamma)$ and

$$
\sup_{N \in \mathbb{N}} \mathcal{F}(A_N) \leq \mathcal{F}(\Gamma),
$$

we can apply Theorem 3.1 of [4] and find a subsequence (still indicated by $\{A_N\}$) which converges weakly in $H^{2,p}(\mathbb{S})$ as $N \to +\infty$ to a system of curves $A$ such that $(A) \subseteq (\Gamma)$.

We want to prove that $A \sim \Gamma$. To this aim we want to use Lemma 3.11. We start by proving that $(A) = (\Gamma)$. Let $p \in \text{Reg}_{\Gamma}$. Since $\text{Sing}_{\Gamma} = (\Gamma) \setminus \text{Reg}_{\Gamma}$ is compact, we have $\text{dist}(p, \text{Sing}_{\Gamma}) > 0$. So, for every $N$ with $1/2^N < \text{dist}(p, \text{Sing}_{\Gamma})$, the point $p$ is outside the region where we made our modifications and therefore there
is a whole neighborhood of \( p \) where the support of \( A_N \) and its density function are the same as the support and the density of \( \Gamma \). Therefore \( p \in \text{Reg}_A \) and \( \text{Reg}_F \subseteq \text{Reg}_A \). Hence, recalling (13) and the inclusion \( (A) \subseteq (\Gamma) \), we get \( (\Gamma) = \text{Reg}_F \subseteq (A) \). So \( (\Gamma) = (A) \) and therefore \( \text{Reg}_F = \text{Reg}_A \).

By construction we have \( \partial F = \partial A \) on \( \text{Reg}_F = \text{Reg}_A \). Hence \( \Gamma \sim A \) by Lemma 3.11.

**Step 3. Construction of the sequence \( \{\hat{\Gamma}_N\} \).**

Let us fix \( N \in \mathbb{N} \). As \( A_N \) verifies the finiteness property we can apply Theorem 2.24 and find a parameter space \( \mathcal{S}_N \) and a limit system of curves \( \hat{\Gamma}_N \in H^{2,p}(\mathcal{S}_N) \) such that: \( \mathcal{S}_N \) has a number of connected components uniformly bounded with respect to \( N \); \( \hat{\Gamma}_N \sim A_N \) and \( \hat{\Gamma}_N \) is the strong \( H^{2,p} \)-limit of a sequence \( \{\Gamma_{N,h}\}_h \subset H^{2,p}(\mathcal{S}_N) \) of oriented parametrizations of bounded smooth open sets with equibounded energy and \( L^1(\mathbb{R}^2) \)-converging to \( A_{\hat{\Gamma}_N} = A_{\hat{\Gamma}_N}^N \). Passing to a suitable subsequence (still labelled by the index \( N \)) we can suppose that \( \mathcal{S}_N = \mathcal{S} \) for any \( N \).

Since \( \hat{\Gamma}_N \) and \( A_N \) are equivalent, from step 1 we have \( \text{Sing}_{\hat{\Gamma}_N} = \text{Sing}_{\hat{\Gamma}_N} \subseteq \text{Sing}_F \) and, using Lemma 3.9, we have

\[
\mathcal{F}(\hat{\Gamma}_N) = \mathcal{F}(A_N) \subseteq \mathcal{F}(\Gamma).
\]

Furthermore from step 1 we also have \( (\hat{\Gamma}_N) = (A_N) \subseteq (\Gamma) \). Therefore we can apply Theorem 2.10 and find a subsequence (still indicated by the index \( N \)) whose elements are all defined on \( \mathcal{S} \), and weakly converging in \( H^{2,p} \) to a system of curves \( \hat{\Gamma} \in H^{2,p}(\mathcal{S}) \). Using the same arguments of step 2, one can prove that \( \hat{\Gamma} \sim \Gamma \).

Finally

\[
\mathcal{F}(\Gamma) = \mathcal{F}(\hat{\Gamma}) = \liminf_{N \to \infty} \mathcal{F}(\hat{\Gamma}_N) \leq \limsup_{N \to \infty} \mathcal{F}(\hat{\Gamma}_N) \leq \mathcal{F}(\Gamma),
\]

and therefore \( \mathcal{F}(\Gamma) = \lim_{N \to \infty} \mathcal{F}(\hat{\Gamma}_N) \). \( \square \)

Fig. 7 illustrates the construction of the sequence \( \{\hat{\Gamma}_N\} \) of Theorem 5.1 in a particular situation.

The following result is an improvement of Theorem 2.24.

**Corollary 5.2.** Let \( \Gamma \) be a system of curves of class \( H^{2,p}(\mathcal{S}) \) without crossings. Then there exist a parameter space \( \mathcal{S} \), a system of curves \( \hat{\Gamma} \in H^{2,p}(\mathcal{S}) \) \( \cap \ \mathcal{A}(A_F) \) equivalent to \( \Gamma \) and a sequence \( \{\Gamma_N\} \) of oriented parametrizations of bounded open smooth sets \( E_N \subset \mathbb{R}^2 \), such that

\[
E_N \to A_F \quad \text{in} \quad L^1(\mathbb{R}^2), \quad \Gamma_N \to \hat{\Gamma} \quad \text{weakly in} \quad H^{2,p}(\mathcal{S}), \quad \lim_{N \to \infty} \mathcal{F}(\Gamma_N) = \mathcal{F}(\Gamma).
\]

In particular

\[
\mathcal{F}(A_F) = + \infty.
\]

**Proof.** Let \( \hat{\Gamma} \in H^{2,p}(\mathcal{S}) \) and \( \{\Gamma_N\} \) be as in Theorem 5.1. The convergence of the energies, together with the weak convergence, implies that \( \lim_{N \to \infty} \|\hat{\Gamma}_N\|_{2,p} = \|\hat{\Gamma}\|_{2,p} \), hence the strong \( H^{2,p} \)-convergence of \( \{\hat{\Gamma}_N\} \) to \( \hat{\Gamma} \). Write \( \Gamma_{N,h} := \partial E_{N,h} \), where \( \Gamma_{N,h} \) are introduced in the proof of step 3 in Theorem 5.1. Using a diagonal argument we can select a subsequence \( \{E_{N,h}\}_h \), which for simplicity we denote by \( \{E_N\} \), such that the sequence \( \{\Gamma_N\} \) of the oriented parametrizations of the elements of \( \{E_N\} \) converges strongly in \( H^{2,p}(\mathcal{S}) \) to \( \hat{\Gamma} \). Therefore, since \( \hat{\Gamma} \sim \Gamma \), we have

\[
\lim_{N \to \infty} \mathcal{F}(\Gamma_N) = \mathcal{F}(\hat{\Gamma}) = \mathcal{F}(\Gamma).
\]

It remains to prove that \( E_N \to E \) in \( L^1(\mathbb{R}^2) \) and that \( \hat{\Gamma} \in \mathcal{A}(E) \). For every \( N \in \mathbb{N} \) we have \( \chi_{E_N}(z) = I(\Gamma_N, z) \) for every \( z \in \mathbb{R}^2 \setminus (\Gamma_N) \) and \( \chi_{A_F}(z) = I(\hat{\Gamma}, z) \) for every \( z \in \mathbb{R}^2 \setminus (\hat{\Gamma}) \). By the continuity property of the index and the Dominated Convergence Theorem we have that \( E_N = A_{\Gamma_N} \to A_{\hat{\Gamma}} \in L^1(\mathbb{R}^2) \) as \( N \to \infty \). Using the fact that \( \hat{\Gamma} \sim \Gamma \) we have \( A_{\hat{\Gamma}} = A_{\Gamma} = E \), so that \( E_N \to E \) in \( L^1(\mathbb{R}^2) \). Moreover, \( \hat{\Gamma} \in \mathcal{A}(E) \). \( \square \)
The set $E := E_1 \cup E_2 \cup E_3$ has smooth boundary except for the simple cusps of $E_1$ and $E_2$. The boundary of the smooth connected component $E_3$ oscillates and meets (from above) infinitely many times the horizontal line connecting the two cusps. Let $\Gamma \in A(E)$ be such that $\theta_{\Gamma} = 1$ on $\text{Reg}_{\Gamma} \cap \partial E$ and $\theta_{\Gamma} = 2$ on $\text{Reg}_{\Gamma} \cap (\mathbb{R}^2 \setminus \partial E)$. The system $\Gamma_N$ is obtained through the desingularization procedure described in Theorem 5.1, while the system $\Gamma_n$ is obtained through the desingularization procedure of Theorem 6.3. The main difference between the two systems is explained in Remark 6.5. These two systems of curves are equivalent to $\Gamma$ out of the two respective (dotted) nice rectangles, and have density constantly equal to 3 inside the rectangles. The energies of the systems $\Gamma_n$ converge to $\mathcal{F}(E)$ (this will be a consequence of the results of Section 8) whereas the sequence itself does not converge to an element of $Q_{\text{fin}}(E)$.

Remark 5.3. Inequality (41) was proved in [4, Theorem 6.2], under the further assumption that $\Gamma$ satisfies the finiteness property. Removing this assumption is one of the interesting and useful aspects of Corollary 5.2 (and of Theorem 5.1).

6. Representation formulas for $\mathcal{F}$

According to Theorem 2.25, the functional $\mathcal{F}(E, \cdot)$ is not local. As a consequence, $\mathcal{F}$ does not admit an integral representation. In this section we study how to represent $\mathcal{F}$ as a minimum problem involving $\mathcal{F}$, considered as a functional defined on systems of curves. Using tools of geometric measure theory (namely generalized Gauss graphs) in [10] there are some partial results in this direction.

The following result is an improvement of (9).

**Proposition 6.1.** Let $E \subset \mathbb{R}^2$ be such that $\mathcal{F}(E) < +\infty$. Then

$$
\mathcal{F}(E) = \min \{ \mathcal{F}(\Gamma): \Gamma \in A(E) \} = \min \{ \mathcal{F}(\Gamma): \Gamma \in A_\infty(E) \}.
$$

(42)

**Proof.** Thanks to (9), to show the first equality in (42) it is enough to prove that

$$
\mathcal{F}(E) \leq \inf \{ \mathcal{F}(\Gamma): \Gamma \in A(E) \}
$$

(43)
and that the infimum in (43) is attained. Given \( \Gamma \in \mathcal{A}(E) \), let \( \{ \Gamma_N \} \) and \( \{ E_N \} \) be as in Corollary 5.2. Recalling that \( A_F = A_F^0 \), \( |E \Delta A_F| = 0 \), using (5) and (40) we have

\[
\mathcal{F}(E) \leq \liminf_{h \to +\infty} \mathcal{F}(E_N) = \lim_{N \to +\infty} \mathcal{F}(\Gamma_N) = \mathcal{F}(\Gamma),
\]

and (43) follows.

Now we select a sequence \( \{ E_h \} \) of smooth bounded open sets converging to \( E \) in \( L^1(\mathbb{R}^2) \) and such that \( \lim_{h \to +\infty} \mathcal{F}(E_h) = \mathcal{F}(E) \). As in the proof of [4, Lemma 3.3], we can find a parameter space \( S \), a system \( \Gamma' \in H^{2,p}(S) \) and a sequence \( \{ \Gamma_h \} \subset H^{2,p}(S) \) of oriented parametrizations of smooth bounded open sets \( E_h \subseteq E_h \), \( \partial E_h \subseteq \partial E_h \), such that \( (\Gamma_h) \) are all contained in a bounded subset of \( \mathbb{R}^2 \) independent of \( h \), \( E'_h \to E \) in \( L^1(\mathbb{R}^2) \) and \( \Gamma_h \to \Gamma \) weakly in \( H^{2,p}(S) \) as \( h \to +\infty \). To show that the infimum in (43) is attained, it is enough to observe that \( \Gamma \in \mathcal{A}(E) \) and

\[
\mathcal{F}(E) = \lim_{h \to +\infty} \mathcal{F}(E_h) \geq \liminf_{h \to +\infty} \mathcal{F}(E'_h) = \liminf_{h \to +\infty} \mathcal{F}(\Gamma_h) \geq \mathcal{F}(\Gamma) \geq \mathcal{F}(E),
\]

where we used the weak \( H^{2,p} \) lower semicontinuity of \( \mathcal{F} \) on systems of curves and (43).

Let us now prove that \( \mathcal{F}(E) = \min \{ \mathcal{F}(\Gamma): \Gamma \in \mathcal{A}^0(E) \} \). As a direct consequence of the above arguments and the inclusion \( \mathcal{A}(E) \subseteq \mathcal{A}^0(E) \) we have \( \mathcal{F}(E) \geq \min \{ \mathcal{F}(\Gamma): \Gamma \in \mathcal{A}^0(E) \} \). On the other hand, the opposite inequality can be proved as in the proof of (43), using the fact that \( |E \Delta A_F| = 0 \). Eventually, the proof that the infimum in \( \mathcal{A}^0(E) \) is attained follows from the inclusion \( \mathcal{A}^0(E) \supseteq \mathcal{A}(E) \) and the above observations.

**Definition 6.2.** Let \( E \subset \mathbb{R}^2 \) be such that \( \mathcal{F}(E) < +\infty \). Any \( \Gamma \in \mathcal{A}(E) \) (respectively \( \Gamma \in \mathcal{A}^0(E) \)) satisfying \( \mathcal{F}(\Gamma) = \mathcal{F}(E) \) will be called a minimal system of curves in \( \mathcal{A}(E) \) (respectively in \( \mathcal{A}^0(E) \)).

**Theorem 6.3.** Let \( E \subset \mathbb{R}^2 \) be such that \( \mathcal{F}(E) < +\infty \) and suppose that \( \text{Sing}_{\partial E^*} \) is a finite set. Let \( \Gamma \in \mathcal{A}(E) \). Then there exist a sequence \( \{ \Gamma_n \} \subset \mathcal{Q}_{\text{lin}}(E) \) and a system of curves \( \Gamma_n \sim \Gamma \) such that

\[
\Gamma_n \to \Gamma \quad \text{weakly in } H^{2,p}, \quad \lim_{n \to +\infty} \mathcal{F}(\Gamma_n) = \mathcal{F}(\Gamma).
\]

In particular

\[
\mathcal{F}(E) = \inf \{ \mathcal{F}(\Gamma): \Gamma \in \mathcal{Q}_{\text{lin}}(E) \}. \tag{44}
\]

**Remark 6.4.** The set \( \mathcal{Q}_{\text{lin}}(E) \) is not empty only if \( \partial E^* \) has a finite number of singularities. Indeed, for every \( \Gamma \in \mathcal{A}(E) \) we have \( \text{Sing}_{\Gamma} \supseteq \text{Sing}_{\partial E^*} \); therefore, if \( \text{Sing}_{\partial E^*} \) is infinite, \( \Gamma \) cannot verify the finiteness property.

**Remark 6.5.** The main difference between Theorem 6.3 and Theorem 5.1 is that in Theorem 6.3 we are able to approximate \( \Gamma \) under the additional constraint that

\[
E^* = \text{int}(A_{F_n} \cup \{ \Gamma_n \}) \quad \forall n \in \mathbb{N}. \tag{45}
\]

The difficulty to keep (45) true is related to the following observation: even if the singular points of \( \partial E^* \) are isolated, it may happen that they are accumulation points of singularities of \( \Gamma \), see Fig. 8; similarly, there may be (an infinite number of) regular points of \( \partial E^* \) which are singular points (or accumulation points of singular points) of \( \Gamma \).

**Remark 6.6.** We shall see in Section 8.1 that the infimum in (44) in general is not achieved.
Proof of Theorem 6.3. Write $\Gamma = \{\gamma_1, \ldots, \gamma_m\}: S \to \mathbb{R}^2$. Recall that, as $\partial E^* \subseteq (\Gamma)$, we have $\text{Sing}_{\partial E^*} \subseteq \text{Sing}_\Gamma$.

Let $\text{acc}_{\text{sing}}(\Gamma)$ be the set of the accumulation points of $\text{Sing}_\Gamma$. Fix $n \in \mathbb{N}$. For every $p \in \text{acc}_{\text{sing}}(\Gamma)$ let $R(p)$ be a nice rectangle for $\Gamma$ at $p$ with diameter less than $2^{-n}$ such that:

- $(\Gamma) \cap \partial R(p) \subseteq \text{Reg}_\Gamma$ (recall Corollary 3.4);
- if $p \notin \partial E^*$ then $R(p) \subseteq \mathbb{R}^2 \setminus \partial E^*$;
- if $p \in \text{Sing}_{\partial E^*}$ then $\partial E^*$ is represented in $R^+(p)$ (or in $R^-(p)$) by a finite union of graphs of $H^2$ functions, all passing through $p$, that do not intersect each other at any point of $R^+(p) \setminus \{p\}$ (or of $R^-(p) \setminus \{p\}$) and

$$\mathcal{F}(\Gamma, \Gamma^{-1}(R(p))) < \frac{1}{MC^{2n}}, \quad C := \sharp \text{Sing}_{\partial E^*}, \quad M := \|\theta_\Gamma\|_{L^\infty((\Gamma), \mathcal{H})}.\quad (46)$$

Note that these graphs coincide with all points of $(\Gamma) \cap (R(p) \setminus \{p\})$ with odd density (in general $p$ may have even density, for example if it is a cusp point of $\partial E^*$).

Select a finite family $\{R(p_1), \ldots, R(p_{\delta(n)})\}$ covering the set $\text{acc}_{\text{sing}}(\Gamma)$. Since $\text{Sing}_{\partial E^*}$ is finite, we can also assume that $\{R(p_1), \ldots, R(p_{\delta(n)})\}$ satisfies the following additional property:

$$p \in \text{Sing}_{\partial E^*} \cap \text{acc}_{\text{sing}}(\Gamma) \Rightarrow R(p) \in \{R(p_1), \ldots, R(p_{\delta(n)})\}.$$ 

The construction of $\{\Gamma_n\}$ is divided into two steps.

Step 1. We construct a sequence $\{\Lambda_n\} \subset H^{2,p}(S)$ of systems of curves such that

(a) $\partial E^* \subseteq (\Lambda_n) \subseteq (\Gamma)$;
(b) $|\Lambda_n^\circ \Delta E^*| = 0$;
(c) $\text{Sing}_{\Lambda_n} \cap \partial E^*$ is a finite set;
(d) $\lim_{n \to +\infty} \mathcal{F}(\Lambda_n) = \mathcal{F}(\Gamma)$.

In the construction of $\{\Lambda_n\}$ we are not able to bound the energy of $\Lambda_n$ with the energy of $\Gamma$; however, we can prove that condition (d) is valid, and at the same time the constraint in condition (b) is fulfilled.
In order to construct $A_n$, we use a recursive algorithm consisting of $\delta(n)$ steps. Let $A_0^n := \Gamma$, let $1 \leq i \leq \delta(n)$ and suppose that the system $A_{i-1}^n$ of curves of class $H^{2,\rho}$ has been defined. Then $A_i^n$ is obtained by modifying $A_{i-1}^n$ only on $\text{int}(R(p_i))$, in such a way that:

(i) the set of the points of $(A_i^n)$ where $\theta_{A_i^n}$ is odd is the same as the set of the points of $(A_{i-1}^n)$ where $\theta_{A_{i-1}^n}$ is odd;

(ii) $\text{Sing}_{A_i^n} \cap R(p_i) \cap \partial E^+$ is a finite set;

(iii) the following estimate holds:

$$|\mathcal{F}(A_i^n, (A_i^n)^{-1}(R(p_i))) - \mathcal{F}(A_{i-1}^n, (A_{i-1}^n)^{-1}(R(p_i)))| \leq \begin{cases} \frac{1}{\epsilon(p_i)} & \text{if } p_i \in \text{Sing}_{\partial E^+}, \\ \frac{M}{\delta(n)/2} & \text{if } p_i \in \text{Reg}_{\partial E^+}. \end{cases}$$

We suppose $p_i = 0$ and $R(p_i) = [-a, a] \times [-b, b]$. If either $p_i \in \mathbb{R}^2 \setminus \partial E^+$ or $p_i \notin \text{acc sing}(A_{i-1}^n)$ then we set $A_i^n := A_{i-1}^n$ in $R(p_i)$, and (i)–(iii) are trivially satisfied.

Let us now suppose that $p_i \in \text{acc sing}(A_{i-1}^n) \cap \partial E^+$. Write

$$R^+(p_i) \cap \partial E^+ = \bigcup_{l=1}^{k} \text{graph}(\phi_l^+),$$

with $k \geq 1$, $\phi_l^+ \in H^{2,\rho}([0, a], \phi_l^+(0) = 0$ for every $l = 1, \ldots, k$ and $\phi_l^+ < \phi_j^+$ on $[0, a]$ for $1 \leq l < j \leq k$ ($k = 1$ if $p_i \in \text{Reg}_{\partial E^+}$).

Define

$$\Psi : (A_{i-1}^n) \cap R^+(p_i) \to 2\mathbb{N}, \quad \Psi := \begin{cases} \theta_{A_{i-1}^n} - 1 & \text{on } \bigcup_{l=1}^{k} \text{graph}(\phi_l^+), \\ \theta_{A_{i-1}^n} & \text{otherwise in } (A_{i-1}^n) \cap R^+(p_i), \end{cases}$$

and set $X := \{ q \in \text{int}(R^+(p_i)) : \Psi(q) > 0 \}$. As $p_i \in \text{acc sing}(A_{i-1}^n)$, from (16) it follows that $\theta_{A_{i-1}^n}(p_i) > 1$, hence $p_i \in X$. Since $\theta_{A_{i-1}^n}$ verifies the train tracks property in $\text{int}(R^+(p_i))$ and $(A_{i-1}^n) \cap \text{int}(R^+(p_i))$ is a finite union of $H^{2,\rho}$ graphs, we have that also $X$ is a finite union of $H^{2,\rho}$ graphs meeting tangentially and passing through zero horizontally. Furthermore, $\Psi_{|X}$ verifies the train tracks property and is upper semicontinuous in $\text{int}(R^+(p_i))$.

Finally, we remark that, since the set of points where $\theta_{A_{i-1}^n}$ is odd coincides with $\bigcup_{l=1}^{k} \text{graph}(\phi_l^+)$ (possibly, for $k > 1$, with the exclusion of $p_i$), then $\Psi_{|X}$ is everywhere even.

Arguing as in the proof of Lemma 4.11 we construct a canonical family

$$Y^+ := \{(f_1^+, 2\mu_1^+), \ldots, (f_{r'}^+, 2\mu_{r'}^+)\} \subset H^{2,\rho}([0, a] \times (2\mathbb{N} \setminus \{0\})$$

for $(\Psi, X)$ in $R^+(p_i)$, hence

$$X = \text{graph}(Y^+), \quad \Psi = \eta_{Y^+} \text{ on } X.$$ 

We now define

$$\hat{Y}^+ := \{(\phi_1^+, 1), \ldots, (\phi_k^+, 1), (f_1^+, 2\mu_1^+), \ldots, (f_{r'}^+, 2\mu_{r'}^+)\}.$$

We have

$$\text{graph}(\hat{Y}^+) = (A_{i-1}^n) \cap R^+(p_i), \quad \eta_{\hat{Y}^+} = \theta_{A_{i-1}^n} \text{ on } \text{graph}(\hat{Y}^+).$$

If $R^+(p_i) \cap \partial E^+ \neq \emptyset$ we repeat the same construction in $R^+(p_i)$. We now proceed in two different ways depending on whether $p_i \in \text{Sing}_{\partial E^+}$ or $p_i \in \text{Reg}_{\partial E^+}$. The case $p_i \in \text{Sing}_{\partial E^+}$ is easier, since by assumption $\text{Sing}_{\partial E^+}$ is finite. On the other hand, there may be an infinite number of regular points of $\partial E^+$ which are accumulation points of singular points of $\Gamma$, and this makes case 2 more delicate.
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We replace the function \( f_1 \) with the function \( g_1^+ \) defined as follows: if \( \xi_l = 0 \) then \( g^+_1 := f^+_1 \). If \( \xi_l \in [0, a] \) there is a unique \( j \in \{1, \ldots, k\} \) such that \( f^+_j(\xi_l) = \phi^+_j(\xi_l) \); in this case we set
\[
g^+_l := \begin{cases} 
\phi^+_j & \text{on } [0, \xi_l], \\
 f^+_j & \text{on } [\xi_l, a].
\end{cases}
\]
Roughly speaking, the above definition means that the graph of \( g^+_l \) coincides with \( \partial E^* \) in a small half-neighborhood of \( p_l \), thus leading by construction to the finiteness property of \( A^0 \) on \( R^+(p_i) \cap \partial E^* \).
Define
\[
Z^+ := \{(\phi^+_1, 1), \ldots, (\phi^+_k, 1), (g^+_1, 2\mu^+_1), \ldots, (g^+_k, 2\mu^+_k)\}.
\]
By construction \( R^+(p_i) \cap \partial E^* \subseteq \text{graph}(Z^+) \subseteq (A^0_{l-1}) \cap R^+(p_i) \). In addition the set of points of \( \text{graph}(Z^+) \) where \( \eta_{Z^+} \) is odd coincides with the set of points of \( R^+(p_i) \) where \( \theta_{A^0_{l-1}} \) is odd (which coincides, in turn, with \( R^+(p_i) \cap \partial E^* \), possibly with the exclusion of \( p_i \)).
If \( R^-(p_i) \cap \partial E^* \subseteq \{0\} \) we repeat the same construction in \( R^-(p_i) \).
As \( \partial R(p_i) \subseteq \text{Reg} \subseteq \text{Reg}_{A^0_{l-1}} \) and \( \eta_{Z^+} = \theta_{A^0_{l-1}} \), we have that \( \eta_{Z^+} = \theta_{A^0_{l-1}} \) on \( \{(a) \times [-b, b]\} \cap (A^0_{l-1}) \) (respectively \( \eta_{Z^-} = \theta_{A^0_{l-1}} \) on \( \{(-a) \times [-b, b]\} \cap (A^0_{l-1}) \)), so we can apply Lemma 4.9 and find a system of curves in \( H^{2,p}(\mathbb{S}) \), which will be our \( A^0_i \), such that \( A^0_i \cap R^+(p_i) = \text{graph}(Z^+) \) and \( \theta_{A^0_i|_{x=\mp(i)}} = \eta_{Z^+} \), while \( (A^0_{l-1}) = (A^0_{l-1}) \) and \( \theta_{A^0_{l-1}} = \theta_{A^0_{l-1}} \) outside of \( R(p_i) \).
By construction we have that (i) and (ii) are satisfied. Furthermore
\[
\sup_{R(p_i)} \theta_{A^0_l} = \theta_{A^0_{l-1}}(p_i) = \theta_{A^0_{l-1}} = \cdots = \sup_{R(p_i)} \theta_{A^0_0} = \sup_{R(p_i)} \theta_1 \leq M.
\]
Since \( (A^0_l) \subseteq (A^0_{l-1}) \subseteq (\Gamma) \), we get, using (46),
\[
\mathcal{F}(A^0_l, (A^0_{l-1})^{-1}(R(p_i))) \leq M \mathcal{F}(\Gamma, \Gamma^{-1}(R(p_i))) \leq \frac{1}{C2^n},
\]
and (iii) follows.
We now consider the most difficult case.
Case 2 of step 1. Suppose \( p_i \in \text{acc}_{\text{sing}}(A^0_{l-1}) \cap \text{Reg}_{\partial E^*} \).
We keep the notation introduced at the beginning of step 1, but we omit the super/subscript \( \pm \), since we directly work on the whole of \( R(p_i) \).
Using the assumption that \( p_i \) is a regular point for \( \partial E^* \) it follows that
\[
R(p_i) \cap \partial E^* = \text{graph}(\phi),
\]
where \( \phi \in H^{2,p}([-a, a], \mathbb{R}) \), and \( \phi(0) = \phi'(0) = 0 \). Let \( \{z_1^\pm, \ldots, z_{r-1}^\pm\} := ((\pm a) \times [-b, b]) \cap (A^0_{l-1}) \). Fix \( \phi \) with \( 1 \leq l \leq r \). Let
\[
I_l := \{x \in [-a, a] : f_l(x) \neq \phi(x)\} = \bigcup_{k \in \mathbb{N}} I_{l,k}.
\]
where the $I_{lk}$ are open pairwise disjoint intervals. We replace the function $f_l$ with the function $g_l$ defined as follows. If $I_l$ is composed by a finite number of connected components then we let $g_l := f_l$. Otherwise, let $\sigma \in \mathbb{N}$ and define $g_l, \sigma \in H^{2,p}(]-a, a[)$ as

$$g_l, \sigma := \begin{cases} \phi & \text{on } I_{lk} \text{ with } k \geq \sigma \text{ and } \pm a \notin \partial I_{lk}, \\ f_l & \text{otherwise in } []-a, a[. \end{cases}$$

The requirement $\pm a \notin \partial I_{lk}$ is needed to ensure that the conditions on the lateral boundary of $R(p_l)$ remain unchanged.

Observe that $g'_l, \sigma = f'_l$ on $]-a, a[ \setminus \bigcup_{k \geq \sigma} I_{lk}$ and $g''_l, \sigma = f''_l$ almost everywhere on $]-a, a[ \setminus \bigcup_{k \geq \sigma} I_{lk}$. Since $\lim_{n \to +\infty} \sum_{k \geq \sigma} \mathcal{H}^1(I_{lk}) = 0$, using the absolute continuity of the Lebesgue integral, we can choose $\sigma_l(n) \in \mathbb{N}$ such that

$$\left| \mathcal{P}\left( f_l, []-a, a[\right) - \mathcal{P}(g_l, \sigma_l(n), []-a, a[\right) \right| \leq \mathcal{P}\left( f_l, \bigcup_{k \geq \sigma_l(n)} I_{lk} \right) + \mathcal{P}\left( \phi, \bigcup_{k \geq \sigma_l(n)} I_{lk} \right) \leq \frac{1}{2^n \delta(n)r}.$$  \hspace{1cm} (49)

Repeating the same arguments for every $l \in \{1, \ldots, r\}$ we obtain a collection of functions $\{g_1, \ldots, g_r\} \subset H^{2,p}(]-a, a[)$ defined as $g_l := g_l, \sigma_l(n)$. Let us consider the family

$$Z := \{(\phi, 1), (g_1, 2\mu_1), \ldots, (g_r, 2\mu_r)\}. \hspace{1cm} (50)$$

By construction we have $R(p_l) \cap \partial E^* \subseteq \text{graph}(Z) \subseteq \{A_{n-1}^n \cap R(p_l), \text{graph}(Z) \cap \partial R(p_l) = \{\pm 1, \ldots, \pm \} \}$ and $\eta_Z = \theta_{A_{n-1}^n}$ on $\partial R(p_l)$. Applying Lemma 4.9 we obtain a system of curves in $H^{2,p}(\mathbb{S})$, which will be our $A_{n}^n$, whose trace and density function outside $R(p_l)$ are the same of $A_{n-1}^n$, while $(A_{n}^n \cap R(p_l)) = \text{graph}(Z)$ and $\theta_{A_{n}^n} = \eta_Z$ on $\text{graph}(Z)$. By construction we have that (ii) is satisfied; moreover $\{q \in \text{graph}(Z): \eta(q) \text{ is odd} \} = \text{graph}(\phi)$. Hence (i) is valid. Using (49) we obtain

$$\left| \mathcal{F}(A_{n}^n, (A_{n}^n)^{-1}(R(p_l))) - \mathcal{F}(A_{n-1}^n, (A_{n-1}^n)^{-1}(R(p_l))) \right|$$

$$= \left| \mathcal{P}(\phi, []-a, a[) + \sum_{l=1}^{r} 2\mu_l \mathcal{P}(g_l, []-a, a[) \right| - \mathcal{P}(\phi, []-a, a[) + \sum_{l=1}^{r} 2\mu_l \mathcal{P}(f_l, []-a, a[) \right|$$

$$\leq M \sum_{l=1}^{r} \left| \mathcal{P}(g_l, []-a, a[) - \mathcal{P}(f_l, []-a, a[) \right| \leq \frac{M}{2^n \delta(n)}. \hspace{1cm} (51)$$

Hence (iii) is valid and this concludes the proof in case 2.

We are now in a position to conclude the proof of step 1. Define $A_n := A_{2\delta(n)}^n$. By construction we have $\partial E^* \subseteq (A_n) \subseteq (\Gamma)$ and $\sharp(\text{Sing}_{A_n} \cap \partial E^*) < +\infty$. Furthermore since the set of all points where $A_n$ has odd density is the same as the set of all points where $\Gamma$ has odd density, from Proposition 3.13, we obtain that $\{A_{n}\} \cap \Delta E^* = 0$. Therefore (a), (b) and (c) hold.

Since by construction the support and density function of $A_{n}^n$ and $A_{n-1}^n$ agree outside of $R(p_l)$, we have, using also (iii),

$$\left| \mathcal{F}(A_n) - \mathcal{F}(\Gamma) \right| = \left| \mathcal{F}(A_{2\delta(n)}^n) - \mathcal{F}(A_{n}^n) \right| \leq \sum_{i=1}^{\delta(n)} \left| \mathcal{F}(A_{n}^n) - \mathcal{F}(A_{n-1}^n) \right|$$

$$= \sum_{i=1}^{\delta(n)} \left| \mathcal{F}(A_{n}^n, (A_{n}^n)^{-1}(R(p_l))) - \mathcal{F}(A_{n-1}^n, (A_{n-1}^n)^{-1}(R(p_l))) \right|$$
\[\begin{align*}
\sum_{i:p_i \in \text{Reg}_{E^*}} \left| \mathcal{F}(A_{i}^n, (A_{i}^n)^{-1}(R(p_i))) - \mathcal{F}(A_{i-1}^n, (A_{i-1}^n)^{-1}(R(p_i))) \right| \\
+ \sum_{i:p_i \in \text{Sing}_{E^*}} \left| \mathcal{F}(A_{i}^n, (A_{i}^n)^{-1}(R(p_i))) - \mathcal{F}(A_{i-1}^n, (A_{i-1}^n)^{-1}(R(p_i))) \right| \leq \frac{1 + M}{2^n}.
\end{align*}\]

Hence also (d) is valid, and the proof of step 1 is concluded.

Step 2. We construct a sequence \(\{\Gamma_n\} \subset H^{2,p}(\mathcal{S})\) of limit systems of curves such that

(a') \(\partial E^+ \subset (\Gamma_n) \subset (A_n)\);
(b') \(|A_{i+1} \Delta A_{i}^n| = 0\);
(c') \(\text{Sing}_{E^+} \cap (\mathbb{R}^2 \setminus \partial E^+)\) is a finite set for any \(n \in \mathbb{N}\);
(d') \(\mathcal{F}(\Gamma_n) \leq \mathcal{F}(A_n)\) for any \(n \in \mathbb{N}\).

In order to construct \(\Gamma_n\) we use a recursive algorithm consisting of \(\delta(n)\) steps. Let \(\Gamma_n^* := A_n\), \(i \leq i \leq \delta(n)\) and suppose that \(\Gamma_{i-1}^*\) has been defined. Then \(\Gamma_i^*\) is obtained by modifying \(\Gamma_{i-1}^*\) only on \(\text{int}(R(p_i))\), in such a way that:

(i') the set of the points of \((\Gamma_i^*)\) where \(\theta_{\Gamma_i^*}\) is odd is the same as the set of the points of \((\Gamma_{i-1}^*)\) where \(\theta_{\Gamma_{i-1}^*}\) is odd;
(ii') \(R(p_i) \cap \text{Sing}_{E^*} \cap (\mathbb{R}^2 \setminus \partial E^+)\) is finite;
(iii') \(\mathcal{F}(\Gamma_i^*, (\Gamma_i^*)^{-1}(R(p_i))) \leq \mathcal{F}(\Gamma_{i-1}^*, (\Gamma_{i-1}^*)^{-1}(R(p_i)))\).

We proceed in two different ways depending on whether \(p_i \in \partial E^+\), \(p_i \in \mathbb{R}^2 \setminus \partial E^+\).

Case 1 of step 2. Suppose \(p_i \in \partial E^+\).

Repeating the construction at the beginning of step 1 we can find a family
\[G^+ := \{(\phi_1^+, 1), \ldots, (\phi_k^+, 1), (u_1^+, 2v_1^+), \ldots, (u_k^+, 2v_k^+)\} \subset H^{2,p}[0, a] \times (\mathbb{N} \setminus \{0\}).\]
such that the functions \(u_i\) are all distinct and \(\phi_i^+ < \phi_j^+\) on \([0, a]\) for \(i < j\), and

\[\begin{align*}
\mathcal{F}^+(p_i) \cap \partial E^+ &= \bigcup_{i=1}^{k} \text{graph}(\phi_i^+) ; \\
\mathcal{F}^+(p_i) \cap (\Gamma_{i-1}^*) &= \text{graph}(G^+) ; \\
\eta_{G^+} &= \partial \Gamma_{i-1}^* \text{ in } \mathcal{F}^+(p_i).
\end{align*}\]

Notice that if \(p_i \in \text{Sing}_{E^*}\) (respectively \(p_i \in \text{Reg}_{E^*}\)) the function \(\phi_i^+\) coincides with the function \(\phi_i^+\) of case 1 of step 1 (respectively \(k = 1\) and \(\phi_i^+\) coincides with \(\phi_i^+\) of case 2 of step 1).

We want to modify \((\Gamma_{i-1}^*) \cap R(p_i)\) leaving the functions \(\phi_i^+\) unchanged in order to fulfill (i'), while, to obtain (ii'), (iii'), we want to replace every \(u_i^+\) with a function \(v_i^+\) whose graph has energy lower than the energy of the graph of \(u_i^+\) and the graphs of the \(v_i^+\) intersect each other tangentially and only a finite number of times.

To this aim we let
\[\Sigma_i^+ := \{v \in C^0([0, a]): \text{graph}(v) \subset \text{graph}(G^+), v(a) = u_i^+(a)\}, \quad i \in \{1, \ldots, r^+\}.
\]
Applying Lemma 4.5 we obtain a family \([v_1^+, \ldots, v_{r^+}^+] \subset H^{2,p}[0, a]\) such that \(v_i^+\) is a minimizer for \(P\) in \(\Sigma_i^+\) and if \(v_i^+(c) = v_j^+(c)\) for some \(c \in [0, a]\) then \(v_i^+ = v_j^+\) in \([0, c]\). Then we consider the family
\[H^+ := \{(\phi_1^+, 1), (\phi_2^+, 1), (v_1^+, 2v_1^+), \ldots, (v_{r^+}^+, 2v_{r^+}^+)\} \subset H^{2,p}[0, a] \times (\mathbb{N} \setminus \{0\}).\]
We remark that \((\Gamma^n_i) \cap \partial R^+(p_i) = \text{graph}(H^+) \cap \partial R^+(p_i)\). In addition, if \(z \in \text{graph}(H^+) \cap \partial R^+(p_i)\) then 
\[\eta_{H^+}(z) = \eta_{G^+}(z) = \theta_{\Gamma^n_i}(z)\]. Finally we note that, by construction, \(\eta_{H^+}(q)\) is odd if and only if \(q \in \bigcup_{i=1}^k \text{graph}(\phi^+_i)\) (possibly with the exclusion of \(p_i\)).

Then we repeat the same construction in \(R^-(p_i)\).

As all the hypotheses are fulfilled, we can apply Lemma 4.9 and obtain a system of curves \(\Gamma^n_i \in H^2; p(S)\) such that 
\[(\Gamma^n_i) \cap R^+(p_i) = \text{graph}(H^+)\) and \((\theta_{\Gamma^n_i})|_{R^\pm(p_i)} = \eta_{H^\pm}\).

Since 
\[(\Gamma^n_i)^{-1}\left((\mathbb{R}^2 \setminus \partial E^*) \cap R^\pm(p_i)\right) \subset \bigcup_{i=1}^k \text{graph}(\nu^\pm)\]
and the set of singular points of \(\bigcup_{i=1}^k \text{graph}(\nu^\pm)\) is finite we have that \(\Gamma^n_i\) satisfies (ii'). Furthermore
\[
\mathcal{F}(\Gamma^n_i, (\Gamma^n_i)^{-1}(R(p_i))) = \sum_{l=1}^{k^*} \mathcal{P}(\phi_i, \nu, \nu_0) + \sum_{l=1}^{k^*} \mathcal{P}(\phi_i, 1-a, \nu_0) + \sum_{l=1}^{k^*} 2\nu^+ \mathcal{P}(\nu_0, 1-a, 0l) + \sum_{l=1}^{k^*} 2\nu^+ \mathcal{P}(\nu_0, 0a0]\]
\[\leq \sum_{l=1}^{k^*} \mathcal{P}(\phi_i, \nu, \nu_0) + \sum_{l=1}^{k^*} \mathcal{P}(\phi_i, 1-a, \nu_0) + \sum_{l=1}^{k^*} 2\nu^+ \mathcal{P}(\nu_0, 1-a, 0l) + \sum_{l=1}^{k^*} 2\nu^+ \mathcal{P}(\nu_0, 0a0]\]
\[= \mathcal{F}(\Gamma^n_i, (\Gamma^n_i)^{-1}(R(p_i)))\],

which is (iii').

**Case 2 of step 2.** Suppose \(p_i \in \mathbb{R}^2 \setminus \partial E^*\).

In this case we obtain \(\Gamma^n_i\) simply repeating the construction used in step 1 in the proof of Theorem 5.1. Since we supposed that \(R(p_i) \subset \mathbb{R}^2 \setminus \partial E^*\), in \(R(p_i)\) there are not points of \((\Gamma^i)\) or \((\Gamma^n_i)\) with odd density. Therefore the set of points of \((\Gamma^n_i)\) where \(\theta_{\Gamma^n_i}\) is odd coincides with the set of points of \((\Gamma^n_i)\) where \(\theta_{\Gamma^n_i}\) is odd, by construction we have
\[
\mathcal{F}(\Gamma^n_i, (\Gamma^n_i)^{-1}(R(p_i))) \leq \mathcal{F}(\Gamma^n_i, (\Gamma^n_i)^{-1}(R(p_i))).
\]
and \((\Gamma^n_i)\) verifies the finiteness property in \(R(p_i)\). This concludes the proof of case 2 of step 2.

We are now in a position to conclude the proof of step 2. Define
\[
\Gamma_n := \bigcup_{i \in \mathbb{N}} \Gamma^n_i.
\]

Applying Theorem 5.1 we can find a *limit* system of curves which is equivalent to \(\Gamma_n\). Let us still denote by \(\Gamma_n\) this new limit system of curves. Since we did not modify the set of points with odd multiplicity, thanks to Proposition 3.13 we have that \(|A_{\Gamma_n} \Delta A_{\Lambda_n}| = 0\) which is the assertion of \((b')\). By construction we have \(\partial E^* \subseteq (\Gamma_n) \subseteq (\Lambda_n) \subseteq (\Gamma)\), and \(2 Sing_{\Gamma_n} \cap (\mathbb{R}^2 \setminus \partial E^*) < +\infty\) which are the assertions of \((a')\) and \((c')\). Furthermore,
\[
\mathcal{F}(\Gamma_n) = \mathcal{F}(\Gamma^n_{(\Lambda_n)}) \leq \mathcal{F}(\Gamma^n_{(\Lambda_n-1)}) \leq \cdots \leq \mathcal{F}(\Gamma^n_i) \leq \mathcal{F}(\Gamma^n_0) = \mathcal{F}(\Lambda_n),
\]
which proves \((d')\) and this concludes the proof of step 2.

Now, using the properties of \(\Lambda_n\) and \(\Gamma_n\), we can conclude the proof of the theorem. Thanks to \((b), (b')\), we have
\[
|A_{\Gamma_n} \Delta E| = |A_{\Gamma_n} \Delta A_{\Lambda_n}| + |A_{\Lambda_n} \Delta E| = 0,
\]
and hence (45) holds. Since every \(\Gamma_n\) is a limit system of curves and (45) holds, using Remarks 2.23 and 2.20, we have \(|\Gamma_n| \subset \mathcal{A}(E)\). Given \(n \in \mathbb{N}\), from \((c)\) and \((c')\) it follows that \((\Gamma_n)\) verifies the finiteness property, therefore \(|\Gamma_n| \subset \mathcal{Q}_{\text{fin}}(E)\).
By construction we have $\|\theta_r\|_{L^\infty} \leq \|\theta_r\|_{L^\infty}$ and from (a), (a') it follows that $(\Gamma_n) \subseteq (\Gamma)$, hence

$$\sup_{n \in \mathbb{N}} \mathcal{F}(\Gamma_n) < +\infty.$$ 

So we can apply Theorem 2.10 to obtain a subsequence (still indicated by $(\Gamma_n)$) $H^{2,p}$-weakly converging to a certain system of curves $\tilde{\Gamma}$. Again as in the proof of Theorem 5.1, due to the fact that the diameters of the nice rectangles used to cover the set $\text{ac} E$ uniformly decrease to 0, we obtain

$$\text{Reg}_{\tilde{\Gamma}} = \text{Reg}_\Gamma, \quad (\theta_{\tilde{\Gamma}})|_{\text{Reg}_{\tilde{\Gamma}}} = (\theta_{\Gamma})|_{\text{Reg}_\Gamma}.$$ 

These relations, together with Lemma 3.11, imply that $\tilde{\Gamma} \sim \Gamma$.

Using (d), (d'), Lemma 3.9 and the $H^{2,p}$ weak lower semicontinuity of $\mathcal{F}$, we have

$$\mathcal{F}(\Gamma) = \mathcal{F}(\tilde{\Gamma}) \leq \liminf_{n \to +\infty} \mathcal{F}(\Gamma_n) = \limsup_{n \to +\infty} \mathcal{F}(\Gamma_n) \leq \limsup_{n \to +\infty} \mathcal{F}(\Lambda_n) = \mathcal{F}(\Lambda_n) = \mathcal{F}(\Gamma).$$

Eventually, assertion (44) is a direct consequence of (42) and the assertions concerning $(\Gamma_n)$. □

Fig. 7 illustrates the construction of the sequence $(\Gamma_n)$ of Theorem 6.3 in a particular situation.

7. Regularity of minimal systems in $A(E)$

In the following theorem we prove a regularity result for minimal systems of curves. We limit ourselves to study the regularity of $(\Gamma)$ in $\mathbb{R}^2 \setminus \partial E^*$ and locally around regular points, since we know that $\Gamma$ is without crossings and the optimal regularity for $(\Gamma)$ in $\text{Reg}_{\Gamma} \cap \partial E^*$ is given by the local representation of functions of class $H^{2,p}$.

**Theorem 7.1.** Let $p = 2$ and let $E \subset \mathbb{R}^2$ be such that $\overline{\mathcal{F}}(E) < +\infty$. Then every minimal system $\Gamma$ of curves in $A(E)$ verifies the finiteness property in any open subset $U \subset \mathbb{R}^2 \setminus \partial E^*$.

Furthermore, every connected component $B$ of $\text{Reg}_{\Gamma} \cap \overline{U}$ is an analytic curve and its curvature $\kappa$ verifies the equation

$$2\frac{d^2}{ds^2} \kappa + \kappa^3 - \kappa = 0, \quad s \in \left[0, \mathcal{H}^1(B) \right]. \quad (52)$$

**Proof.** Let $\Gamma$ be a minimal system in $A(E)$ and fix an open set $U \subset \mathbb{R}^2 \setminus \partial E^*$. The proof consists of two steps.

**Step 1.** Every connected component $B$ of $\text{Reg}_{\Gamma} \cap \overline{U}$ is an analytic curve and its curvature $\kappa$ verifies (52).

Let $B$ be a connected component of $\text{Reg}_{\Gamma} \cap \overline{U}$; $B$ is a one-dimensional submanifold of $\mathbb{R}^2$ of class $H^{1,2}$ and $\theta_B$ is constant and even on $B$. Let $\alpha_0 : [0, \mathcal{H}^1(B)] \to \mathbb{R}^2$ be a parametrization by arc length of $B$, let $\eta \in C_c^\infty([-1, \mathcal{H}^1(B)])$ and consider the curve $\alpha_\epsilon : [0, \mathcal{H}^1(B)] \to \mathbb{R}^2$, $\alpha_\epsilon := \alpha + \epsilon \eta$. For $|\epsilon| \ll 1$ we have $(\alpha_\epsilon) \cap \left[(\Gamma) \setminus B \right] = \emptyset$. Using Lemma 4.1, we can find a system of curves $\Gamma_\epsilon \in A(E)$, whose trace is given by

$$\Gamma_\epsilon := ((\Gamma) \setminus B) \cup (\alpha_\epsilon),$$

and $\theta_{\Gamma_\epsilon} = \theta_{\Gamma} | (\Gamma) \setminus B$, while $\theta_{\Gamma_\epsilon}$ on $(\alpha_\epsilon)$ assumes the same constant value of $\theta_{\Gamma}$ on $B$. Since the set of points with odd multiplicity of $\Gamma$ and $\Gamma_\epsilon$ coincides, using Corollary 5.2 and Proposition 3.13, we can find a system of curves $\Gamma_\epsilon \in A(E)$ which is equivalent to $\Gamma_\epsilon$. Therefore, from the minimality of $\Gamma$ on $A(E)$, we have

$$\lim_{\epsilon \to 0} \frac{\mathcal{F}(\alpha + \epsilon \eta) - \mathcal{F}(\alpha)}{\epsilon} = 0.$$
Using [13] and the regularity theory of ordinary differential equations, it follows that $B$ is an analytic submanifold of $\mathbb{R}^2$ and (52) holds.

Step 2. $\Gamma$ verifies the finiteness property in $U$.

Suppose by contradiction that there exists $U \subseteq \mathbb{R}^2 \setminus \partial E^*$ such that $\Gamma$ does not verify the finiteness property in $U$. Hence $\text{acc}_{\text{Sing}}(\Gamma) \cap \overline{U} \neq \emptyset$. Let $p \in \text{acc}_{\text{Sing}}(\Gamma) \cap \overline{U}$ and let $R(p) = [-a, a] \times [-b, b]$ be a nice rectangle for $(\Gamma)$ at $p$ such that

$$R(p) \subseteq \mathbb{R}^2 \setminus \partial E^*;$$
$$\sharp(R^+(p) \cap \text{Sing}_R) = +\infty;$$
$$(\Gamma) \cap \partial R(p) \subseteq \text{Reg}_R.$$ 

Let

$$Y^+ := \{(f_1^+, \mu_1^+), \ldots, (f_r^+, \mu_r^+)\} \subseteq H^{2,p}(\mathbb{R} \setminus \{0\})$$

be a canonical family for $\Gamma$ in $R^+(p)$. For every $i, j \in \{1, \ldots, r\}$ let

$$I_{ij} := \{x \in [0, a]; (x, f_j^+(x)) = (x, f_j^+(x)) \in \text{Sing}_R\}, \quad \xi_{ij} := \sup\{x; x \in I_{ij}\}.$$ 

Note that, since $(\Gamma) \cap \partial R(p) \subseteq \text{Reg}_R$, we have $a \notin I_{ij}$. If $0 < \xi_{ij} < a$ then, due to the minimality of $\Gamma$ in $\mathcal{A}(E)$ we have

$$\mathcal{P}(f_j^+, [0, \xi_{ij}]) = \mathcal{P}(f_j^+, [0, \xi_{ij}]).$$

(53)

Indeed, suppose by contradiction that $\mathcal{P}(f_j^+, [0, \xi_{ij}]) < \mathcal{P}(f_j^+, [0, \xi_{ij}])$. Setting

$$\hat{f}_j := \begin{cases} f_j^+ & \text{on } [0, \xi_{ij}], \\
\tilde{f}_j & \text{on } [\xi_{ij}, a], \end{cases}$$

from Lemma 4.9 and Corollary 5.2, we can find a system of curves $\hat{\Gamma} \in \mathcal{A}(E)$ such that $(\hat{\Gamma}) \cap R^+(p) = \text{graph}(\hat{Y})$, $\theta_{\hat{\Gamma} \setminus R^+(p)} = \eta_{\hat{Y}}$, where $\hat{Y}$ is obtained from $Y$ by replacing $f_j$ with $\hat{f}_j$. Hence $\mathcal{F}(\hat{\Gamma}) < \mathcal{F}(\Gamma)$ which contradicts the minimality of $\Gamma$, and (53) is proved.

Using step 1 we have that each $f_j^+$ is analytic on the interval $[0, \tilde{\xi}_j]$, where $\tilde{\xi}_j := \sup\{\tilde{\xi}_j; 1 \leq j \leq r\}$. Therefore, if $I_{ij}$ is infinite then $f_j^+ = \tilde{f}_j^+$ on $[0, \xi_{ij}]$. It follows that $\Gamma$ verifies the finiteness property in $R^+(p)$ and we have a contradiction. 

Remark 7.2. In the general case $p \in ]1, +\infty[\setminus \{2\}$, arguing as in the proof of Theorem 5.1, for a fixed $U \subseteq \mathbb{R}^2 \setminus \partial E^*$ it is possible to prove that there exists a minimal system of curves $\Gamma$ in $\mathcal{A}(E)$ verifying the finiteness property in $U$. The Euler equation for a functional whose integrand is a smooth function of $\kappa$ can be found in the literature, see for instance [13, pages 63, 64]. In this case a regularity result (similar to the one in Theorem 7.1) holds, at least on compact subsets where the curvature does not vanish.

8. Characterization of the sets $E$ with $\mathcal{F}(E) < +\infty$ and finite singular set

As a consequence of Theorem 5.1 and Corollary 5.2 we have that any $E \subseteq \mathbb{R}^2$ with $\mathcal{F}(E) < +\infty$ can be approximated, both in $L^1(\mathbb{R}^2)$ and in energy, with sets having a finite number of singular points. Our purpose is to give a characterization of the subsets of $\mathbb{R}^2$ with finite singular set (and finite relaxed energy). Throughout this section we will always suppose that $E \subseteq \mathbb{R}^2$ has continuous unoriented tangent, that $\partial E$ is piecewise $H^{2,p}$ and that $\text{Sing}_{\partial E}$ is finite. Hence $E^* = E$ and for every $p \in \text{Reg}_{\partial E}$ the set $E$ can be locally written as the subgraph of an $H^{2,p}$ function defined on $T_p(\partial E)$. 

The following definition is contained in [4, p. 282] and is needed to “count” the number of singularities of \( \partial E \) with an appropriate multiplicity.

**Definition 8.1.** For every \( p \in \text{Sing}_{\partial E} \) we define the balanced multiplicity \( \omega_{\partial E}(p) \) as
\[
\omega_{\partial E}(p) := \frac{|\rho^+(p) - \rho^-(p)|}{2},
\]
where \( \rho^+(p) \) (respectively \( \rho^-(p) \)) is the number of distinct graphs necessary to cover \( B^+_r(p) \cap \partial E \) (respectively \( B^-_r(p) \cap \partial E \)), for \( r > 0 \) small enough.

**Remark 8.2.** As observed in [4, p. 282], \( |\rho^+(p) - \rho^-(p)| \) is even for any \( p \in \text{Nod}_{\partial E} = \text{Sing}_{\partial E} \). Indeed, given \( p \in \text{Nod}_{\partial E} \), there exists \( r > 0 \) such that \( B_r(p) \) contains both points of \( E \) and of \( \mathbb{R}^2 \setminus E \), the intersection between \( \partial B_r(p) \) and \( \partial E \) is transversal and hence the number of the elements of \( \partial E \cap \partial B_r(p) \) is even. If \( r \) is sufficiently small, this number coincides with \( \rho^+(p) + \rho^-(p) \), which has the same parity of \( |\rho^+(p) - \rho^-(p)| \).

The following result is contained in [4, Theorems 6.3, 6.4].

**Theorem 8.3.** We have
\[
\sum_{p \in \text{Sing}_{\partial E}} \omega(p) \text{ is even } \Rightarrow \mathcal{F}(E) < +\infty.
\]
Furthermore if \( \text{Sing}_{\partial E} = \{p_1, \ldots, p_n\} \) and \( p_i \) is a simple cusp point for every \( i = 1, \ldots, n \), then
\[
\mathcal{F}(E) < +\infty \Rightarrow n \text{ is even}. \tag{54}
\]

Actually, a more refined result can be proved. Indeed, the following theorem holds.

**Theorem 8.4.** We have
\[
\mathcal{F}(E) < +\infty \Rightarrow \sum_{p \in \text{Sing}_{\partial E}} \omega_{\partial E}(p) \text{ is even}.
\]

Theorem 8.4 is based, among other tools, on formula (44) and on Theorem 8.3; since no new techniques are needed, we omit its proof, which can be found in [5].

We now want to prove Theorem 8.6, which is one of the main representation results for \( \mathcal{F} \) of the paper.

Let \( E \subset \mathbb{R}^2 \) be such that \( \mathcal{F}(E) < +\infty \). Suppose that \( \text{Sing}_{\partial E} \) is not empty, finite and composed only by simple cusp points. Using Theorem 8.3 we have
\[
\text{Sing}_{\partial E} = \{p_1, p_2, \ldots, p_{2M}\}, \quad M \in \mathbb{N} \setminus \{0\}.
\]

For every \( p_i \in \text{Sing}_{\partial E} \) we choose a unit vector \( v(p_i) \) normal to \( T_{p_i}(\partial E) \) in such a way that \( \rho^+_{\partial E}(p_i) \geq \rho^-_{\partial E}(p_i) \). Accordingly, the half-nice rectangle \( R^+(p_i) \) corresponds to \( \rho^+(p_i) \).

**Definition 8.5.** Let \( E \subset \mathbb{R}^2 \) be as above. We define \( \Sigma(E) \) as the set of all collections \( \{\sigma_1, \ldots, \sigma_M\} \) of curves such that

(i) \( \sigma_i \in H^{2-p}(0, 1) \) and \( |d\sigma_i/dt| \) is constant for every \( i = 1, \ldots, M \);
(ii) if \( \sigma_i(t_1) = \sigma_j(t_2) \) for some \( t_1, t_2 \in [0, 1] \) then \( d\sigma_i(t_1)/dt \) and \( d\sigma_j(t_2)/dt \) are parallel; moreover if \( \sigma_i(t) \in \partial E \) for some \( t \in [0, 1] \), then \( d\sigma_i(t)/dt \) is parallel to \( T_{\sigma_i(t)}(\partial E) \);
(iii) \( \sigma_i(0), \sigma_i(1) \in \text{Sing}_{\partial E} \) for every \( i \in \{1, \ldots, M\} \), and there exists a bijective application between \( \{\sigma_1(0), \sigma_1(1), \ldots, \sigma_M(0), \sigma_M(1)\} \) and \( \text{Sing}_{\partial E} \).
Moreover for every \( q \) we see that \( \sigma \Gamma \) satisfies also

\[
(\forall i \in \{1, \ldots, M\}) \quad \frac{d\sigma_i}{dt}(0) \text{ is parallel to } T_{\sigma_i(0)}(\partial E) \text{ and points in the direction of } R^-(\sigma_i(0)),
\]

\[
\frac{d\sigma_i}{dt}(1) \text{ is parallel to } T_{\sigma_i(1)}(\partial E) \text{ and points in the direction of } R^+(\sigma_i(1)).
\]

It is immediate to see that the set \( \Sigma(E) \) is not empty.

**Theorem 8.6.** Assume that \( F(E) < +\infty \) and that \( \text{Sing}_{\partial E} \) consists of a finite number of simple cusp points \( \{p_1, \ldots, p_{2M}\} \). Then we have the following representation formula for \( F(E) \):

\[
F(E) = \int_{\text{Reg}_{\partial E}} \left[ 1 + |\kappa_{\partial E}|^p \right] d\mathcal{H}^{1} + 2 \min_{\sigma \in \Sigma(E)} F(\sigma).
\]  

**Proof.** The proof is divided into three steps.

**Step 1.** We have

\[
F(E) \geq \int_{\text{Reg}_{\partial E}} \left[ 1 + |\kappa_{\partial E}|^p \right] d\mathcal{H}^{1} + 2 \inf_{\sigma \in \Sigma(E)} F(\sigma).
\]  

Thanks to (44), to obtain (56) it is enough to prove that for every \( \Gamma \in \mathcal{Q}_{\text{lim}}(E) \) we can find \( \sigma_{\Gamma} = \{\sigma_1, \ldots, \sigma_M\} \in \Sigma(E) \) such that

\[
F(\Gamma) \geq \int_{\text{Reg}_{\partial E}} \left[ 1 + |\kappa_{\partial E}|^p \right] d\mathcal{H}^{1} + 2F(\sigma_{\Gamma}).
\]  

We will see that \( \sigma_{\Gamma} \) satisfies also \((\forall i) \in \Gamma\). Let \( \Gamma \in \mathcal{Q}_{\text{lim}}(E) \). For every \( q \in \text{Sing}_{\Gamma} \supseteq \text{Sing}_{\partial E} \), we denote by \( R(q) \) a nice rectangle for \( \Gamma \) at \( q \) such that

\[
R(q) \cap \text{Sing}_{\Gamma} = \{q\}.
\]  

Moreover for every \( q \in \text{Sing}_{\Gamma} \setminus \text{Sing}_{\partial E} \) we make an arbitrary choice of a normal unit vector to \( (\Gamma) \) at \( q \) so that \( R^+(q) \), \( R^-(q) \) are defined.

Let us construct \( \sigma_1 \). From now on with the symbol \( \delta_j \) we denote \( +1 \) or \( -1 \). Accordingly, for every \( q \in \text{Sing}_{\Gamma} \) we write \( R^\delta_j(q) \) in place of \( R^\pm(q) \) when \( \delta_j = \pm 1 \).

**Construction of \( \sigma_1 \).** Set \( (G_0, \Psi_0, (q_0, \delta_1)) := ((\Gamma), \theta_{\Gamma}, (p_1, +1)) \). Suppose we have defined \( (G_i, \Psi_i, (q_i, \delta_i)) \) for some \( i \geq 1 \), with:

(a) \( \Psi_i : G_{i-1} \to \mathbb{N}, \quad \Psi_i := \begin{cases} \Psi_{i-1} - 2 & \text{on } H_i, \\ \Psi_{i-1} & \text{on } G_{i-1} \setminus H_i, \end{cases} \quad G_i := \{z \in G_{i-1} : \Psi_i(z) > 0\} \),

where \( H_i \subset G_{i-1} \) is a connected component of \( \text{Reg}_{G_{i-1}} \) such that: \( \Psi_{i-1} \geq 2 \) is constant on \( H_i \); \( q_i \in \text{Sing}_{\Gamma} \) is a point of the relative boundary of \( H_i \) (which is composed either by \( q_{i-1} \) itself, and in this case we understand that \( q_{i-1} = q_i \), or by two points \( [q_{i-1}, q_i] \subset \text{Sing}_{\Gamma} \); \( H_i \) crosses \( R_{-\delta_i-1}(q_{i-1}) \) and reaches \( q_i \) crossing \( R^\delta_i(q_i) \):

(b) the function \( \Psi_i \) verifies the train tracks property in the rectangle \( R(q) \) for every \( q \in G_i \cap (\text{Sing}_{\Gamma} \setminus \{p_1, q_i\}) \);

(c) if \( q_i \neq p_1 \) we have

\[
\sum_{z \in G_i \cap \partial R^+(p_1)} \Psi_i(z) = \sum_{z \in G_i \cap \partial R^+(p_1)} \Psi_i(z) + 2;
\]  

moreover

\[
\delta_i = \pm 1 \quad \Rightarrow \sum_{z \in G_i \cap \partial R^+(q_i)} \Psi_i(z) = \sum_{z \in G_i \cap \partial R^-(q_i)} \Psi_i(z) \mp 2;
\]
(d) if $q_i = q_1$ and $\delta_i = -1$ then
$$\sum_{z \in \bar{G}_i \cap \partial R^+(q_1)} \Psi_i(z) = \sum_{z \in \bar{G}_i \cap \partial R^-(q_1)} \Psi_i(z) + 4;$$
(e) if $q_i = q_1$ and $\delta_i = +1$ then
$$\sum_{z \in \bar{G}_i \cap \partial R^+(q_1)} \Psi_i(z) = \sum_{z \in \bar{G}_i \cap \partial R^-(q_1)} \Psi_i(z).$$

Let us construct the first step ($i = 1$). Since $p_1 := q_0$ is a simple cusp point and $\theta_W$ verifies the train tracks property, we can find a relative connected component of $\text{Reg}_{G_i}$ which crosses $R^-(p_1)$ and over which $\Psi_0 := \theta_W$ is constant $\geq 2$. Hence we can define $(G_1, \Psi_1, (q_1, \delta_1))$ satisfying properties (a)–(e), see Fig. 9.

Let us now explain in which way the algorithm constructs the step $i + 1$ from the step $i \geq 1$. If $\{z \in \partial R^{-\delta}(q_i) : \Psi_i(z) \geq 2\} = \emptyset$ then, from the hypothesis that $\text{Sing}_{\partial E}$ is composed only by simple cusps and (d), (e), we have that $q_i \in \text{Sing}_{\partial E} \setminus \{q_1\}$; in this case the algorithm stops and we set
$$(\sigma_1) := \overline{H_1} \cup \cdots \cup \overline{H_i}.$$ 

Otherwise, in view of (c), (d), (e) and (58) we can find an arc of regular points of $\Gamma$ which is contained in $G_i$, crosses $R^{-\delta_i}(q_i)$ and is such that $\Psi_i \geq 2$ is constant on this arc. Let $H_{i+1}$ be the connected component of $\text{Reg}_{G_i}$ containing this arc and let $\{q_i, q_{i+1}\}$ be the relative boundary of $H_1$ (possibly with $q_i = q_{i+1}$). Again from (b)–(e) we have that $\Psi_i \geq 2$ is constant on $H_{i+1}$ and $H_{i+1}$ reaches $q_{i+1}$ crossing $R^{\delta_{i+1}}(q_{i+1})$. In addition, setting $\Psi_{i+1}$ and $G_{i+1}$ as in (59) with $i$ replaced by $i + 1$, we have, thanks to (58), that $(G_{i+1}, \Psi_{i+1}, (q_{i+1}, \delta_{i+1}))$ satisfies (b)–(e) replacing everywhere $i$ with $i + 1$, see Fig. 9.

Therefore we can iterate the algorithm as specified above. Since $\Gamma \in \mathcal{Q}_{\text{fin}}(E)$ we have $\# \text{Sing}_{\partial E} < +\infty$, hence the algorithm stops after a finite number $n$ of steps. Furthermore $q_n = p_j \in \text{Sing}_{\partial E} \setminus \{p_1\}$. Indeed, if by contradiction $q_n = p_1$, from (b)–(e) we could iterate the algorithm also at step $n + 1$. 

Fig. 9. The construction of $\sigma_1$ in step 1 in the proof of Theorem 8.6.
We now define

\[(\sigma_1) := \overline{H_1} \cup \cdots \cup \overline{H_n}.\]

Since \(H_i\) and \(H_{i+1}\) have \(q_i\) as a boundary point and belong to opposite half planes with respect to the normal line to \(\Gamma_i\) at \(q_i\), using Lemma 4.1 we can find \(\sigma_1 \in H^{2,p}(0, 1)\) parametrized with constant speed and such that

\[(\sigma_1) = \bigcup_{i=1}^n \overline{H_i} \subset (\Gamma), \quad \sigma_1(0) = p_i, \quad \sigma_1(1) = p_j.\]

**Construction of \(\sigma_2\).** In order to obtain \((\sigma_2)\) (which is meaningful in the case that the number of cusps is larger than 2) we make a similar construction, but taking into account that parts of \((\Gamma)\) have already been “deleted” with a suitable weight in the construction of \(\sigma_1\). As we shall see, we will also modify the set \(E\) locally around the two points \(p_1, p_j\) in such a way that \(p_1\) and \(p_j\) becomes regular points of the new set. We start from \((G_0^1, \Psi_0^1, (p_j, +1))\), where \(p_j \in \text{Sing}_{\partial E}\), and \(G_0^1, \Psi_0^1\) are obtained as follows. Let

\[\widehat{\psi}_0^1(z) := \begin{cases} \theta(z) - 2\pi[s_1^{-1}(z)] & \text{if } z \in (\sigma_1), \\ \theta(z) & \text{if } z \in (\Gamma) \setminus (\sigma_1), \end{cases}\]

\[\widehat{\psi}_0^1 := \{z \in (\Gamma) : \widehat{\psi}_0^1(z) > 0\}.\]

Since \(p_1, p_j\) are simple cusp points, for \(m \in [1, j]\) we have

\[R(p_m) \cap \partial E = R^+(p_m) \cap \partial E = \gamma_m \circ \theta_m \circ \gamma_m^{-1}\]

where \(\gamma_m, \theta_m, \gamma_m^{-1}\) are functions of class \(H^{2,p}\). Now, for \(m \in [1, j]\), we replace \(\gamma_m \circ \theta_m \circ \gamma_m^{-1}\) with the support of a curve \(\alpha_m \in H^{2,p}(0, 1)\) such that: \((\alpha_m) \subset R(p_m); (\alpha_m) \cap (\Gamma) \cap \text{int}(R(p_m)) = \emptyset; \alpha_m\) joins the two points \(\gamma_m \circ \theta_m \circ \gamma_m^{-1}\) and \(\theta_m\) \(\cap \partial R^+(p_m)\); \(\alpha_m\) intersects \((\Gamma)\) tangentially. Then we define

\[\overline{\Psi}_0^1 := \begin{cases} \overline{\psi}_0^1 & \text{on } \overline{G}_0^1 \setminus \bigcup_{m \in [1, j], i \in \{1, 2\}} \gamma_m \circ \theta_m \circ \gamma_m^{-1}, \\ \overline{\psi}_0^1 - 1 & \text{on } \bigcup_{m \in [1, j], i \in \{1, 2\}} \gamma_m \circ \theta_m \circ \gamma_m^{-1}, \\ 1 & \text{on } (\alpha_1) \cup (\alpha_j), \end{cases}\]

By construction \(\overline{\Psi}_0^1\) verifies the train tracks property on \(G_0^1\) and every \(z \in G_0^1\) admits a nice rectangle for \(G_0^1\) at \(z\). Hence we can repeat the construction we used to obtain \(\sigma_1\) to get \(\sigma_2 \in H^{2,p}(0, 1)\) joining \(p_j, p_j \in \text{Sing}_{\partial E}\) with \(p_j \neq p_j\). Note that \((\sigma_2) \subset (\Gamma)\).

Iterating this argument exactly \(M\) times, we obtain the desired \(\sigma_F \in \Sigma(E)\). Now we observe that, since \((\sigma_i) \subset (\Gamma), \theta_i(z) > 2 \sum_{i=1}^M \mid[s_i^{-1}(z)]\) by construction and \((\Gamma) \subset E\), we also have \((57)\). This concludes the proof of step 1.

**Step 2.** Given \(\sigma = [\sigma_1, \ldots, \sigma_M] \in \Sigma(E)\) we can find \(F_\sigma = \{y_1, \ldots, y_M\} \in A^M(E)\) such that

\[F(\Gamma_\sigma) = \int_{\text{Reg}_{E}} \left[1 + \|\kappa_E\|^2\right] dH^1 + 2F(\sigma). \quad (60)\]

We start noticing that if we set

\[G := \bigcup_{i=1}^M (\sigma_i) \cup \partial E, \quad \Psi : G \to \mathbb{N} \setminus \{0\}, \quad \Psi(z) := \begin{cases} 2 \sum_{i=1}^M \mid[s_i^{-1}(z)] & \text{if } z \in \bigcup_{i=1}^M (\sigma_i) \setminus \text{Reg}_{E}, \\ 1 + 2 \sum_{i=1}^M \mid[s_i^{-1}(z)] & \text{if } z \in \text{Reg}_{E}, \end{cases}\]

we have that \(G\) admits a nice rectangle at any \(z \in G\). \(\Psi\) verifies the train tracks property on \(G\) and \(\partial E = \{z \in G : \Psi(z) = 1\}\). Recall that since \(\text{Sing}_{\partial E}\) is finite, then \(\text{Reg}_{E}\) consists of a finite number of (relative) connected components, whose (relative) boundary is composed by at most two distinct points of \(\text{Sing}_{\partial E}\).

For every \(p_i \in \text{Sing}_{\partial E}\) let \(R(p_i)\) be a nice rectangle for \(G\) at \(p_i\) such that \(R(p_i) \cap \text{Sing}_{\partial E} = \{p_i\}\). Recall that for every \(p_i \in \text{Sing}_{\partial E}\) the unit vector \(\nu(p_i)\) normal to \(G\) at \(p_i\) is such that \(R^+(p_i) \cap \text{Reg}_{E} \neq \emptyset\) and \(R^-(p_i) \cap \text{Reg}_{E} = \emptyset\).
Construction of $\gamma_1$. We will construct $\gamma_1$ by gluing together the parametrizations of the elements of a finite ordered chain composed by oriented relative connected components of $\text{Reg}_{\partial E}$ and oriented supports of elements of $\sigma$. Let $(a) \subset G$ be the support of a curve $\alpha$ of class $H^{2,p}$ connecting $p_i, p_j \in \text{Sing}_{\partial E}$ (with $p_i, p_j$ not necessarily distinct) such that $\alpha$ has constant speed. From now on by writing $(\alpha, (p_i, p_j))$ we mean that we move along $(\alpha)$ starting from $p_i$ and reaching $p_j$.

Let $K_1$ be a relative connected component of $\text{Reg}_{\partial E}$. If $K_1$ does not have relative boundary then $K_1$ is an embedded closed curve of class $H^{2,p}$ and hence we can find a curve $\gamma_1 \in H^{2,p}(S^1)$ which is a constant speed oriented parametrization of $K_1$ and we stop. Let us suppose that $\partial K_1 = \{p_1, p_2\}$ with $p_1, p_2 \in \text{Sing}_{\partial E}$ not necessarily distinct. We set $\tilde{\gamma}_1 = (\alpha_1, (p_1, p_2))$, where $\alpha_1$ is the arc length parametrization of $K_1$. Suppose that we have already constructed a chain

$$\tilde{\gamma}_l = (\alpha_1, (p_1, p_2)), (\alpha_2, (p_2, p_3)), \ldots, (\alpha_{l-1}, (p_{l-1}, p_l)), (\alpha_l, (p_l, p_{l+1})), \ldots,
$$

such that

(a) $p_l \in \text{Sing}_{\partial E}$ for every $l \in \{1, \ldots, i + 1\}$;
(b) if $l$ is odd $\alpha_l$ is the arc length parametrization of one of the relative connected components of $\text{Reg}_{\partial E}$ having $p_{l-1}, p_{l+1}$ as boundary points;
(c) if $l$ is even $\alpha_l$ is the arc length parametrization of the support of the unique $\sigma_l$ connecting $p_{l-1}, p_{l+1}$;
(d) if $l \neq m$ are both odd then $\alpha_l \cap \alpha_m = \emptyset$; if $l$ is even there is at most an even $m \neq l$ such that $\alpha_l = (\alpha_m)$.

Firstly we notice that, since if $l$ is odd (respectively even) $\alpha_l$ starts crossing $R^+(p_l)$ (respectively $R^-(p_l)$) and reaches $p_{l+1}$ crossing $R^+(p_{l+1})$ (respectively $R^-(p_{l+1})$), thanks to Lemma 4.1, we can glue together all the $\alpha_l$ in the order, and obtain a unique constant speed curve $\beta_l \in H^{2,p}(0, 1)$ whose support is given by $\bigcup_{l=1}^t(\alpha_l)$. In addition, thanks to (d) we have that $\beta_l$ satisfies

$$z \{\beta_l^{-1}(z)^{-1}\} \leq \Psi(z) \quad \forall z \in (\beta_l),
$$

hence $\beta_l$ covers $\sigma_l$ at most twice and once each (relative) connected component of $\text{Reg}_{\partial E} \cap (\beta_l)$.

Now if $i$ is odd (respectively even) and we can find a curve $\sigma_j$ having as starting or ending point $p_{i+1}$ (respectively a connected component $K$ of $\text{Reg}_{\partial E}$ having $p_{i+1}$ as boundary point) such that there is at most one even $l \in \{1, \ldots, i\}$ such that $\alpha_l = \sigma_j$ (respectively for every odd $l \in \{1, \ldots, i\}$ we have $\alpha_l \neq K$), then we set

$$\tilde{\gamma}_{l+1} := \tilde{\gamma}_l, (\alpha_{l+1}, (p_{l+1}, p_{l+2})).
$$

where $\alpha_{l+1}$ is the arc length parametrization of $\sigma_j$ (respectively of $K$) and $p_{l+2}$ is the other extreme of $\sigma_j$ (respectively $\{p_{l+1}, p_{l+2}\} = \partial K$). Otherwise we stop.

Since $\text{Reg}_{\partial E}$ consists of a finite number of (relative) connected components and $\sigma$ consists of a finite number of curves, the above construction stops after a finite number $n$ of steps. It is immediate to check that $n > 3$. We claim that $n$ is even and $p_{n+1} = p_1$. Suppose by contradiction that $n$ is odd. Then $\alpha_n$ parametrizes a connected component $K$ of $\text{Reg}_{\partial E}$ such that $\{p_n, p_{n+1}\}$ is the relative boundary of $K$ and $n \geq 5$. Furthermore as our construction stops, there are two even numbers $l, m \in \{1, \ldots, n-1\}$, $l < m$ such that $\alpha_l = (\alpha_m) = (\alpha_j)$, where $\alpha_j$ is the unique element of $\sigma$ having $p_{n+1}$ as starting or ending point.

This means that we crossed twice $R^-(p_{n+1})$ at the step $m \leq n-1$. If $l \leq m < n-1$, since there is at most only another relative connected component of $\text{Reg}_{\partial E}$ having $p_{n+1}$ as a boundary point, in view of (d) we have a contradiction. If $m = n-1$ then $(\alpha_{n-1}, p_{n+1}, p_n)$ and $l \leq n-3$ (notice that $n-3 \geq 2$ as $n \geq 5$). Therefore as in the previous case since there is at most only another relative connected component of $\text{Reg}_{\partial E}$ having $p_{n+1}$ as a boundary point, in view of (d) we have a contradiction. Hence $n$ is even. With a similar argument and using the fact that $n$ is even, one can prove that $p_{n+1} = p_1$.

As already noticed, we can find a constant speed curve $\beta_n \in H^{2,p}(0, 1)$ such that $\beta_n = \bigcup_{l=1}^n(\alpha_l)$. In addition, as $p_{n+1} = p_1$ and $\alpha_n$ reaches $p_1$ crossing $R^-(p_1)$, while $\alpha_1$ moves from $p_1$ crossing $R^+(p_1)$, we can find a
constant speed curve $\gamma_1 \in H^{2,p}(S^1)$ such that $(\gamma_1) = (\beta_h)$ and also by (61) $\sigma[\gamma_1^{-1}(z)] = \sigma[\beta_h^{-1}(z)] \leq \Psi(z)$ for every $z \in (\gamma_1)$.

Construction of $\gamma_2$. To obtain $\gamma_2$ we repeat the same construction used to obtain $\gamma_1$, but this time we start from $G_1 := \{ z \in G: \Psi_1(z) > 0 \}$, where $\Psi_1(z) := \Psi(z) - \sigma[\gamma_1^{-1}(z)]$ and taking into account that $\gamma_2$ verifies $\sigma[\gamma_2^{-1}(z)] \leq \Psi_1(z)$.

Since the number of connected components of $\text{Reg}_{\beta E}$ is finite and each component of $\sigma$ starts and ends at a boundary point of a relative connected component of $\text{Reg}_{\beta E}$, iterating this procedure we obtain $\Gamma{\sigma} := \{ \gamma_1, \ldots, \gamma_m \}$ such that $(\Gamma\sigma) = \bigcup_{j=1}^M (\sigma_j) \cup \partial E$ and $\theta_{\Gamma\sigma} = \Psi$. Hence (60) holds. Moreover, since by construction $\{ z \in (\Gamma\sigma): \theta_{\Gamma\sigma}(z) \equiv 1(\text{mod} 2) \} = \partial E^*$, by Proposition 3.13 we also have $\Gamma\sigma \in \mathcal{A}(E)$.

As a consequence of step 2 and (42) we get

$$\mathcal{F}(E) \leq \int_{\mathcal{Reg}_{\beta E}} [1 + |\sigma_{\beta E}|^p] d\mathcal{H}^1 + 2 \inf_{\sigma \in \mathcal{E}(E)} \mathcal{F}(\sigma).$$

Hence by step 1 we deduce

$$\mathcal{F}(E) = \int_{\mathcal{Reg}_{\beta E}} [1 + |\sigma_{\beta E}|^p] d\mathcal{H}^1 + 2 \inf_{\sigma \in \mathcal{E}(E)} \mathcal{F}(\sigma).$$

The proof of the theorem then follows from the following final step.

Step 3. There exists $\sigma \in \mathcal{E}(E)$ such that

$$\int_{\mathcal{Reg}_{\beta E}} [1 + |\sigma_{\beta E}|^p] d\mathcal{H}^1 + 2 \mathcal{F}(\sigma) = \int_{\mathcal{Reg}_{\beta E}} [1 + |\sigma_{\beta E}|^p] d\mathcal{H}^1 + 2 \inf_{\sigma \in \mathcal{E}(E)} \mathcal{F}(\sigma).$$

(62)

Let $\Gamma$ be a minimal element in $\mathcal{A}(E)$. Thanks to Theorem 6.3 we can pick a sequence $\{ \Gamma_n \} \subset H^{2,p}(S) \cap \mathcal{Q}_{\lim}(E)$ converging to $\Gamma$ in $H^{2,p}$. Let $\sigma_{\Gamma_n}$ be the elements of $\mathcal{E}(E)$ constructed in step 1, i.e., such that (57) holds with $\Gamma$ replaced by $\Gamma_n$. Since $\{ \sigma_{\Gamma_n} \} \subset \{ \sigma_\Gamma \}$ we get

$$\mathcal{F}(E) \leq \lim_{n \to \infty} \sup \int_{\mathcal{Reg}_{\beta E}} [1 + |\sigma_{\beta E}|^p] d\mathcal{H}^1 + 2 \mathcal{F}(\sigma) = \lim_{n \to \infty} \mathcal{F}(\Gamma_n) = \mathcal{F}(E).$$

Due to the strong convergence of the sequence $\{ \Gamma_n \}$ and the finiteness of $\text{Sing}_{\beta E}$, we can find a subsequence of $\{ \sigma_n \}$ which converges to a certain $\sigma \in \mathcal{E}(E)$. Using the lower semicontinuity of $\mathcal{F}$ on $\mathcal{E}(E)$ we have (55). \hfill $\square$

Eventually let us sketch very briefly how the representation formula (55) can be proved removing the hypothesis that every element of $\text{Sing}_{\beta E}$ is a simple cusp point (see [5] for a more detailed proof). Let $M := \frac{1}{2} \sum_{p \in \text{Sing}_{\beta E}} \omega_{\beta E}(p)$. Recall that $M \in \mathbb{N}$ by Theorem 8.4. In order to consider each singular point with the correct multiplicity, let us represent the set $\{ q \in \text{Sing}_{\beta E}: \omega_{\beta E}(q) \neq 0 \} = \{ \tilde{p}_1, \ldots, \tilde{p}_d \}$ as follows:

$$\{ q \in \text{Sing}_{\beta E}: \omega_{\beta E}(q) \neq 0 \} = \{ p_1, p_2, \ldots, p_{2M} \},$$

where $d \leq 2M$, $p_j := \tilde{p}_1$ for every $1 \leq j \leq \omega_{\beta E}(p_1)$, and $p_j := \tilde{p}_1$ for every $j$ with $\sum_{h=1}^{j-1} \omega_{\beta E}(\tilde{p}_h) \leq j < \sum_{h=1}^{j} \omega_{\beta E}(\tilde{p}_h)$ and every $i = 2, \ldots, d$.

Definition 8.7. We define $\mathcal{E}(E)$ as the set of all collections $\{\sigma_1, \ldots, \sigma_M\}$ of curves such that properties (i) and (ii) of Definition 8.5 hold, and

(iii) $\sigma_i(0), \sigma_i(1) \in \text{Sing}_{\beta E}$ for every $i \in \{1, \ldots, M\}$, and there exists a bijective application between $\{\sigma_1(0), \sigma_1(1), \ldots, \sigma_M(0), \sigma_M(1)\}$ and $\{ q \in \text{Sing}_{\beta E}: \omega_{\beta E}(q) \neq 0 \}$. 


Fig. 10. (a) shows the easiest example of formula (55): if $E$ is the set consisting of two drops (as in Fig. 1), then $\mathcal{F}(E)$ equals $\int_{\partial E} |\kappa_{\partial E}|^p \, dH^1$ plus twice the distance between the two simple cusp points. (b) and (c) (where $E$ consists of four drops) show that $\Sigma(E)$ does not necessarily reduce to a unique possible collection $\{\sigma_1, \ldots, \sigma_M\}$.

(iv) for every $i \in \{1, \ldots, M\}$ either
\[
\frac{d\sigma_i}{dt}(0) \text{ is parallel to } R_c \nu(\sigma_i(0)) \quad \text{and} \quad \frac{d\sigma_i}{dt}(1) \text{ is parallel to } R \nu(\sigma_i(1)),
\]

or
\[
\frac{d\sigma_i}{dt}(0) \text{ is parallel to } R \nu(\sigma_i(0)) \quad \text{and} \quad \frac{d\sigma_i}{dt}(1) \text{ is parallel to } R_c \nu(\sigma_i(1)),
\]

where $R_c$ (respectively $R$) denotes the rotation of $\pi/2$ in clockwise (respectively counterclockwise) order.

Notice that (iii) implies that for $i \in \{1, \ldots, m\}$ we have $\sigma_i(0) = p_{i_0}, \sigma_i(1) = p_{i_1} \in \text{Sing}_\partial E$ and $i_0 \neq i_1$ (however the points $p_{i_0}$ and $p_{i_1}$ may coincide).

The proof of (55) then follows by

(a) suitably approximating $E$ with a sequence $\{E_n\}$ of sets obtained by modifying $E$ locally around each point of $\text{Sing}_{\partial E}$ in such a way that $\partial E_n = \partial E$ outside the union of a family of nice rectangles of diameter strictly smaller than $1/2^n$ covering $\text{Sing}_{\partial E}$, and in addition $\text{Sing}_{\partial E_n}$ is composed only by simple cusp points;

(b) suitably passing to the limit as $n \to +\infty$ in the formula (55) where $E$ is replaced by $E_n$, which is valid thanks to Theorem 8.6, see [5].

8.1. A counterexample

Using Theorem 8.6 we show an example of a set $E$ for which the minimum in (44) is not attained.

**Proposition 8.8.** There exists a set $E$ with $\sharp \text{Sing}_{\partial E} = 2$ such that $\mathcal{F}(E) < +\infty$ and the minimum of $\mathcal{F}$ over the class $Q_{\text{lin}}(E)$ in (44) is not achieved.

**Proof.** Let $E_j$ with $j = 1, 2, 3$ be as in Fig. 7: they are three connected sets, whose closure are pairwise disjoint. The set $E_3$ is smooth and contained in $\{y \geq 0\}$, while $E_j, j = 1, 2$, are smooth except for the point $p_i$, which is a simple cusp point, $p_1 = (-1, 0), p_2 = (0, 1)$. The unoriented tangent to $\partial E_j$ at $p_i$ is the $x$-axis, $i = 1, 2$. We
suppose that the oscillating part of $\partial E_3$ touches the segment $]-1,1[\times\{0\}$ an infinite number of times. Since the segment joining $p_1$ and $p_2$ is an absolute minimizer for $\mathcal{F}$ in $\Sigma(E)$ the thesis follows from Theorem 8.6.

**Corollary 8.9.** There exists a set $E \subset \mathbb{R}^2$ such that $\mathcal{F}(E) < +\infty$, with only two simple cusp points and such that the minimal system in $\mathcal{A}(E)$ has multiplicity equal to 3 on a set of positive $\mathcal{H}^1$ measure.

**Proof.** It is enough to choose, in Proposition 8.8, the set $E_3$ in such a way that $\partial E_3$ intersects $]-1,1[\times\{0\}$ on a set of positive $\mathcal{H}^1$ measure.
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