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Abstract

In this paper we give conditions on the positive function $\phi^2$ under which every bounded solution $\sigma$ of the elliptic equation $\nabla \cdot (\phi^2 \nabla \sigma) = 0$ in $\mathbb{R}^n$ must be constant. The case when $\phi^2$ only depends on one or two variables is discussed at length. Moreover the asymptotic behavior of possibly unbounded solutions is characterized, improving in such a way a Liouville theorem due to Berestycki, Caffarelli and Nirenberg.
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1. Introduction

We shall be concerned here with the elliptic equation $\nabla \cdot (\varphi^2 \nabla \sigma) = 0$ on the Euclidean space $\mathbb{R}^n$; the weight function $\varphi^2$ is chosen to be $\varphi^2(x) > 0$, $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, $n \geq 1$.

The symbol $\nabla \sigma$ denotes the gradient vector $(\frac{\partial \sigma}{\partial x_1}, \ldots, \frac{\partial \sigma}{\partial x_n})$ of the solution $\sigma = \sigma(x)$, and $\nabla \cdot (\varphi^2 \nabla \sigma)$ stands for

$$\sum_{i=1}^n \frac{\partial}{\partial x_i} (\varphi^2 \frac{\partial \sigma}{\partial x_i}).$$

As usual we will say that the equation is uniformly elliptic if the function $\varphi^2$ is strictly positive and bounded, that is $0 < C \leq \varphi^2 \leq C^{-1}$, for some constant $C$; on the other end the case in which $\varphi^2$ decays to zero at infinity will be referred to as degenerate elliptic.

Liouville-type results will be understood to mean, as usual, assertions to the effect that the only bounded solutions $\sigma = \sigma(x)$ of the equation $\nabla \cdot (\varphi^2 \nabla \sigma) = 0$ in $\mathbb{R}^n$ are the constants.

Here we prove new Liouville theorems which are motivated by a famous symmetry question raised by E. De Giorgi. It concerns the one-dimensional character of bounded monotone solutions of semilinear elliptic problems in the whole $n$-dimensional space.

The main purpose of this paper is to establish conditions on the weight $\varphi^2$ under which a Liouville theorem holds.

For instance in the uniformly elliptic case a Liouville theorem is known to hold on $\mathbb{R}^n$ for any $n$ (De Giorgi–Nash–Moser, see [7,17,18]).

Things considerably change when one does not assume uniform ellipticity.

When $n = 2$ a Liouville-type result is known to apply to general (positive and) bounded weights $\varphi^2$ (see [9,11]). On the other hand in higher dimensions, $n \geq 3$, a counterexample, obtained in [2] by means of a probabilistic approach, shows that a Liouville theorem does not a priori holds true under the sole boundedness assumption on the positive function $\varphi^2$.

Thus when $n \geq 3$ a Liouville theorem may hold true only under some additional assumptions on the weight function $\varphi$. In this direction in [16] a Liouville theorem is given under certain integrability conditions on $\varphi^2$ (see [22,8]); more recently by means of a probabilistic approach a powerful result is given in [3]. Another direction which has been widely investigated is the one of radial weight functions, thus $\varphi(x) := \varphi(\|x\|)$ (see [11,14,13] among others). Indeed when $\varphi$ and $\sigma$ are sufficiently smooth, the equation under investigation takes the following form: $\Delta \sigma + (\frac{2\nabla \varphi}{\varphi}, \nabla \sigma) = 0$, where $(\cdot, \cdot)$ denotes the standard scalar product in $\mathbb{R}^n$. A Liouville-type theorem is then known to apply when “lower order terms” $\frac{2\nabla \varphi}{\varphi}$, vanish at a sufficiently fast rate as $\|x\| \to \infty$, more precisely when $\frac{2\nabla \varphi}{\varphi} = O(\|x\|^{-1})$ (see [11]). The $O(\|x\|^{-1})$-decay condition, which cannot be in general significantly relaxed (see [14]), implies for example that a Liouville theorem applies to the radial weight functions $\varphi^2(x) = (1 + \|x\|^2)^\alpha$, for any $\alpha \in \mathbb{R}$ (see [13] for more general results in this setting). On the other hand, it should be remarked that this is a quite heavy condition. For instance it does not apply to the case when “lower order terms” are constant.

In this paper a Liouville theorem is proved in the case of bounded weight functions $\varphi^2(x)$ which only depend on one or two variables, respectively $\varphi^2(x_n)$ and $\varphi^2(x_{n-1}, x_n)$ (see Sections 2 and 3). Thus we consider here the case of functions $\varphi^2(x)$ which satisfy symmetry assumptions different from the radial symmetry. For instance the weight function $\varphi^2(x_n) := e^{-\sqrt{1+x_n^2}}$ does not satisfy the $O(|x_n|^{-1})$-decay condition on the “lower order term” $\frac{2\nabla \varphi}{\varphi}$, moreover the integrability conditions on the weight function given in [16] do not hold either; yet a Liouville-type result can be proved in this setting (see Theorem 2.1).

Moreover making use of the technique of differential inequalities it is possible to state another type of Liouville theorem, replacing the boundedness condition on $\sigma$ by an assumption on the rate of divergence for its $L^2$ weighted integrals, where $\sigma$ now denotes more generally an arbitrary solution of the inequality $\sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq 0$ in $\mathbb{R}^n$. In this direction in Section 5, we improve a Liouville-type result which played a key role in the proof of a conjecture of De Giorgi (see (3) [6, p. 175]).
**Conjecture** [6]. Let us consider a solution \( u \in C^2(\mathbb{R}^n) \) of

\[
\Delta u = u^3 - u
\]

such that \(|u| \leq 1\), \(\partial_n u > 0\) in the whole \(\mathbb{R}^n\). Is it true that, for every \(\lambda \in \mathbb{R}\), the sets \([u = \lambda]\) are hyperplanes, at least if \(n \leq 8\)?

Ghoussoub and Gui proved the conjecture in 1997 when \(n = 2\) (see [10] and [5]), Ambrosio and Cabré proved it in 2000 when \(n = 3\) (see [1]).

The proofs for \(n = 2\) and \(3\) use some techniques in the linear theory developed by Berestycki, Caffarelli and Nirenberg in [5].

That is, for every coordinate \(x_i\), \(i = 1, \ldots, n - 1\), consider the function \(\sigma_i := \partial_i u / \partial_n u\), where \(\partial_i u = \partial u / \partial x_i\).

The goal is to show that, for every \(i\), \(\sigma_i\) is constant (then \(u\) is constant along \(n - 1\) directions, hence \(u\) is a function of one variable only and the conjecture follows). This will be achieved using a Liouville-type result for the linear degenerate elliptic equation satisfied by \(\sigma_i\), which turns out to be of the type we are interested in. Indeed using the fact that \(\partial_i u\) and \(\partial_n u\) satisfy the same linearized equation: \(\Delta u - (3u^2 - 1)\omega = 0\), one can easily show that \(\sigma_i\) satisfies: \(\nabla \cdot (\varphi^2 \nabla \sigma_i) = 0\) in \(\mathbb{R}^n\), where \(\varphi := \partial_n u\). This motivates the present work.

Some simple regularity results and bounds (see [1] for example) assure that \(|\nabla u|\) is bounded in the whole \(\mathbb{R}^n\), thus \(\varphi \sigma_i\) is bounded in \(\mathbb{R}^n\) (since by definition it equals to \(\partial_i u\)); hence the assumption of Berestycki, Caffarelli and Nirenberg Liouville theorem in [5] (which we recall in Remark 5.2) holds when \(n = 2\). This is essentially the proof of Ghoussoub and Gui (see [10] and [5]).

On the other hand the assumption in the Liouville theorem given in [1], which improves the one in [5] (we recall it in Remark 5.2, for the convenience of the reader), could be verified when (and only when) \(n \leq 3\), due to the (optimal) energy estimate given in [1]; thus proving the conjecture when \(n = 3\).

Here in Theorem 5.1 we improve the Liouville-type results given in [1] and [5].

We notice that recently De Giorgi conjecture has been solved by Ovidiu Savin for \(n \leq 8\), by means of a different approach (see [21]).

As a further motivation to the present work let us observe that the degenerate elliptic equations, whose weight functions decay exponentially along some direction, as we consider in Section 2, naturally arise in the proof of the one-dimensional character or symmetry of bounded monotone solutions to semilinear elliptic equations in the whole space \(\mathbb{R}^n\). Indeed the explicit one-dimensional solution of Eq. (1.1) (which is unique up to translations of the independent variable) is given by \(u(x) = \tanh(\frac{x - c}{\sqrt{a}})\) (for some \(c \in \mathbb{R}\) and \(a \in \mathbb{R}^n\) with \(|\sigma| = 1\) and \(a_n > 0\)); hence in order to prove the conjecture, following the above scheme, a useful tool would be a Liouville-type result which applies to a degenerate elliptic equation whose weight function \(\varphi(x)\) could be \(\partial_n u = (a_n/\sqrt{2})(\cosh(\frac{x - c}{\sqrt{a}}))^{-2}\).

This motivates the results in Section 2.

The structure of the paper is as follows. In Section 2 we prove a Liouville theorem concerning weight functions which only depend on one variable. Section 3 is devoted to the proof of a Liouville-type result for weight functions \(\varphi^2\) which only depend on two variables.

A new maximum principle for subsolutions is then proved in Section 4, under some assumptions on the weight \(\varphi^2\), which cannot be essentially sharpened. It generalizes a result of [3], which by the end was proved through a probabilistic approach. As an application we show that the Liouville-type result, given in Section 2, applies to solutions \(\sigma\) which are not a priori bounded. Finally in Section 5 we improve a Liouville-type result due to Berestycki, Caffarelli and Nirenberg. A classical counterexample shows that the asymptotic rate under which the Liouville theorem holds cannot be any more essentially sharpened when \(n = 2\); some counterexamples are given for \(n \geq 9\) too.

In the following we usually set \(\|x\| = (\sum_{i=1}^n (x_i)^2)^{1/2}\), for any \(x \in \mathbb{R}^n\), \(|x_n| = \max\{-x_n, x_n\}\). \(B_R = \{x \in \mathbb{R}^n: \|x\| < R\}\) and \(\partial B_R = \{x \in \mathbb{R}^n: \|x\| = R\}\).
2. A Liouville theorem for one-dimensional weights

Let us state the first Liouville-type result we obtained through a gradient estimate following from the maximum principle (see [19] for a general approach to the method).

**Theorem 2.1.** Let \( \varphi \) be a positive \( C^1 \) function, \( \varphi(x) := \varphi(x_n) \), such that:

(i) \( \varphi \in L^\infty(\mathbb{R}) \),
(ii) \( (\varphi'(x_n) \cdot x_n)^+ \leq K \varphi(x_n) \) in \( \mathbb{R} \), \( \exists K \geq 0 \).

Suppose that \( \sigma \in L^\infty(\mathbb{R}^n) \cap C^2(\mathbb{R}^n) \) satisfies:

\[
\nabla \cdot (\varphi^2(x_n) \nabla \sigma) = 0 \quad \text{in} \quad \mathbb{R}^n
\]

in the classical sense, \( \forall n \geq 1 \). Then \( \sigma \) is constant.

Theorem 2.1 holds for any \( n \geq 1 \) the interesting case, due to the above introduction, being the case \( n \geq 3 \).

Let us remark that under the above assumptions the operators under study are locally uniformly elliptic ones.

**Remark 2.2.** Let us notice that hypothesis (ii) in the theorem, when choosing \( K = 0 \) in it, simply stands for a nonincreasing assumption on \( \varphi \) as \( |x_n| \) increases, with no asymptotic rate restriction. The possibility to choose a positive \( K \) allows us to include the case of somewhere increasing weight functions.

**Remark 2.3.** Theorem 2.1 applies to equation

\[
\nabla \cdot \left( e^{-\alpha \sqrt{1 + x_n^2}} \nabla \sigma \right) = 0 \quad \text{in} \quad \mathbb{R}^n,
\]

for any \( \alpha > 0 \). Let us observe that the "lower order coefficient" \( 2 \varphi \varphi' \), corresponding to this choice of \( \varphi(x_n) := e^{-\frac{\alpha}{2} \sqrt{1 + x_n^2}} \), does not decay to zero as \( |x_n| \to +\infty \).

**Proof of the Theorem 2.1.** Let us define the following \( n-1 \) new functions:

\[
\psi_i(x) = \frac{c}{R^2} \sigma^2 + \xi^2(\partial_i \sigma^2), \quad \text{for any} \quad i = 1, \ldots, n-1,
\]

where \( \partial_i = \partial \partial_{x_i} \), \( \xi_R(x) := \xi(\|x\|/R) \), \( \xi \) being a \( C^2 \) function in \([0, 1]\) such that \( 0 \leq \xi \leq 1 \), \( \xi' \leq 0 \) and

\[
\xi(s) = \begin{cases} 1 & s \in [0, \frac{1}{2}], \\ 0 & s \geq 1, \end{cases}
\]

and \( c \) is some constant in \( \mathbb{R}^+ \), that will be fixed later on.

**Claim.** \( L \psi_i \geq 0 \) in \( \mathbb{R}^n \) where \( L := \frac{1}{\varphi^2} \nabla \cdot (\varphi^2 \nabla) = \Delta + \frac{2}{\varphi} \varphi' \partial_n \).

Due to the fact that \( \varphi \) is positive in \( \mathbb{R} \) and \( \varphi' \) is bounded in each compact set of \( \mathbb{R} \), since \( \varphi \in C^1(\mathbb{R}) \), it follows that \( \varphi'(x_n) \in L^\infty_{\text{loc}}(\mathbb{R}) \). Thus a maximum principle on bounded domains holds for \( L \) (see [12]), saying us that \( \forall R > 0 \):

\[
\max_{B_R} \psi_i \leq \max_{\partial B_R} \psi_i = \frac{c}{R^2} \max_{\partial B_R} \sigma^2 \leq \frac{c}{R^2} \| \sigma \|^2_{L^\infty(\mathbb{R}^n)}.
\]

On the other hand:

\[
\max_{B_R} \psi_i \geq \max_{B_\frac{R}{2}} \psi_i \geq \max_{B_\frac{R}{2}} (\partial_i \sigma)^2 \geq (\partial_i \sigma)^2(x), \quad \forall x \in B_\frac{R}{2}.
\]
From above, one can easily infer that:

$$\left| \partial_i \sigma(x) \right| \leq \frac{\sqrt{c}}{R} \| \sigma \|_{L^\infty(\mathbb{R}^n)} \quad \forall x \in B_{\frac{R}{2}}$$

letting \( R \to +\infty \), it follows that \((\partial_i \sigma)(x) = 0 \) \( \forall i = 1, \ldots, n - 1 \). It implies that the function \( \sigma \), which a priori depends on \( n \) variables, indeed only depends on \( x_n \), that is \( \sigma(x_1, \ldots, x_n) = \sigma(x_n) \). This is a symmetry result.

Coming back to our equation we easily find out that now \( \sigma \) solves the following one-dimensional problem:

$$\partial_a (\varphi^2(x_n) \partial_a \sigma) = 0 \quad \text{in } \mathbb{R}$$

(2.1)

which equivalently implies:

$$\partial_a \sigma = \frac{C}{\varphi^2(x_n)} \quad \text{in } \mathbb{R}$$

for some constant \( C \). Integrating both sides of the previous inequality, we get:

$$\sigma(x_n) = \int_a^{x_n} \frac{C}{\varphi^2(s)} \, ds + \sigma(a),$$

fixed arbitrarily \( a \in \mathbb{R} \). Making use of hypothesis (i) it follows that the previous function \( \sigma \) is bounded in \( \mathbb{R} \) if and only if \( C = 0 \); thus the only bounded solutions \( \sigma \) of (2.1) are the constants. This proves the theorem.

Indeed \( \int_a^{x_n} \varphi^{-2}(s) \, ds \geq \left( \| \varphi^2 \|_{L^\infty(\mathbb{R})} \right)^{-1} (x_n - a) \), which is obviously unbounded for any \( a \in \mathbb{R} \). \( \Box \)

**Proof of the Claim.** Let us calculate \( L\psi_i \). Since \( L\Phi^2 = 2(\Phi L\Phi + |\nabla \Phi|^2) \) it easily follows that:

$$L\psi_i = \frac{c}{R^2} L\sigma^2 + L\left((\xi_R \partial_i \sigma)^2 \right) = \frac{2c}{R^2} |\nabla \sigma|^2 + 2(\xi_R \partial_i \sigma) L(\xi_R \partial_i \sigma) + |(\xi_R \partial_i \sigma)|^2. \quad (2.2)$$

In any case:

$$L(\xi_R \partial_i \sigma) = \xi_R L(\partial_i \sigma) + (\partial_i \sigma) \xi_R + 2\xi_R \nabla \partial_i \sigma \nabla \sigma$$

since \( i = 1, \ldots, n - 1 \), and \( \varphi \) is a \( x_n \)-weight, from the fact that \( \sigma = 0 \) it is true that \( L(\partial_i \sigma) = \partial_i (L(\sigma)) = 0 \) in the weak sense in \( \mathbb{R}^n \). From (2.2) it follows that:

$$L\psi_i = \frac{2c}{R^2} |\nabla \sigma|^2 + 2\xi_R (\partial_i \sigma)^2 \left( \Delta \xi_R + \frac{\varphi'(x_n)}{\varphi(x_n)} \partial_n \xi_R \right) + 4\xi_R \partial_i \sigma \nabla \xi_R \nabla \partial_i \sigma \nabla \sigma + 2(\nabla \partial_i \sigma)^2 \xi_R^2 + 2\xi_R \partial_i \sigma \nabla \xi_R \nabla \sigma \nabla \partial_i \sigma \nabla \sigma$$

$$= \frac{2c}{R^2} |\nabla \sigma|^2 + 2\xi_R (\partial_i \sigma)^2 \Delta \xi_R + 4\xi_R (\partial_i \sigma)^2 \frac{\varphi'(x_n)}{\varphi(x_n)} \frac{x_n}{R\|x\|} + 8\xi_R \partial_i \sigma \nabla \xi_R \nabla \partial_i \sigma + 2|\nabla \partial_i \sigma|^2 \xi_R^2 + 2|\nabla \partial_i \sigma|^2 \xi_R^2$$

$$\geq \frac{2c}{R^2} |\nabla \sigma|^2 + 2\xi_R (\partial_i \sigma)^2 \Delta \xi_R - 4\xi_R |\xi|^2 \left( (\varphi'(x_n) \cdot x_n)^2 \frac{(\partial_i \sigma)^2}{\varphi(x_n)} \frac{x_n}{R\|x\|} + 8\xi_R \partial_i \sigma \nabla \xi_R \nabla \partial_i \sigma + 2|\nabla \partial_i \sigma|^2 \xi_R^2 \right).$$

Making use of hypothesis (ii), since \( \xi' \) vanishes in \( B_{\frac{R}{2}} \), one can in the last term estimate \( \frac{1}{|x|} \) from above by \( \frac{2}{R} \); thus:

$$L\psi_i \geq \left( 2c - c_1 - c_2 K \frac{c_3}{R^2} \right) \left( \frac{\partial_i \sigma)^2}{R^2} + (2 - (8c_2)^2)|\nabla \partial_i \sigma|^2 \xi_R^2 \right),$$

where \( c_1, c_2, c_3 \) are constants that only depends on \( \xi \) (and its derivatives up to the second order), and we make use of Young inequality in the third term. Choosing \( \epsilon \) small and \( c \) big enough, the Claim follows from the nonnegativity of the right hand side. \( \Box \)
Remark 2.4. Theorem 2.1 more generally applies to weight functions $\varphi^2$ which instead of being bounded are such that $\varphi^{-1} \notin L^2([\alpha, +\infty)), \forall \alpha \in \mathbb{R}$; this is clear from the proof.

Remark 2.5. If condition (ii) holds only on $\{|x_n| \gg 1\}$ the claim easily follows making use of a cylindrical, instead of the previous radial, $\xi_R$ (at least for $R$ big enough):

$$\xi_R(x) := \xi (\frac{|x_n|}{R}) \xi (\frac{\|x\|}{R}),$$

where $\xi$ is the same as before, and we denote $x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$, $\|x\| = (\sum_{i=1}^{n-1} (x_i)^2)^{1/2}$.

3. A Liouville theorem for two-dimensional weights

Arguing as in Theorem 2.1 a second Liouville-type result can be stated.

Theorem 3.1. Let $\varphi$ be a positive $C^1$ function, $\varphi(x) := \varphi(x_{n-1}, x_n)$, such that:

(i) $\varphi \in L^\infty(\mathbb{R}^2)$,

(ii) $$(\partial_{n-1} \varphi \cdot x_{n-1} + \partial_n \varphi \cdot x_n)^+ \leq K \varphi(x_{n-1}, x_n) \text{ in } \mathbb{R}^2, \exists K \geq 0.$$ 

Suppose that $\sigma \in L^\infty(\mathbb{R}^n) \cap C^2(\mathbb{R}^n)$ satisfies:

$$\nabla \cdot (\varphi^2(x_{n-1}, x_n) \nabla \sigma) = 0 \text{ in } \mathbb{R}^n$$

in the classical sense, $\forall n \geq 2$. Then $\sigma$ is constant.

Once again Theorem 3.1 holds for any $n \geq 2$ the interesting case, due to the above introduction, being the case $n \geq 3$.

Its proof goes as the one of Theorem 2.1. Making use only of the first $n-2$ functions $\psi_i, i = 1, \ldots, n-2$ (which are defined exactly as in the proof of Theorem 2.1), one can now easily show that $\sigma$, which a priori depends on $n$ variables, indeed only depends on $x_{n-1}$ and $x_n$, that is $\sigma(x_1, \ldots, x_n) = \sigma(x_{n-1}, x_n)$. This is a symmetry result. Thus $\sigma$ is a bounded solution of the following two-dimensional problem

$$\sum_{i=n-1}^{n} \frac{\partial}{\partial x_i} \left( \varphi^2(x_{n-1}, x_n) \frac{\partial \sigma}{\partial x_i} \right) = 0 \text{ in } \mathbb{R}^2. \quad (3.1)$$

Since $\varphi^2$ is by assumption positive and bounded, Finn Liouville-type result (see [9,11]) states that $\sigma$ must be constant; this proves the theorem.

Remark 3.2. Let us notice that hypothesis (ii), when choosing $K = 0$ in it, simply stands for a nonincreasing assumption on $\varphi$ as the “radius” $\sqrt{(x_{n-1})^2 + (x_n)^2}$ increases, with no asymptotic rate restriction.

Remark 3.3. It should be notice that the preceding proof cannot be straightforward generalized for example to three-dimensional weight functions $\varphi^2(x_{n-2}, x_{n-1}, x_n)$. This is due to the fact that a Liouville theorem in dimension $n = 3$ is not true under the sole boundedness assumption on the positive function $\varphi^2$ (see [2]).

4. A maximum principle in unbounded domains

In this section we prove a new version of the maximum principle on unbounded domains for the degenerate elliptic operators in divergence form under study. It makes use of a result of the same kind (but for the uniformly
elliptic case) contained in one of Berestycki, Caffarelli and Nirenberg’s papers, concerned with the study of qualitative properties of semilinear elliptic equations in various type of unbounded domains.

Let us first remind that result, denoted by Lemma 2.1 in [4]:

**Theorem 4.1.** Let $D$ be a domain (open connected set) in $\mathbb{R}^n$, possibly unbounded. Assume that $\overline{D}$ is disjoint from the closure of an infinite open connected cone. Suppose there is a function $z$ in $C(\overline{D})$ that is bounded above and satisfies for some continuous function $c(x) \leq 0$:

\[
\begin{cases}
\Delta z + c(x)z \geq 0 & \text{in } D, \\
z \leq 0 & \text{on } \partial D.
\end{cases}
\]

Then $z \leq 0$ in $D$.

We suppose that $z \in W^{2,n}_{\text{loc}}(D)$. Let us remark that the same result holds if $c(x)$ is a measurable, not necessarily continuous function in $D$, as in the Alexandroff–Bakelman–Pucci estimate.

For the degenerate elliptic case the following holds:

**Theorem 4.2.** Let $D$ be a domain (open connected set) in $\mathbb{R}^n$, possibly unbounded. Assume that $\overline{D}$ is disjoint from the closure of an infinite open connected cone. Let $\varphi$ be a positive function in $D$, $\varphi \in W^{2,n}_{\text{loc}}(D)$, that satisfies the following:

(i) $\varphi \in L^\infty(D)$,

(ii) $\Delta \varphi \geq 0$ a.e. in $D$.

Suppose there is a function $\sigma$, such that $\varphi \sigma \in C(\overline{D})$ and is bounded above in $D$. Suppose moreover that $\sigma \in C^2(D)$ satisfies:

\[
\begin{cases}
-\nabla \cdot (\varphi^2 \nabla \sigma) \leq 0 & \text{in } D, \\
\sigma \leq 0 & \text{on } \partial D.
\end{cases}
\]

Then $\sigma \leq 0$ in $D$.

**Proof.** Let us consider in $D$ the auxiliary function

$\omega(x) = \varphi^{-1}(x)$.

Since $\varphi$ is positive and bounded in $D$, the function $\omega$ is strictly positive in $D$. Moreover the function:

$h(x) = \frac{\sigma(x)}{\omega(x)}$

satisfies in $D$ the following problem:

\[
\begin{cases}
\Delta h - \frac{\Delta \omega}{\omega} h \geq 0 & \text{in } D, \\
h \leq 0 & \text{on } \partial D.
\end{cases}
\]

Thanks to the hypothesis made in the theorem, it is true that $c(x) := -\frac{\Delta \omega}{\varphi}$ is a measurable nonpositive function a.e. in $D$, and that the function $h = \varphi \sigma \in C(\overline{D}) \cap W^{2,n}_{\text{loc}}(D)$, is bounded from above in $D$. From this we infer, by Theorem 4.1, that $h \leq 0$ in $D$. Hence $\sigma \leq 0$ in $D$. \hfill $\square$

**Corollary 4.3.** Under the same hypothesis on $\varphi$ and $D$, suppose there is a function $\sigma$, such that $\varphi \sigma \in C(\overline{D})$ and is bounded below in $D$. Suppose moreover that $\sigma \in C^2(D)$ satisfies:

\[
\begin{cases}
-\nabla \cdot (\varphi^2 \nabla \sigma) \geq 0 & \text{in } D, \\
\sigma \geq 0 & \text{on } \partial D.
\end{cases}
\]
Then $\sigma \geq 0$ in $D$.

**Proof.** It suffices to apply Theorem 4.2 to $-\sigma$. □

Let us note at the end that from the previous results one can easily prove now the following, already proved in [3] (see Proposition 2.7), by means of a probabilistic approach and under stronger assumptions on the weight $\varphi$.

**Theorem 4.4.** Let $\varphi$ be a positive function in $D$, $\varphi \in W^{2,\infty}_{\text{loc}}(D)$. Suppose that:

(i) $\varphi \geq \varepsilon_0 > 0$ a.e. in $\mathbb{R}^n \setminus D$,

(ii) $\varphi \in L^\infty(D)$,

(iii) $\Delta \varphi \geq 0$ a.e. in $D$;

where $D$ is any domain (open connected set) in $\mathbb{R}^n$, possibly unbounded, such that $\overline{D}$ is disjoint from the closure of an infinite open connected cone. If $\sigma \in C^2(D)$ is a solution of $\nabla \cdot (\varphi^2 \nabla \sigma) = 0$ in $\mathbb{R}^n$ such that $\varphi \sigma \in L^\infty(\mathbb{R}^n) \cap C(\overline{D})$ then $\sigma \in L^\infty(\mathbb{R}^n)$.

**Proof.** Since by hypothesis $\varphi \geq \varepsilon_0 > 0$ a.e. outside $D$, it easily follows that $\sigma \in L^\infty(\mathbb{R}^n \setminus D)$. From this, making use of Theorem 4.2 and Corollary 4.3, the claim easily follows. □

**Remark 4.5.** The hypothesis made in Theorem 4.2 are in some sense sharp, as it is shown by the examples following:

**Example 1.** Let us in fact consider the function $\sigma(x', x_n) = e^{-x_n}$ on the domain $D = \{x \in \mathbb{R}^n : x_n \geq 1\}$. On this domain the function can be easily seen to satisfy, in the classical sense, the following problem:

$$
\nabla \cdot (e^{x_n} \nabla \sigma) = 0.
$$

In any case:

$$
0 = \inf_D \sigma < \inf_{\partial D} \sigma = e^{-1}.
$$

One can easily verify that in this case $\varphi(x_n) = e^{x_n/2}$ does not belong to $L^\infty(D)$. On the contrary all the remaining hypotheses, made in Corollary 4.3, on $\sigma$ and $\varphi$ are satisfied (see Fig. 1).

The previous example shows the sharpness of the boundedness (from above) condition on $\varphi$, on the other hand the following one shows the sharpness of the one side boundedness condition on $\varphi \sigma$ over the set $D$.
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Fig. 1. $\varphi \notin L^\infty(D)$. 

Example 2. Let us consider now the function $\sigma(x', x_n) = e^{x_n}$ on the same domain $D = \{x \in \mathbb{R}^n : x_n \geq 1\}$. On this domain the function can be easily seen to satisfy, in the classical sense, the following problem:

\[ \nabla \cdot (e^{-x_n} \nabla \sigma) = 0. \]

In any case:

\[ +\infty = \sup_{D} \sigma > \sup_{\partial D} \sigma = e. \]

One can easily verify that in this case $\varphi(x_n) = e^{-x_n/2}$ so that $\varphi \sigma = e^{x_n/2}$ is not bounded above in $D$. On the contrary once again all the remaining hypotheses, included in Theorem 4.2, on $\sigma$ and $\varphi$ are satisfied (see Fig. 2).

An easy application of the above maximum principle leads us to improve in some cases Theorem 2.1 as follows.

Theorem 4.6. Let $\varphi(x) := \varphi(x_n)$ be a positive function such that:

(i) $\varphi \in L^\infty(\mathbb{R})$,
(ii) $\varphi''(x_n) \geq 0$ for $|x_n|$ big enough,
(iii) $\lim_{x_n \to \pm \infty} \varphi'(x_n) = 0$.

Suppose that $\varphi \sigma \in L^\infty(\mathbb{R}^n)$ and $\sigma \in C^2(\mathbb{R}^n)$ satisfies:

\[ \nabla \cdot (\varphi^2(x_n) \nabla \sigma) = 0 \quad \text{in} \quad \mathbb{R}^n \]

in the classical sense, $\forall n \geq 1$. Then $\sigma$ is constant.

Proof. As in Theorem 4.4 one can prove that $\sigma \in L^\infty(\mathbb{R}^n \setminus D)$ where $D = D_1 \cup D_2$ and $D_1 = \{x_n \gg 1\}$, $D_2 = \{x_n \ll -1\}$. Making use twice of Theorem 4.2 and Corollary 4.3 (once in $D_1$ and then in $D_2$), it follows that $\sigma \in L^\infty(\mathbb{R}^n)$. To this end condition (ii) is needed. On the other hand assumptions (ii) and (iii) here implies that in $D$, $\varphi$ does not increase as $|x_n|$ increases. Due to Remarks 2.2 and 2.5, from Theorem 2.1 the thesis follows.

Remark 4.7. The above theorem implies that not only every bounded solution $\sigma(x)$ of $\nabla \cdot (e^{-2\sqrt{1+x_n^2}} \nabla \sigma) = 0$ in $\mathbb{R}^n$, must be constant, to this end Theorem 2.1 will suffice (see Remark 2.3); yet the same holds true for every solution $\sigma(x)$ which diverge at most like $e^{\sqrt{|x_n|}}$ as $|x_n| \to \infty$, still being bounded in the first $n-1$ variables.

5. An improvement of a Berestycki–Caffarelli–Nirenberg Liouville theorem

Here we deal with the asymptotic behavior of solutions of the corresponding second-order partial differential inequalities in $n$ independent variables.
To conveniently state our result, let us set
\[ \mathcal{F} = \left\{ F : \mathbb{R}^+ \to \mathbb{R}^+, \ F \text{ is nondecreasing and } \sum_{j=0}^{\infty} \frac{1}{F(2^{j+1})} = +\infty \right\}. \]
Thus \( \mathcal{F} \) includes such functions as \( \log(1 + r), \log(1 + r) \cdot \log(1 + \log(1 + r)) \).

**Theorem 5.1.** Let \( \varphi \in L_{\text{loc}}^\infty(\mathbb{R}^n) \) be a positive function. Suppose that \( \sigma \in H^1_{\text{loc}}(\mathbb{R}^n) \) satisfies
\[ \sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq 0 \quad \text{in } \mathbb{R}^n \]
in the distributional sense, \( n \geq 1 \). Let this condition holds:
\[ \limsup_{R \to +\infty} \frac{1}{R^2 F(R)} \int_{B_R} (\varphi \sigma)^2 \, dx = C \]
for some finite constant \( C \), and some \( F \in \mathcal{F} \). Then \( \sigma \) is constant.

**Remark 5.2.** When choosing \( F(R) \equiv 1 \) in (5.2) we recover Proposition 2.1 of [1], which generalizes for \( n \geq 3 \), the decay assumption on \( \varphi \sigma \) made in Berestycki, Caffarelli and Nirenberg Liouville property (see Theorem 1.8 in [5]), showing that it is possible to carry out their proof even under this less restrictive hypothesis. Let us recall one of its consequences: any functions \( \sigma \) such that \( \varphi \sigma \in L_{\text{loc}}^\infty(\mathbb{R}^n) \), satisfying the differential inequality (5.1) when \( n = 2 \) is indeed constant (since the Euclidean measure of a ball of radius \( R \) goes like \( R^2 \), in the Euclidean plane). Thus in particular Berestycki, Caffarelli and Nirenberg Liouville property recovers Finn Liouville-type result (see [9,11]).

**Corollary 5.3.** Let \( \varphi \in L_{\text{loc}}^\infty(\mathbb{R}^n) \) be a positive function. Suppose that \( \sigma \in H^1_{\text{loc}}(\mathbb{R}^n) \) satisfies
\[ \sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq 0 \quad \text{in } \mathbb{R}^n \]
in the distributional sense, \( n \geq 1 \). For every \( R > 1 \), assume that:
\[ \int_{B_R} (\varphi \sigma)^2 \, dx \leq C R^2 \log R \]
for some constant \( C \) independent of \( R \). Then \( \sigma \) is constant.

The proofs of the above results make use of the method of differential inequalities (see [15] for a general approach to the method); hence they are different from the proof of Berestycki, Caffarelli and Nirenberg Liouville property, given in [5], which seems it cannot be improved to cover the present setting.

**Remark 5.4.** We discuss here a classical example (see [20]) bearing on the sharpness of the preceding result when \( n = 2 \).

Let \( \varphi = 1 \). There exists at least a nonconstant \( \sigma \) such that: \( \sigma \cdot \Delta \sigma \geq 0 \) in \( \mathbb{R}^2 \), in the classical sense, for which
\[ \limsup_{R \to +\infty} \frac{1}{R^2 (\log R)^2} \int_{B_R} \sigma^2 \, dx = C \]
for some finite constant \( C \). Simply take
\[ \sigma(x) = \begin{cases} (\log R_0 - \frac{3}{4}) + \frac{r^2}{R_0^2} - \frac{r^4}{4 R_0^4} & r < R_0, \\ \log r & r \geq R_0, \end{cases} \]
where \( r \) denotes as usual \( \|x\| \), and \( R_0 \) is chosen: \( R_0 > e^{3/4} \).

This shows that the previous theorem cannot be, in general appreciably improved when \( n = 2 \). It holds for \( R^2 \log R \), while it does not for \( R^2(\log R)^2 \). On the other hand, in some special cases these rates can certainly be improved.

**Remark 5.5.** An interesting open problem is either to prove or to give a counterexample to Theorem 5.1 when \( F(R) = R^{n-3} \), thus \( R^2 F(R) = R^{n-1} \), and \( 4 \leq n \leq 8 \); to this respect see [1].

When \( n \geq 9 \) a counterexample for this choice of \( F \) can be easily obtained as in [10]. We give here only a sketch of its proof since it goes exactly as the one of Proposition 2.6 of [10].

**Counterexample.** Consider the bounded sign changing function \( u(x) := (1 + \|x\|^2)^{-\alpha}x_1 \) with \( \alpha := n/4 - (\sqrt{n-1}/2, n \geq 7. \) The goal is to show that \( \lambda_1(-\Delta u/\|u\|^2) = 0 \), where we denote by \( \lambda_1(-\Delta u/\|u\|^2) := \inf(\int_{\mathbb{R}^n} |\nabla \eta|^2 + \frac{\Delta u}{\|u\|^2} |\eta|^2 \, dx)/\int_{\mathbb{R}^n} |\eta|^2 \, dx \); \( \eta \in C_0^\infty(\mathbb{R}^n) \). Indeed by means of the connection between Liouville property for operator \( \nabla \cdot (\sigma^2 \nabla \sigma) \) and the spectrum of linear Schrödinger operators (see [5], see also [10]) this implies that there exist a nonconstant function \( \sigma \) and a positive function \( \varphi \) such that \( \nabla \cdot (\varphi^2 \nabla \sigma) = 0 \) in \( \mathbb{R}^n \) and \( \sigma \varphi = u \), thus \( \int_{B_R}(\varphi \sigma)^2 \, dx = \int_{B_R} \sigma^2 \, dx \leq C \int_{\mathbb{R}^n} \sigma^2 \, dx \leq C R^{2n-2} \). Since \( 2 + 2\sqrt{n-1} \leq n-1 \) if and only if \( n \geq 9 \), the claim is proved.

In order to show that \( \lambda_1(-\Delta u/\|u\|^2) = 0 \), we consider the positive bounded function \( \psi(x) := (1 + \|x\|^2)^{-\beta} \), where \( \beta := n/4 - (\sqrt{n-1}/2, n \geq 7. \) By Proposition 2.3 and Lemma 2.1 in [10], \( \lambda_1(-\Delta \psi/\|\psi\|^2) = 0 \) and \( \lambda_1(-\Delta \psi/\|\psi\|^2) \leq 0 \). Since for \( n \geq 5 \) we have \( -\Delta \psi/\|\psi\|^2 \), it follows that: \( 0 = \lambda_1(-\Delta \psi/\|\psi\|^2) \leq \lambda_1(-\Delta \psi/\|\psi\|^2) \leq 0 \); thus the claim is proved.

**Remark 5.6.** Let us recall on the other hand that a counterexample to Theorem 5.1 when \( F(R) = R^{n-2} \), thus \( R^2 F(R) = R^2 \), can be found in [2] for any \( n \geq 3 \). When \( n \geq 7 \) a different counterexample to this case was previously given explicitly by Ghoussoub and Gui in [10] (see Proposition 2.8).

**Proof of the Corollary 5.3.** Let us choose \( F(r) = \log r \) for \( r > 1 \), such an \( F \) indeed belongs to \( \mathcal{F} \), then the claim easily follows from the previous theorem. \( \square \)

**Proof of the Theorem 5.1.** Let \( \sigma \) satisfies \( \sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq 0 \), we then have
\[
\nabla \cdot (\sigma \varphi^2 \nabla \sigma) = \varphi^2 |\nabla \sigma|^2 + \sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq \varphi^2 |\nabla \sigma|^2.
\]
(5.3)

On the other hand,
\[
\int_{\partial B_R} \sigma \varphi^2 \nabla \sigma \cdot v \, ds \leq \int_{\partial B_R} |\sigma \varphi^2| |\nabla \sigma| \, ds \leq \left( \int_{\partial B_R} \varphi^2 |\nabla \sigma|^2 \, ds \right)^{1/2} \left( \int_{\partial B_R} (\varphi \sigma)^2 \, ds \right)^{1/2},
\]
(5.4)

where \( v \) denotes the outer unit normal vector on \( \partial B_R \). Now let
\[
D(R) = \int_{\partial B_R} \varphi^2 |\nabla \sigma|^2 \, ds.
\]

Integrating (5.3) over \( B_R \) and using (5.4), we then have
\[
D(R) \leq D'(R)^{1/2} \left( \int_{\partial B_R} (\varphi \sigma)^2 \, ds \right)^{1/2}.
\]
(5.5)
If $\sigma \neq$ constant, then there exists some $R_0 > 0$ such that $D(R) > 0$ for all $R \geq R_0$ and we may deduce from (5.5) that

$$
\frac{1}{D(r_1)} - \frac{1}{D(r_2)} = - \int_{r_1}^{r_2} \frac{1}{D(R)} \frac{dR}{dR} \left( \int_{\partial B_R} (\varphi \sigma)^2 \, dx \right) \geq \left( \int_{r_1}^{r_2} \left( \int_{\partial B_R} (\varphi \sigma)^2 \, dx \right)^{-1} \, dR \right)
$$

(5.6)

for all $r_2 > r_1 > R_0$.

**Claim.** There holds

$$(r_2 - r_1)^2 \left( \int_{r_1}^{r_2} \left( \int_{\partial B_R} (\varphi \sigma)^2 \, dx \right)^{-1} \, dR \right) \leq \left( \int_{r_1}^{r_2} \left( \int_{\partial B_R} (\varphi \sigma)^2 \, dx \right)^{-1} \, dR \right).$$

**Proof of the Claim.** By means of Schwarz inequality for any $f : \mathbb{R} \to \mathbb{R}$ one has:

$$
\left( \int_{r_1}^{r_2} \frac{dR}{dR} \right)^2 = \left( \int_{r_1}^{r_2} f(R)^2 f(R)^{-1} \, dR \right) \leq \left( \int_{r_1}^{r_2} f(R)^{-1} \, dR \right) \left( \int_{r_1}^{r_2} f(R) \, dR \right).
$$

(5.7)

Then from (5.7), the Claim easily follows, choosing $f(R) = \int_{\partial B_R} (\varphi \sigma)^2 \, dx$. □

It follows from (5.6), by means of the claim that

$$(r_2 - r_1)^2 \left( \int_{B_{r_1}} (\varphi \sigma)^2 \, dx \right)^{-1} \leq \frac{1}{D(r_1)} - \frac{1}{D(r_2)}.
$$

(5.8)

Now let $r_2 = 2^{j+1} r^*$ and $r_1 = 2^j r^*$ for some $r^* > R_0$, for each $0 \leq j \leq N - 1$, from (5.8) it follows easily that

$$
\frac{(2^{j+1} r^*)^2}{4} \left( \int_{B_{2^{j+1} r^*}} (\varphi \sigma)^2 \, dx \right)^{-1} \leq (2^j r^*)^2 \left( \int_{B_{2^{j+1} r^* \setminus B_{2^{j+1} r^*}}} (\varphi \sigma)^2 \, dx \right)^{-1} \leq \frac{1}{D(2^j r^*)} - \frac{1}{D(2^{j+1} r^*)},
$$

summing over $j$ we find, taking into account hypothesis (5.2)

$$
\frac{1}{D(r^*)} \geq \frac{1}{D(r^*)} - \frac{1}{4C} \sum_{j=0}^{N-1} \frac{1}{F(2^{j+1} r^*)}.
$$

(5.9)

Since $F$ belongs to $\mathcal{F}$, it is true that $F(2^{j+1} r^*) \leq F(2^j r^*)$ if $j_0$ is such that $r^* \leq 2^{j_0}$, thus the sum in (5.9) diverges as $N \to +\infty$ and this implies that $D(r^*) = 0$ for all $r^* > R_0$; thus $\sigma$ is constant. □

**Remark 5.7.** The key point is to study for such a degenerate elliptic inequality the question of the divergence of $\int_{B_{r^*}} (\varphi \sigma)^2 \, dx$ instead of that of $\int_{B_{r^*}} \sigma^2 \, dx$, as was done on the contrary in Theorem C of [15]. The feature that makes possible the treatment of degenerate elliptic inequalities by this method is the use, initiated by Finn of integrals $D(R)$ based on the actual quadratic form defined by $\varphi^2$, rather than Dirichlet type integrals, as is customary when dealing with uniformly elliptic ones (see [9]). The same kind of integral of a solution $\sigma$, as the one in the hypothesis, was considered in [5].
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