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Abstract

In this paper we derive the high-electric-field limit of the three-dimensional Vlasov–Maxwell–Fokker–Planck system. We use the relative entropy method which requires the smoothness of the solution of the limit problem. We obtain convergences of the electro-magnetic field, charge and current densities.
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1. Introduction

We consider a plasma in which the dilute charged particles interact both through collisions and through the action of their self-consistent electro-magnetic field. Actually, we are concerned with the evolution of the negative particles which are described in terms of a distribution function in phase space while the charge and current of the positive particles are given functions. Up to a dimensional analysis (postponed to Appendix A) the evolution of the plasma is governed by the following equations
\begin{align}
\varepsilon (\partial_t f_{\varepsilon} + v \cdot \nabla_x f_{\varepsilon}) - \left( E_{\varepsilon} + \alpha \varepsilon (v \wedge B_{\varepsilon}) \right) \cdot \nabla_v f_{\varepsilon} &= \text{div}_v (vf_{\varepsilon} + \nabla_v f_{\varepsilon}), \quad (1) \\
\partial_t E_{\varepsilon} - \text{curl}_x B_{\varepsilon} &= - (J - j_{\varepsilon}), \quad (2) \\
\alpha \varepsilon \partial_v B_{\varepsilon} + \text{curl}_x E_{\varepsilon} &= 0, \quad (3) \\
\text{div}_x E_{\varepsilon} &= D(t, x) - \rho_{\varepsilon}(t, x) \quad \text{and} \quad \text{div}_x B_{\varepsilon} = 0, \quad (4)
\end{align}
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for \((t,x) \in ]0, T[ \times \mathbb{R}^3\) and where we have set

\[
\rho_\varepsilon(t,x) = \int_{\mathbb{R}^3} f_\varepsilon(t,x,v) dv, \quad j_\varepsilon(t,x) = \int_{\mathbb{R}^3} vf_\varepsilon(t,x,v) dv.
\]

The system (1)–(4) is referred to as the Vlasov–Maxwell–Fokker–Planck (VMFP) system. Here \(f_\varepsilon(t,x,v) \geq 0\) is the distribution function of the negative particles, \(E_\varepsilon, B_\varepsilon\) stand for the electric and magnetic fields respectively while \(D(t,x), J(t,x)\) are the (given) charge and current densities of positive particles. They are supposed to satisfy the conservation law

\[
\partial_t D + \text{div}_x J = 0, \quad (t,x) \in ]0, T[ \times \mathbb{R}^3.
\] (5)

The system is completed by prescribing initial conditions for the distribution function \(f_\varepsilon\) and the electro-magnetic field \((E_\varepsilon, B_\varepsilon)\)

\[
f_\varepsilon(0,x,v) = f_\varepsilon^0(x,v), \quad (x,v) \in \mathbb{R}^3 \times \mathbb{R}^3, \quad E_\varepsilon(0,x) = E_\varepsilon^0(x), \quad B_\varepsilon(0,x) = B_\varepsilon^0(x), \quad x \in \mathbb{R}^3.
\] (6) (7)

We suppose that initially the plasma is globally neutral, i.e.,

\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon^0(x,v) dv dx = \int_{\mathbb{R}^3} D(0,x) dx,
\] (8)

and also that the initial conditions satisfy

\[
\text{div}_x E_\varepsilon^0 = D(0,x) - \int_{\mathbb{R}^3} f_\varepsilon^0(x,v) dv, \quad \text{div}_x B_\varepsilon^0 = 0, \quad x \in \mathbb{R}^3.
\] (9)

After integration of (1) with respect to \(v \in \mathbb{R}^3\) we deduce that the charge density \(\rho_\varepsilon\) and the current density \(j_\varepsilon\) of the negative particles verify the conservation law

\[
\partial_t \rho_\varepsilon + \text{div}_x j_\varepsilon = 0, \quad (t,x) \in ]0, T[ \times \mathbb{R}^3.
\] (10)

By using (5), (10) and by taking the divergence with respect to \(x\) of Eqs. (2), (3) we deduce that (4) are consequences of (9).

The problem is motivated from plasma physics, as for instance in the theory of semiconductors, the evolution of laser-produced plasmas or the description of tokamaks. The coupling between the kinetic equation (1) and the Maxwell system (2)–(4) describes how the local concentration and movements of charges create electric fields and currents which, in turn, influence the motion of the electrons in the whole domain. The Fokker–Planck operator in the right-hand side of (1) accounts for the collisions of the electrons with the background. These collisions produce both a friction and a diffusion effect; we refer to [18] for the introduction of such an operator based on the principles of Brownian motion and to e.g. [6] for specific applications to plasma physics. The dimensional analysis is detailed in Appendix A. Let us only say that the dimensionless parameter \(\varepsilon = (\lambda/\Lambda)^2\) is the square of the ratio between the mean free path and the Debye length and \(\alpha = (\tau/c_0)^2\) is the square of the ratio between the Debye length and the distance traveled by the light during the relaxation time due to collisions. We are interested in the asymptotic regime

\[0 < \varepsilon \ll 1, \quad \alpha \text{ bounded}.
\]

(The parameter \(\alpha\) might depend on \(\varepsilon\) in our analysis and tend either to 0 or a positive constant.) It can be convenient to detail this regime by means of the characteristic time scales of the evolution of the plasma: \(T_c = 1/\text{cyclotronic frequency}, T_p = 1/\text{plasma frequency}\) (definitions are recalled in Appendix A) and \(\tau\) the relaxation time associated to the collisions which have to be compared to the time scale of light propagation \(T_0\) and the time scale of observation \(T\). Then, the asymptotic regime we are interested in means that

\[\tau \ll T_p \ll T.
\]

while the other time scales are governed by the behavior of \(\alpha = T/T_c = \frac{1}{2}(T_0/T)^2\). This kind of asymptotic problem is crucial for applications such as the modeling of Inertial Confinement Fusion devices or in some delimited regions
of tokamaks where there is a strong interplay between the collisional effects and the electro-magnetic effects, see for instance [23,30].

The mathematical difficulty is related to the nonlinear term $E_\varepsilon \cdot \nabla_v f_\varepsilon$ which appears in (1) with the same order of magnitude than the diffusion Fokker–Planck term (it is due to the hypothesis that the mean free path $l$ is much smaller than the Debye length $\Lambda$). We call this asymptotic regime for $\varepsilon \searrow 0$ the high-electric-field limit. Now, note that the Fokker–Planck operator can be written as follows

$$L_{FP}(f) := \text{div}_v(vf + \nabla_v f) = \text{div}_v\left(e^{-\frac{|v|^2}{2}} \nabla_v\left(e^{\frac{|v|^2}{2}} f\right)\right),$$

and therefore the kinetic equation (1) becomes

$$\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon - \alpha(v \cdot B_\varepsilon) \cdot \nabla_v f_\varepsilon = \frac{1}{\varepsilon} \text{div}_v\left(e^{-\frac{|v+E_\varepsilon(t,x)|^2}{2}} \nabla_v\left(f_\varepsilon e^{\frac{|v+E_\varepsilon(t,x)|^2}{2}}\right)\right).$$

From (12) we can expect that when $\varepsilon \searrow 0$, the distribution function $f_\varepsilon$ converges to

$$f_\varepsilon \approx \rho(t,x)M_{E(t,x)}(v), \quad M_{E}(v) = \frac{1}{(2\pi)^{3/2}}e^{-\frac{|v+E|^2}{2}},$$

and therefore we can guess that

$$f_\varepsilon(t,x) = \int_{\mathbb{R}^3} vf_\varepsilon dv \approx -\rho(t,x)E(t,x).$$

Using the charge conservation law (10) together with (2)–(4), we are thus formally led to the following limit system

$$\begin{cases}
\partial_t \rho - \text{div}_x(\rho E) = 0, & (t,x) \in [0,T] \times \mathbb{R}^3, \\
\text{div}_x E = D(t,x) - \rho(t,x), & (t,x) \in [0,T] \times \mathbb{R}^3, \\
\partial_t E - \text{curl}_x B = -J(t,x) - \rho(t,x)E(t,x), & (t,x) \in [0,T] \times \mathbb{R}^3, \\
\text{div}_x B = 0, & (t,x) \in [0,T] \times \mathbb{R}^3.
\end{cases}$$

We wish to justify rigorously this asymptotic behavior.

High-field asymptotics have been first analyzed in the kinetic theory of semiconductors in [37], see also [17]. Then, further extensions and mathematical results for different physical models have been obtained in [1], with a discussion based on numerical simulations, [5] for a derivation of so-called SHE models for charge transport in semiconductors and [21] for a derivation of energy-transport models, [34] for application to quantum hydrodynamics model. . . The problem combines the difficulty of hydrodynamic regimes with the treatment of the nonlinear acceleration term $E_\varepsilon \cdot \nabla_x f_\varepsilon$. The problem slightly simplifies in the electrostatic case where the electric field is simply defined through the Poisson equation (complete (1) by $E_\varepsilon = -\nabla_x \Phi_\varepsilon$, $\Delta_x \Phi_\varepsilon = \rho_\varepsilon - D$ and $B_\varepsilon = 0$). This actually means that the electric field $E_\varepsilon$ is defined by a convolution with $\rho_\varepsilon - D$. The resulting Vlasov–Poisson–Fokker–Planck (VPFP) system can be seen, at least formally, as an asymptotic limit of the VMFP model in a physical regime where the light speed is large compared to the thermal velocity, the other physical parameters being fixed. The high-field limit of the VPFP system can be addressed by appealing to usual compactness methods; however, constraints on the space dimension appear, due to the singularity of the convolution kernel. It turns out that the strategy works in dimension 1 [35] and dimension 2 [26]. Another approach uses relative entropy (or modulated energy) methods, as introduced in [44]. With such an approach, we try to evaluate how far the solution is from the expected limit. This method has been used to treat various asymptotic questions in collisionless plasma physics, in particular the derivation of quasineutral regimes [13,14,25,39], and for hydrodynamic limits in gas dynamics [40,7], or for fluid-particles interaction models [28]... Further references and examples of applications of the method can be found with many deep comments in the review [41]. Concerning the VPFP system, it allows to justify the $L^2$ strong convergence for the electric field and we can pass to the limit for any space dimension [26]. However, this method requires some smoothness on the solutions of the limit system. Eventually, we point out that a low-field regime, where diffusion dominates the transport terms, can also be considered: for the VPFP system, we refer to [38,27] and for an attempt with the VMFP system to [8].

The aim of this paper is therefore to analyze the high-electric-field limit of the three-dimensional VMFP system by using the relative entropy method. This extension is interesting both from the viewpoint of physics: we are dealing with a more realistic and complete model; and those of mathematics: replacing the Poisson equation by the Maxwell system we cannot expect too much regularizing effects from the coupling, and this also shows how robust the relative entropy method is. By the way, the mathematical theory of the solutions of the VMFP is far from being completely known. By
contrast, the theory for VPFP is well established: existence of weak solutions can be found in [42] with refinements in [15], while for existence and uniqueness results of strong solutions we refer to [20], and the complete results of [9,10]. The coupling with the Maxwell equations leads to a much more difficult analysis. The collisionless case has been further investigated and global existence of classical solutions relies on the behavior of the tip of the support of the solution, as shown by different approaches in [24,11,31], while the local well-posedness of smooth solutions is due to [43]. It is also worth mentioning the recent result [16] concerning a reduced version of the Vlasov–Maxwell system, in the specific one and one half dimensional framework [33]. Considering the full Vlasov–Maxwell–Boltzmann system with data close to equilibrium stunning progress appear in [29], with an extension to the Landau operator in [45]. However, it is still an open question to investigate if the Fokker–Planck operator introduces some regularizing effects which would lead to the well-posedness of the full VMFP system in a general framework or if we should definitely deal with renormalized solutions verifying the conservation laws up to defect measures. These questions are clearly beyond the scope of this paper where we focus on the asymptotic questions, considering essentially smooth solutions of the VMFP system. Our main result states as follows. We establish this result for smooth solutions but we will see that the same conclusions hold true in the framework of renormalized solutions (cf. Appendix C).

**Theorem 1.** Let $\rho_0^0 \geq 0$ and $D \geq 0$ such that $\rho_0^0 \in W^{1,1}(\mathbb{R}^3) \cap W^{1,\infty}(\mathbb{R}^3)$, with $\nabla_x \ln(\rho_0^0) \in L^\infty(\mathbb{R}^3)$ and $D \in L^{\infty}(0, T; W^{1,1}(\mathbb{R}^3)) \cap W^{1,\infty}(0, T \times \mathbb{R}^3)$, with $\partial_t D \in L^{\infty}(0, T; L^1(\mathbb{R}^3))$. Let $J \in L^{\infty}(0, T; L^2(\mathbb{R}^3)^3 \cap L^{\infty}(0, T; L^3(\mathbb{R}^3))^3$, with furthermore $\partial_t J \in L^{\infty}(0, T; H^{-1}(\mathbb{R}^3))^3 \cap L^{\infty}(0, T; W^{-1,4}(\mathbb{R}^3))^3$ for some $q \in [3, +\infty]$ and $\partial_x^2 J \in L^{\infty}(0, T_0; H^{-2}(\mathbb{R}^3))^3$ such that $\partial_x D + \text{div}_x J = 0$. Consider $(\rho, E, B)$ the unique solution of (14) with the initial condition $\rho^0$. Let $f^0_\varepsilon \geq 0$, $E^0_\varepsilon, B^0_\varepsilon$ be a sequence of smooth distribution functions and electromagnetic fields verifying

\[
\iint_{\mathbb{R}^3} f_\varepsilon^0 \text{d}v \text{d}x = \int_{\mathbb{R}^3} D(0, x) \text{d}x, \quad \sup_{\varepsilon > 0} \iint_{\mathbb{R}^3} |x| f_\varepsilon^0 \text{d}v \text{d}x < +\infty, \tag{15}
\]

\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon^3} \iint_{\mathbb{R}^3} f_\varepsilon^0 \ln \frac{f_\varepsilon^0}{\rho^0 E^0} \text{d}v \text{d}x + \frac{1}{2} \int_{\mathbb{R}^3} \left( |E_\varepsilon^0 - E^0|^2 + \varepsilon \alpha |B_\varepsilon^0 - B^0|^2 \right) \text{d}x \xrightarrow{\varepsilon \to 0} 0 \tag{16}
\]

where $E^0$ is the solution of $\text{div}_x E^0 = D(0, x) - \rho^0(x)$, $\text{curl}_x E^0 = 0$, $x \in \mathbb{R}^3$ and $\varepsilon/\alpha \to 0$. We assume that $(f_\varepsilon, E_\varepsilon, B_\varepsilon)_{\varepsilon > 0}$ are strong solutions of the VMFP system (1)–(7). Then $(E_\varepsilon, B_\varepsilon)_{\varepsilon > 0}$ converges to $(E, B)$ in $L^{\infty}(0, T; L^2(\mathbb{R}^3))^6$, whereas $(\rho_\varepsilon, j_\varepsilon)_{\varepsilon > 0}$ converges to $(\rho, -\rho E)$ in $L^{\infty}(0, T, L^1(\mathbb{R}^3))^4$.

Let us make a couple of comments on the results and mention a few open questions. First of all, the scaling assumption on $\alpha$ in Theorem 1 is maybe not the most relevant on the physical viewpoint; but our analysis covers much more general cases, as it will be detailed later on (see Theorem 15). Second, as already said the existence theory of the full VMFP system is not complete; nevertheless we assume we have at hand a sequence of solutions of the system, smooth enough to justify the manipulations below. Dealing with a more general class of solutions, involving defect measures in the macroscopic conservation laws is possible by adapting the reasoning in [39]. We will give some hints in this directions in Appendix C. The assumption on the initial data is necessary with the method we use, which also requires the smoothness of the solution of the limit equations. In some sense this assumption means that the initial state is already close to the shape of the limit, a shifted Maxwellian function. Of course it would be very interesting to design a proof involving only compactness arguments. We also completely neglect (like most of the papers on the topics which usually restrict to the whole space problem or the periodic framework) the difficulties coming from boundary conditions, that induce delicate boundary layer analysis. Finally, a very important question consists in dealing with the full system involving kinetic equations for both positive and negative particles. This leads to a tough analysis and again most of the results in the literature are not able to deal with the two species model.

The paper is organized as follows. In Section 2 we establish some a priori estimates satisfied by smooth solutions $(f_\varepsilon, E_\varepsilon, B_\varepsilon)$ of the three-dimensional VMFP system. In the next section, we introduce the relative entropy and calculate its time evolution. There, we also analyze the well-posedness of the limit equation. In Section 4 we detail the
passage to the limit. The dimensional analysis of the equations, the physical meaning of the different parameters and the extension to the renormalized solutions are detailed in Appendix C.

2. A priori estimates

In this section we establish a priori estimates for the smooth solutions \((f_\epsilon, E_\epsilon, B_\epsilon)\) of VMFP, uniformly with respect to \(\epsilon > 0\). These estimates are deduced from the natural conservation properties of the system and from the dissipation mechanism due to the collisions.

**Proposition 2.** Let \((f_\epsilon, E_\epsilon, B_\epsilon)\) be a smooth solution of the problem (1)–(4), (6), (7) where the initial conditions satisfy \(f_\epsilon^0 \geq 0\), and

\[
M_\epsilon^0 := \int \int f_\epsilon^0 \, dv \, dx < +\infty,
\]
\[
W_\epsilon^0 := \epsilon \int \int \frac{|v|^2}{2} \, f_\epsilon^0 \, dv \, dx + \frac{1}{2} \int |E_\epsilon^0|^2 \, dx + \frac{\alpha \epsilon}{2} \int |B_\epsilon^0|^2 \, dx < +\infty,
\]
\[
L_\epsilon^0 := \int \int |x| \, f_\epsilon^0 \, dv \, dx < +\infty,
\]
\[
H_\epsilon^0 := \epsilon \int \int f_\epsilon^0 |\ln f_\epsilon^0| \, dv \, dx < +\infty.
\]

We assume also that \(J \in L^1([0, T]; L^2(\mathbb{R}^3))^3\). Then, we have for any \(0 < t < T < \infty\)

\[
\int \int f_\epsilon(t, x, v) \, dv \, dx = \int \int f_\epsilon^0 \, dv \, dx < +\infty,
\]
\[
\sup_{0 \leq t \leq T} \left\{ \epsilon \int \int \frac{|v|^2}{2} f_\epsilon(t, x, v) \, dv \, dx + \frac{1}{2} \int |E_\epsilon(t, x)|^2 \, dx + \frac{\alpha \epsilon}{2} \int |B_\epsilon(t, x)|^2 \, dx \right\} + \int_0^T \int \int \frac{|v|^2}{2} f_\epsilon \, dv \, dx \, dt \\
\leq \left( (2W_\epsilon^0 + 6T M_\epsilon^0)^\frac{1}{2} + \sqrt{2} \|J\|_{L^1([0, T]; L^2(\mathbb{R}^3))} \right)^2,
\]
\[
\sup_{0 \leq t \leq T} \int \int |x| \, f_\epsilon(t, x, v) \, dv \, dx \leq C_T \left( M_\epsilon^0 + W_\epsilon^0 + L_\epsilon^0 + \|J\|_{L^1([0, T]; L^2(\mathbb{R}^3))}^2 \right),
\]
\[
\sup_{0 \leq t \leq T} \epsilon \int \int f_\epsilon |\ln f_\epsilon|(t, x, v) \, dv \, dx + \int_0^T \int \int |\nabla \sqrt{f_\epsilon}|^2 \, dv \, dx \, dt \\
\leq C_T \left( \epsilon + M_\epsilon^0 + W_\epsilon^0 + \epsilon L_\epsilon^0 + H_\epsilon^0 + \|J\|_{L^1([0, T]; L^2(\mathbb{R}^3))}^2 \right).
\]

**Remark 2.1.** As said above \(M_\epsilon^0\) (and its evolution counterpart) stands for the total negative charge, and the result only states that it is conserved: indeed there is no production nor loss of electrons within the model. The quantity \(W_\epsilon^0\) collects, taking into account the scaling, the kinetic energy of the particles and the energy of the electro-magnetic fields. The quantity \(\epsilon \int \int f_\epsilon \ln f_\epsilon \, dv \, dx\) represents the (scaled) entropy associated to the particles, and the collisions induce a dissipation of this quantity. For technical purposes, we will be interested instead in the positive quantity \(H_\epsilon^0\). Finally \(L_\epsilon^0\) can be thought of as a measure of how particles spread in space.

Before starting our computations let us state the following lemma, based on classical arguments due to Carleman.
Lemma 3. Assume that \( f = f(x, v) \) satisfies \( f \geq 0, \ (|x| + |v|^2 + |\ln f|) f \in L^1(\mathbb{R}^N \times \mathbb{R}^N) \). Then for all \( k > 0 \) we have

\[
|f \ln f| \leq f \ln f + 2k(|x| + |v|^2) + 2Ce^{-\frac{k}{2}(|x| + |v|^2)}, \quad \text{with } C = \sup_{0 < y < 1} \{-\sqrt{y} \ln y\},
\]

and

\[
\int \int \int f \ln f \, dv \, dx \leq \int \int \int f \ln f \, dv \, dx + 2k \int \int \int (|x| + |v|^2) \, dv \, dx + C_k,
\]

with \( C_k = 2C \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} e^{-\frac{k}{2}(|x| + |v|^2)} \, dv \, dx \).

Proof. Since \( |f \ln f| = f \ln f + 2f(\ln f)_- \), it is sufficient to estimate \( f(\ln f)_- \). Take \( k > 0 \) and let \( C = \sup_{0 < y < 1} \{-\sqrt{y} \ln y\} < +\infty \). We have

\[
f(\ln f)_- = -f \ln f \cdot 1_{\{0 < f < e^{-k(|x| + |v|^2)}\}} - f \ln f \cdot 1_{\{e^{-k(|x| + |v|^2)} \leq f < 1\}} \leq Ce^{-\frac{k}{2}(|x| + |v|^2)} + k(|x| + |v|^2) f, \quad \forall (x, v) \in \mathbb{R}^N \times \mathbb{R}^N.
\]

Therefore

\[
\int \int \int f(\ln f)_- \, dv \, dx \leq k \int \int \int (|x| + |v|^2) \, dv \, dx + C \int \int e^{-\frac{k}{2}(|x| + |v|^2)} \, dv \, dx,
\]

and the conclusion follows easily. \( \square \)

Proof of Proposition 2. Integrating (1) with respect to \( (x, v) \in \mathbb{R}^3 \times \mathbb{R}^3 \) yields

\[
\frac{d}{dt} \int \int f_\varepsilon(t, x, v) \, dv \, dx = 0, \quad t \in ]0, T[
\]

which implies that

\[
\int \int f_\varepsilon(t, x, v) \, dv \, dx = \int \int f_\varepsilon^0 \, dv \, dx = M_\varepsilon^0, \quad t \in ]0, T[. \quad (17)
\]

Note that integrating (5) with respect to \( x \) implies \( \frac{d}{dt} \int_{\mathbb{R}^3} D(t, x) \, dx = 0 \) and therefore we deduce that if initially the plasma is globally neutral, i.e., \( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon^0 \, dv \, dx = \int_{\mathbb{R}^3} D(0, x) \, dx \), then it remains globally neutral for all \( t \in ]0, T[ \)

\[
\int \int f_\varepsilon(t, x, v) \, dv \, dx = \int D(t, x) \, dx.
\]

Multiplying (1) by \( \frac{|v|^2}{2} \) and integrating with respect to \( (x, v) \) implies

\[
\varepsilon \frac{d}{dt} \int \int \frac{|v|^2}{2} f_\varepsilon \, dv \, dx + \int \int E_\varepsilon \cdot v f_\varepsilon \, dv \, dx = -\int \int |v|^2 f_\varepsilon \, dv \, dx + 3 \int \int f_\varepsilon \, dv \, dx. \quad (18)
\]

Multiplying (2), (3) by \( E_\varepsilon \), respectively \( B_\varepsilon \) and integrating with respect to \( x \) yields

\[
\frac{1}{2} \frac{d}{dt} \int \int (|E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2) \, dx = -\int E_\varepsilon \cdot (J - j_\varepsilon) \, dx. \quad (19)
\]

By combining (18), (19) we obtain
\[
\int \int |v|^2 f_{\varepsilon} \, dv \, dx + \frac{d}{dt} \left( \int \int \frac{|v|^2}{2} f_{\varepsilon} \, dv \, dx + \int \left( |E_{\varepsilon}|^2 + \alpha \varepsilon |B_{\varepsilon}|^2 \right) \, dx \right)
= - \int E_{\varepsilon} \cdot J \, dx + 3 \int \int f_{\varepsilon}^0 \, dv \, dx,
\]
and therefore we have
\[
\frac{d}{dt} \left( \int \int \frac{|v|^2}{2} f_{\varepsilon} \, dv \, dx + \int \left( |E_{\varepsilon}|^2 + \alpha \varepsilon |B_{\varepsilon}|^2 \right) \, dx \right)
\leq \varepsilon \int \int \frac{|v|^2}{2} f_{\varepsilon}^0 \, dv \, dx + \int \left( |E_{\varepsilon}|^2 + \alpha \varepsilon |B_{\varepsilon}|^2 \right) \, dx.
\]
By using Bellman’s lemma (see Appendix B) we obtain for all \(0 \leq t \leq T\)
\[
\left( \int |E_{\varepsilon}(t, x)|^2 \, dx \right)^{\frac{1}{2}} \leq \left( \int \int (\varepsilon |v|^2 + 6 T) f_{\varepsilon}^0 \, dv \, dx + \int \left( |E_{\varepsilon}|^2 + \alpha \varepsilon |B_{\varepsilon}|^2 \right) \, dx \right)^{\frac{1}{2}}
+ \int \left( \int |J(s, x)|^2 \, dx \right)^{\frac{1}{2}} \, ds
= (2 W_{\varepsilon}^0 + 6 T M_{\varepsilon}^0)^{\frac{1}{2}} + \|J\|_{L^1([0,T]; L^2(\mathbb{R}^3))},
\]
Finally we get
\[
\int \int |v|^2 f_{\varepsilon} \, dv \, dx \, dt + \sup_{0 \leq t \leq T} \left\{ \varepsilon \int \int \frac{|v|^2}{2} f_{\varepsilon} \, dv \, dx + \int \left( |E_{\varepsilon}|^2 + \alpha \varepsilon |B_{\varepsilon}|^2 \right) \, dx \right\}
\leq (2 W_{\varepsilon}^0 + 6 T M_{\varepsilon}^0)^{\frac{1}{2}} + \sqrt{2} \|J\|_{L^1([0,T]; L^2(\mathbb{R}^3))}^2.
\]
We multiply now (1) by \(|x|\) and we obtain after integration with respect to \((x, v)\)
\[
\frac{d}{dt} \int \int |x| f_{\varepsilon} \, dv \, dx - \int \int \frac{(v \cdot x)}{|x|} f_{\varepsilon} \, dv \, dx = 0.
\]
We deduce that
\[
\sup_{0 \leq t \leq T} \int \int |x| f_{\varepsilon} \, dv \, dx \leq \int \int |x| f_{\varepsilon}^0 \, dv \, dx + \int \int \int |v| f_{\varepsilon} \, dv \, dx \, dt
\leq \int \int |x| f_{\varepsilon}^0 \, dv \, dx + \int \int \int \left( |v|^2 + 1 \right) f_{\varepsilon} \, dv \, dx \, dt
\leq C_T \left( M_{\varepsilon}^0 + W_{\varepsilon}^0 + L_{\varepsilon}^0 + \|J\|_{L^1([0,T]; L^2(\mathbb{R}^3))}^2 \right).
\]
\[ \varepsilon \int \int f_\varepsilon \ln f_\varepsilon \, dv\, dx = - \int \int (vf_\varepsilon + \nabla_v f_\varepsilon) \frac{\nabla_v f_\varepsilon}{f_\varepsilon} \, dv\, dx \]
\[ = 3 \int \int f_\varepsilon \, dv\, dx - 4 \int \int |\nabla_v \sqrt{f_\varepsilon}|^2 \, dv\, dx. \]

Finally we deduce that
\[ \varepsilon \int \int f_\varepsilon \ln f_\varepsilon \, dv\, dx + 4 \int_0^t \int \int |\nabla_v \sqrt{f_\varepsilon}|^2 \, dv\, dx \, ds = \varepsilon \int \int f_\varepsilon^{0} \ln f_\varepsilon^{0} \, dv\, dx + 3t \int \int f_\varepsilon^{0} \, dv\, dx. \] (22)

Combining (20)–(22) and Lemma 3 with \( k = 1 \) yields
\[ \sup_{0 \leq t \leq T} \varepsilon \int \int f_\varepsilon \ln f_\varepsilon \, dv\, dx + \int_0^T \int \int |\nabla_v \sqrt{f_\varepsilon}|^2 \, dv\, dx \, dt \leq C_T (\varepsilon + M_0^\varepsilon + W_0^\varepsilon + \varepsilon L_0^\varepsilon + H_0^\varepsilon + \|J\|_{L^2([0,T];L^2(\mathbb{R}^3))}^2). \]

3. The relative entropy method

In this section we introduce the relative entropy, according to the seminal works [13,44]: it will allow us to establish convergence results, uniformly on any finite time interval \([0, T]\). The proof requires some regularity properties of the limit solutions \((\rho, E, B)\) of (14) as well as the convergence of the initial data like in particular for the electromagnetic field
\[ \lim_{\varepsilon \searrow 0} \left( \int_{\mathbb{R}^3} |E_\varepsilon^{0}(x) - E(0, x)|^2 \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} |B_\varepsilon^{0}(x) - B(0, x)|^2 \, dx \right) = 0. \]

We introduce the Maxwellian
\[ \rho M_E(v) = \frac{\rho}{(2\pi)^{3/2}} \exp\left(-\frac{|v + E|^2}{2}\right) \]

parametrized by \( \rho, E \) so that \( \rho = \int_{\mathbb{R}^3} \rho M_E \, dv \), and \( \rho E = -\int_{\mathbb{R}^3} v \rho M_E \, dv \). Given two nonnegative functions \( f, g \) defined on \( \mathbb{R}^3 \times \mathbb{R}^3 \), we define the nonnegative quantity
\[ H(f | g) = \int \int \left[ \frac{f}{g} \ln \left( \frac{f}{g} \right) - \frac{f}{g} + 1 \right] g \, dv \, dx \]

which is a way to evaluate how far \( f \) is from \( g \). We are interested in the evolution of
\[ \mathcal{H}_\varepsilon(t) = \varepsilon H(f_\varepsilon | \rho M_E) + \frac{1}{2} \int |E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2 | \, dx \]

where \((f_\varepsilon, E_\varepsilon, B_\varepsilon)_{\varepsilon > 0}\) are smooth solutions of (1)–(7) and \((\rho, E, B)\) is a smooth solution of (14). This quantity splits into the standard (rescaled) \( L^2 \) norm of the electro-magnetic field plus the relative entropy between the solution \( f_\varepsilon(t, x, v) \) and the leading term \( \rho(t, x) M_{E(t,x)}(v) \).

3.1. Analysis of the limit system

We start with the analysis of the system (14). Note that this system can be split into two problems. First solve for \((\rho, E)\)
\[
\begin{align*}
\partial_t \rho - \text{div}_x(\rho E) &= 0, & (t, x) &\in ]0, T[ \times \mathbb{R}^3, \\
\text{div}_x E &= D(t, x) - \rho(t, x), & (t, x) &\in ]0, T[ \times \mathbb{R}^3, \\
\text{curl}_x E &= 0, & (t, x) &\in ]0, T[ \times \mathbb{R}^3, \\
\rho(0, x) &= \rho_0(x), & x &\in \mathbb{R}^3,
\end{align*}
\] (23)
and secondly find $B$ solution of
\[
\begin{cases}
\partial_t E - \text{curl}_x B = -J(t, x) - \rho(t, x)E(t, x), & (t, x) \in [0, T_1] \times \mathbb{R}^3, \\
\text{div}_x B = 0, & (t, x) \in [0, T_1] \times \mathbb{R}^3,
\end{cases}
\]
where the charge and current densities $D, J$ are given functions satisfying $\partial_t D + \text{div}_x J = 0$. We give here an existence result for (23) which is a direct consequence of the existence result obtained in [35], see also [26].

**Proposition 4.** Let $\rho^0 \in W^{1,1}(\mathbb{R}^3) \cap W^{1,\infty}(\mathbb{R}^3), D \in L^\infty([0, T_1]; W^{1,1}(\mathbb{R}^3)) \cap W^{1,\infty}(\mathbb{R}^3), \partial_t D \in L^\infty([0, T_1]; L^1(\mathbb{R}^3)).$ Then there is a unique solution for (23) satisfying
\[
\rho \in W^{1,\infty}([0, T_1] \times \mathbb{R}^3), \quad E \in W^{1,\infty}([0, T_1] \times \mathbb{R}^3)^3.
\]

**Proof.** We introduce the exterior electric field $E_0$ given by $\text{div}_x E_0 = D, \text{curl}_x E_0 = 0$, so that $\text{div}_x (E - E_0) = -\rho, \text{curl}_x (E - E_0) = 0.$ The hypotheses imply that $E_0 \in W^{1,\infty}([0, T_1] \times \mathbb{R}^3)^3.$ Following the arguments of Theorem 3 and Lemma 8 of [35] we deduce that there is a unique strong solution $(\rho, E)$ for (23) verifying $\rho \in L^\infty([0, T_1]; W^{1,\infty}(\mathbb{R}^3)), D - \rho \in L^\infty([0, T_1]; W^{1,\infty}(\mathbb{R}^3)), E \in L^\infty([0, T_1]; W^{1,\infty}(\mathbb{R}^3))^3.$ By differentiating the first equation of (23) with respect to $x$ we check that $\partial_x \rho \in L^\infty([0, T_1]; L^1(\mathbb{R}^3))^3$ and since $\partial_x \rho = E \cdot \nabla_x \rho + \rho(D - \rho) \in L^\infty([0, T_1]; L^1(\mathbb{R}^3)) \cap L^\infty([0, T_1]; L^3(\mathbb{R}^3))$ and $\partial_x D \in L^\infty([0, T_1]; L^1(\mathbb{R}^3)) \cap L^\infty([0, T_1]; L^3(\mathbb{R}^3))$ we deduce that $\partial_t E \in L^p([0, T_1]; W^{1,p}(\mathbb{R}^3))^3 \subset L^\infty([0, T_1]; L^p(\mathbb{R}^3))^3$ for all $p > 3.$ Finally we obtain that $\rho \in W^{1,\infty}([0, T_1] \times \mathbb{R}^3)$ and $E \in W^{1,\infty}([0, T_1] \times \mathbb{R}^3)^3$. In fact, since $D - \rho \in L^\infty([0, T_1]; W^{1,1}(\mathbb{R}^3)) \cap L^\infty([0, T_1]; W^{1,\infty}(\mathbb{R}^3))$ we have $E \in L^\infty([0, T_1]; W^{2-p}(\mathbb{R}^3))^3$ for all $1 < p < +\infty$. On the other hand since $\partial_t D - \partial_x \rho \in L^\infty([0, T_1]; L^1(\mathbb{R}^3)) \cap L^\infty([0, T_1] \times \mathbb{R}^3)$ we have $\partial_t E \in L^\infty([0, T_1]; W^{1-p}(\mathbb{R}^3))^3$ for all $1 < p < +\infty$. In particular we obtain that $E, \partial_t E \in L^\infty([0, T_1]; L^2(\mathbb{R}^3))^3$.

Having disposed of this existence result, we can also show by looking at the system satisfied by the $\partial_x \ln(\rho)$’s that these quantities are bounded on $(0, T) \times \mathbb{R}^3$ when $\nabla_x \rho^0$ belongs to $L^\infty(\mathbb{R}^3)^3$. \hfill \Box

**Proposition 5.** Under the hypotheses of Proposition 4 assume also that
\[
\begin{align*}
J & \in L^\infty([0, T_1]; L^3(\mathbb{R}^3))^3 \cap L^\infty([0, T_1]; L^q(\mathbb{R}^3))^3, \\
\partial_t J & \in L^\infty([0, T_1]; H^{-1}(\mathbb{R}^3))^3 \cap L^\infty([0, T_1]; W^{-1,q}(\mathbb{R}^3))^3, \\
\partial_t^2 J & \in L^\infty([0, T_1]; H^{-2}(\mathbb{R}^3))^3,
\end{align*}
\]
for some $q \in [3, +\infty]$ and $\partial_t D + \text{div}_x J = 0$ in $D'(0, T_1] \times \mathbb{R}^3).$. Then there is a unique solution $B$ for (24) verifying $B \in L^\infty([0, T_1]; H^1(\mathbb{R}^3))^3 \cap L^\infty([0, T_1]; W^{1,q}(\mathbb{R}^3))^3, \partial_t B \in L^\infty([0, T_1]; L^3(\mathbb{R}^3))^3 \cap L^\infty([0, T_1]; L^q(\mathbb{R}^3))^3, \partial_t^2 B \in L^\infty([0, T_1]; H^{-1}(\mathbb{R}^3))^3.$ In particular $B \in L^\infty([0, T_1] \times \mathbb{R}^3)^3$.

**Proof.** Observe that we have $\text{div}_x (\partial_t E + \rho E + J) = 0$ and that $\partial_t E + \rho E + J \in L^\infty([0, T_1]; L^2(\mathbb{R}^3) \cap L^q(\mathbb{R}^3))^3.$ Therefore there is a unique $B \in L^\infty([0, T_1]; H^1(\mathbb{R}^3) \cap W^{1,q}(\mathbb{R}^3))^3$ such that $\partial_t E + \rho E + J = \text{curl}_x B, \text{div}_x B = 0.$ In order to estimate $\partial_t B$ in $L^\infty([0, T_1]; L^2(\mathbb{R}^3) \cap L^q(\mathbb{R}^3))^3$ it is sufficient to estimate $\partial_t (\partial_t E + \rho E + J)$ in $L^\infty([0, T_1]; H^{-1}(\mathbb{R}^3) \cap W^{-1,q}(\mathbb{R}^3))^3.$ We have
\[
\text{div}_x (\partial_t^2 E) = \partial_t^2 (D - \rho) = \partial_t ( - \text{div}_x J - \text{div}_x (\rho E)),
\]
and thus
\[
\|
\partial_t^2 E \|_L^\infty([0, T_1]; H^{-1}(\mathbb{R}^3))^3 \leq C \|
\partial_t (J + \rho E) \|_L^\infty([0, T_1]; H^{-1}(\mathbb{R}^3))^3
\leq C \|
\partial_t J \|_L^\infty([0, T_1]; H^{-1}(\mathbb{R}^3))^3 + \| \rho \|_L^\infty \cdot \| \partial_t E \|_L^\infty([0, T_1]; L^2(\mathbb{R}^3))^3
\leq C \|
\partial_t \rho \|_L^\infty \cdot \| E \|_L^\infty([0, T_1]; L^2(\mathbb{R}^3))^3).
\]
By the previous proof we already know that $E \in L^\infty([0, T_1]; W^{2-p}(\mathbb{R}^3))^3, \partial_t E \in L^\infty([0, T_1]; W^{1-p}(\mathbb{R}^3))^3$ for all $1 < p < +\infty$ and we obtain similarly
Since \( \text{curl} \ p \) and finally taking 3.2. Evolution of the relative entropy

It remains to estimate \( \partial_t^2 B \) in \( L^\infty(0, T; H^{-1}(\mathbb{R}^3))^3 \). As before we have

\[
\| \partial_t^2 E \|_{L^\infty(0, T; W^{-2,q}(\mathbb{R}^3))} \leq C \left\{ \| \partial_t J \|_{L^\infty(0, T; W^{-1,q}(\mathbb{R}^3))} + \| \rho \|_{L^\infty} \| \partial_t E \|_{L^\infty(0, T; L^q(\mathbb{R}^3))} \right. \\
+ \| \partial_t \rho \|_{L^\infty} \| E \|_{L^\infty(0, T; L^q(\mathbb{R}^3))} \right\}.
\]

And we are done if we bound the norm of \( \partial_t^2 \rho E \) in \( L^\infty(0, T; H^{-2}(\mathbb{R}^3))^3 \). By the continuity equation we have

\[
\partial_t^2 D + \text{div}_x \partial_t J = 0,
\]

implying that \( \partial_t^2 D \in L^\infty(0, T; W^{-2,q}(\mathbb{R}^3)) \). Therefore we deduce that

\[
\partial_t^2 \rho = \partial_t^2 D - \text{div}_x \partial_t^2 E \in L^\infty(0, T; W^{-2,q}(\mathbb{R}^3)).
\]

And finally taking \( p_0 \) such that \( 1/q' = 1/p_0 + 1/2 \) with \( 1/q' + 1/q = 1 \) and by observing that

\[
\| E(t) \|_{W^{2,q}(\mathbb{R}^3)} \leq C \left( \| E(t) \|_{W^{2,p_0}(\mathbb{R}^3)} \| \varphi \|_{H^2(\mathbb{R}^3)} \right),
\]

we obtain

\[
\| \partial_t^2 \rho E \|_{L^\infty(0, T; H^{-2}(\mathbb{R}^3))} \leq C \left( \| \partial_t^2 \rho \|_{L^\infty(0, T; W^{-2,q}(\mathbb{R}^3))} \right) \| E \|_{L^\infty(0, T; W^{2,p_0(\mathbb{R}^3)})} < +\infty.
\]

For further computations it is worth introducing the vector potential \( U \) such that

\[
B = \text{curl}_x U \quad \text{and} \quad \text{div}_x U = 0.
\]

Since \( \text{curl}_x B = \text{curl}_x \text{curl}_x U = -\Delta_x U \) the vector potential \( U \) has the regularity

\[
U \in L^\infty(0, T; H^2(\mathbb{R}^3))^3, \\
\partial_t U \in L^\infty(0, T; H^1(\mathbb{R}^3) \cap W^{1,q}(\mathbb{R}^3))^3, \\
\partial_t^2 U \in L^\infty(0, T; L^2(\mathbb{R}^3))^3.
\]

In particular, since \( q > 3 \), we have \( \partial_t U \in L^\infty(0, T; \times \mathbb{R}^3)^3 \).

3.2. Evolution of the relative entropy

This section is devoted to the study of the evolution of the relative entropy, deduced from

\[
\frac{d}{dt} \mathcal{H}_\varepsilon = \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \partial_t f_\varepsilon \left( 1 + \ln f_\varepsilon + \frac{|v + E|^2}{2} \right) dv dx + \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \partial_t E \cdot (v + E) dv dx \\
- \frac{d}{dt} \left( \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \ln(\rho) dv dx \right) + \frac{1}{2} \frac{d}{dt} \left( \int_{\mathbb{R}^3} |E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2 dx \right),
\]

where we used the charge conservation (17).

**Proposition 6.** Let \( T^0_\varepsilon \geq 0 \) verify the assumptions of Proposition 2. Let \( D \geq 0, \ D \in L^\infty(0, T; L^1(\mathbb{R}^3)) \) and \( J \in L^\infty(0, T; L^1(\mathbb{R}^3))^3 \) verify \( \partial_t D + \text{div}_x J = 0 \). Let \( (f_\varepsilon, E_\varepsilon, B_\varepsilon) \) be a smooth solution of the VMFP system (1)–(4) with the initial conditions \( f^0_\varepsilon, E^0_\varepsilon, B^0_\varepsilon \) satisfying (9). Assume that the solution \( (\rho, E, B) \) of (14) verifies \( E \in W^{1,\infty}(0, T \times \mathbb{R}^3)^3, \ B, \partial_t U \in L^\infty(0, T \times \mathbb{R}^3)^3, \ E, B, \partial_t E, \partial_t B \in L^\infty(0, T; L^2(\mathbb{R}^3))^3, \ \partial_t^2 B \in L^\infty(0, T; H^{-1}(\mathbb{R}^3))^3 \). Then the balance of the relative entropy is given by
\[ \frac{d}{dt} \left( \mathcal{H}_\varepsilon(t) + \alpha \varepsilon \int_{\mathbb{R}^3} \left( (E_\varepsilon - E) \wedge (B_\varepsilon - B) \right) \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t U \cdot (E_\varepsilon - E) \, dx \right) + \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx \]

\[ = \int_{\mathbb{R}^3} \mathcal{A}(E_\varepsilon - E, E_\varepsilon - E) \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \mathcal{A}(B_\varepsilon - B, B_\varepsilon - B) \cdot E \, dx \]

\[ + \alpha \varepsilon \int_{\mathbb{R}^3} \left( (E_\varepsilon - E) \wedge (B_\varepsilon - B) \right) \cdot \partial_t E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \left\{ \alpha^2 U + E \wedge \partial_t B - \nabla_x (\partial_t U \cdot E) \right\} \cdot (E_\varepsilon - E) \, dx \]

\[ + \varepsilon \int_{\mathbb{R}^3} \left\{ \alpha (\partial_t U + E \wedge B) + \partial_t E - (D_x E) E - \frac{\nabla_x \rho}{\rho} \right\} \cdot q_\varepsilon \sqrt{f_\varepsilon} \, dv \, dx, \]

(26)

where, for a given \( u : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \), \( A(u, u) \) denotes the vector \( u \) \( \text{div} \times u - u \wedge \text{curl} \times u \) and \( q_\varepsilon = \sqrt{f_\varepsilon (v + E) + 2 \nabla_v \sqrt{f_\varepsilon}} \).

We wish to establish from identity (26) an estimate like

\[ \mathcal{H}_\varepsilon(t) \leq \mathcal{H}_\varepsilon(0) + \omega(\varepsilon) + C_T \int_0^t \mathcal{H}_\varepsilon(s) \, ds \]

for any \( 0 \leq t \leq T < +\infty \) where the constant \( C_T \) depends on \( T \) and on various bounds on the data and the solution of the limit problem while \( \omega(\varepsilon) \), which also depends on \( 0 < T < \infty \), tends to 0 as \( \varepsilon \) goes to 0. Having such an estimate implies convergence properties by a simple application of the Gronwall lemma.

To start the proof of these statements, it is convenient to rewrite (1) as follows

\[ \varepsilon (\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon) - \text{div}_v (f_\varepsilon (v + E) + \nabla_v f_\varepsilon) - \text{div}_v \left\{ (E_\varepsilon - E + \alpha \varepsilon (v \wedge B_\varepsilon)) f_\varepsilon \right\} = 0. \]

(27)

Let \((\rho, E, B)\) be a solution of (14), and let us multiply (1) by

\[ 1 + \ln f_\varepsilon + \frac{|v + E|^2}{2} \]

so that we will recognize the first term in the right-hand side of (25). It thus makes the following quantities appear

\[ Q_1(t) = \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon) \cdot \left( 1 + \ln f_\varepsilon + \frac{|v + E|^2}{2} \right) \, dv \, dx, \]

\[ Q_2(t) = -\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \text{div}_v (f_\varepsilon (v + E) + \nabla_v f_\varepsilon) \left( 1 + \ln f_\varepsilon + \frac{|v + E|^2}{2} \right) \, dv \, dx, \]

\[ Q_3(t) = -\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \text{div}_v \left( (E_\varepsilon - E + \alpha \varepsilon (v \wedge B_\varepsilon)) f_\varepsilon \right) \left( 1 + \ln f_\varepsilon + \frac{|v + E|^2}{2} \right) \, dv \, dx. \]

We split the evaluation of these quantities into three lemma.

**Lemma 7.** Assume that \( E \in W^{1,\infty}(0, T \times \mathbb{R}^3) \). Then we have

\[ Q_1(t) = \varepsilon \frac{d}{dt} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \left( \ln f_\varepsilon + \frac{|v + E|^2}{2} \right) \, dv \, dx - \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon (v + E) \cdot (\partial_t E + (D_x E)v) \, dv \, dx, \]

where \( D_x E \) stands for the Jacobian matrix of \( E \).
Proof. We can write
\[
(\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon) \cdot \left(1 + \ln f_\varepsilon + \frac{|v + E|^2}{2}\right) = \partial_t(f_\varepsilon \ln f_\varepsilon) + v \cdot \nabla_x (f_\varepsilon \ln f_\varepsilon) + \partial_t\left(f_\varepsilon \frac{|v + E|^2}{2}\right)
\]
\[+ v \cdot \nabla_x \left(f_\varepsilon \frac{|v + E|^2}{2}\right) - f_\varepsilon(v + E) \cdot (\partial_t E + (D_x E)v),
\]
where \(D_x E = (\frac{\partial E}{\partial x_j})_{1 \leq i, j \leq 3}\). After integration with respect to \((x, v)\) we get
\[
Q_1(t) = \varepsilon \frac{d}{dt} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \left(\ln f_\varepsilon + \frac{|v + E|^2}{2}\right) dv \, dx - \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon(v + E) \cdot (\partial_t E + (D_x E)v) \, dv \, dx.
\]

Lemma 8. We have
\[
Q_2(t) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\sqrt{\varepsilon} f_\varepsilon(v + E) + 2\nabla_x \sqrt{f_\varepsilon}|^2 \, dv \, dx = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx.
\]

Proof. By using the formula
\[
\text{div}_v f_\varepsilon(v + E) + \nabla_x f_\varepsilon = \text{div}_v \left(e^{-\frac{|v + E|^2}{2}} \nabla_v \left(f_\varepsilon e^{-\frac{|v + E|^2}{2}}\right)\right),
\]
we deduce that
\[
Q_2(t) = -\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \text{div}_v \left(e^{-\frac{|v + E|^2}{2}} \nabla_v \left(f_\varepsilon e^{-\frac{|v + E|^2}{2}}\right)\right) \ln \left(f_\varepsilon e^{-\frac{|v + E|^2}{2}}\right) \, dv \, dx
\]
\[= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \left|\nabla_v \left(f_\varepsilon e^{-\frac{|v + E|^2}{2}}\right)\right|^2 \, dv \, dx
\]
\[= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\sqrt{\varepsilon} f_\varepsilon(v + E) + 2\nabla_x \sqrt{f_\varepsilon}|^2 \, dv \, dx.
\]

Lemma 9. Let \((\rho, E, B)\) be a solution of (14) satisfying \(E \in W^{1,\infty}(]0, T[ \times \mathbb{R}^3)^3, B, \partial_t U \in L^\infty(]0, T[ \times \mathbb{R}^3)^3, E, B, \partial_t E, \partial_t B \in L^\infty(]0, T[; L^2(\mathbb{R}^3)^3)^3\). Then, we have
\[
Q_3(t) = \frac{d}{dt} \left\{ \frac{1}{2} \int_{\mathbb{R}^3} |E_\varepsilon - E|^2 \, dx + \frac{\alpha E}{2} \int_{\mathbb{R}^3} |B_\varepsilon - B|^2 \, dx \right\}
\]
\[- \int_{\mathbb{R}^3} \left(\mathcal{A}(E_\varepsilon - E, E_\varepsilon - E) + \alpha E \mathcal{A}(B_\varepsilon - B, B_\varepsilon - B)\right) \cdot E \, dx
\]
\[- \alpha \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (\partial_t U + E \wedge B) \cdot (v + E) \, f_\varepsilon \, dv \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \left(\nabla_{\varepsilon} (\partial_t U \cdot E) - E \wedge \partial_t B\right) \cdot (E_\varepsilon - E) \, dx
\]
\[+ \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t U \cdot \partial_t (E_\varepsilon - E) \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t \left((E_\varepsilon - E) \wedge (B_\varepsilon - B)\right) \cdot E \, dx.
\]

Proof. We can write
\[
\text{div}_v \left(f_\varepsilon (E_\varepsilon - E + \alpha \varepsilon (v \wedge B_\varepsilon))\right) \left(1 + \ln f_\varepsilon + \frac{|v + E|^2}{2}\right) = \text{div}_v \left(f_\varepsilon \ln f_\varepsilon (E_\varepsilon - E + \alpha \varepsilon (v \wedge B_\varepsilon))\right)
\]
\[+ \text{div}_v \left(f_\varepsilon (E_\varepsilon - E + \alpha \varepsilon (v \wedge B_\varepsilon))\right) \frac{|v + E|^2}{2}.
\]
After integration with respect to \((x, v)\) we get

\[
Q_3(t) = \int \int \left( f_\varepsilon \left( E_\varepsilon - E + \alpha \varepsilon (v \wedge B) \right) \cdot (v + E) \right) \, dv \, dx
\]

\[
= \int \int \left( (E_\varepsilon - E) \cdot j_\varepsilon \, dx + \int \rho_\varepsilon (E_\varepsilon - E) \cdot E \, dx + \alpha \varepsilon \int (j_\varepsilon \wedge B) \cdot E \, dx \right)
\]

\[
= \int \int \left( (E_\varepsilon - E) \cdot (j_\varepsilon + \rho E) \, dx + \int (\rho_\varepsilon - \rho)(E_\varepsilon - E) \cdot E \, dx \right)
\]

\[
+ \alpha \varepsilon \int \left( (j_\varepsilon + \rho E) \wedge (B_\varepsilon - B) \right) \cdot E \, dx + \alpha \varepsilon \int \left( (j_\varepsilon + \rho_\varepsilon E) \wedge B \right) \cdot E \, dx
\]

\[
= I_1 + I_2 + I_3 + I_4.
\]

From (2), (3) and (14) we have

\[
\partial_t (E_\varepsilon - E) - \text{curl}_x (B_\varepsilon - B) = j_\varepsilon + \rho E, \tag{28}
\]

\[
\alpha \varepsilon \partial_t (B_\varepsilon - B) + \text{curl}_x (E_\varepsilon - E) = -\alpha \varepsilon \partial_t B. \tag{29}
\]

By multiplying (28), (29) by \(E_\varepsilon - E\), and \(B_\varepsilon - B\) respectively, we find after integration with respect to \(x\)

\[
\frac{1}{2} \frac{d}{dt} \int \left( |E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2 \right) \, dx = \int (j_\varepsilon + \rho E) \cdot (E_\varepsilon - E) \, dx - \alpha \varepsilon \int \partial_t B \cdot (B_\varepsilon - B) \, dx
\]

\[
= I_1 - \alpha \varepsilon \int \partial_t B \cdot (B_\varepsilon - B) \, dx. \tag{30}
\]

By using (28) and the vector potential \(U\) the last term in the above right-hand side can be written

\[
-\alpha \varepsilon \int \partial_t B \cdot (B_\varepsilon - B) \, dx = -\alpha \varepsilon \int \partial_t U \cdot \text{curl}_x (B_\varepsilon - B) \, dx
\]

\[
= \alpha \varepsilon \int \partial_t U \cdot \left\{ j_\varepsilon + \rho E - \partial_t (E_\varepsilon - E) \right\} \, dx
\]

\[
= \alpha \varepsilon \int \left\{ \partial_t U \cdot (j_\varepsilon + \rho E) + (\rho - \rho_\varepsilon) \partial_t U \cdot E \right\} \, dx
\]

\[
- \alpha \varepsilon \int \partial_t U \cdot \partial_t (E_\varepsilon - E) \, dx. \tag{31}
\]

From (4), (14) we have \(\text{div}_x (E_\varepsilon - E) = -(\rho_\varepsilon - \rho)\) and thus

\[
I_2 = \int \int \left( (\rho_\varepsilon - \rho)(E_\varepsilon - E) \cdot E \right) \, dx = -\int \text{div}_x (E_\varepsilon - E)(E_\varepsilon - E) \cdot E \, dx. \tag{32}
\]

Now by using (2), (3) we deduce

\[
I_3 = \alpha \varepsilon \int \left( (j_\varepsilon + \rho E) \wedge (B_\varepsilon - B) \right) \cdot E \, dx
\]

\[
= \alpha \varepsilon \int \left( \left( \partial_t (E_\varepsilon - E) - \text{curl}_x (B_\varepsilon - B) \right) \wedge (B_\varepsilon - B) \right) \cdot E \, dx
\]
\[ \begin{align*}
&= \alpha \varepsilon \int_{\mathbb{R}^3} ((B_\varepsilon - B) \wedge \text{curl}_x (B_\varepsilon - B)) \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t ((E_\varepsilon - E) \wedge (B_\varepsilon - B)) \cdot E \, dx \\
&\quad - \alpha \varepsilon \int_{\mathbb{R}^3} ((E_\varepsilon - E) \wedge \partial_t (B_\varepsilon - B)) \cdot E \, dx \\
&= \alpha \varepsilon \int_{\mathbb{R}^3} ((B_\varepsilon - B) \wedge \text{curl}_x (B_\varepsilon - B)) \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} ((E_\varepsilon - E) \wedge \partial_t B) \cdot E \, dx \\
&\quad + \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t ((E_\varepsilon - E) \wedge (B_\varepsilon - B)) \cdot E \, dx + \int_{\mathbb{R}^3} ((E_\varepsilon - E) \wedge \text{curl}_x (E_\varepsilon - E)) \cdot E \, dx. 
\end{align*} \]

Equalities (32) and (33) imply

\[ I_2 + I_3 = -\int_{\mathbb{R}^3} \mathcal{A}(E_\varepsilon - E, E_\varepsilon - E) \cdot E \, dx - \alpha \varepsilon \int_{\mathbb{R}^3} \mathcal{A}(B_\varepsilon - B, B_\varepsilon - B) \cdot E \, dx \\
+ \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t ((E_\varepsilon - E) \wedge (B_\varepsilon - B)) \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} ((E_\varepsilon - E) \wedge \partial_t B) \cdot E \, dx. \]

Finally we arrive at the formula for \( Q_3 \) stated in Lemma 9. \( \square \)

From (27) we know that \( Q_1(t) + Q_2(t) + Q_3(t) = 0 \) for all \( 0 \leq t \leq T \). Therefore, combining Lemmas 7–9 yields

\[ \frac{\varepsilon}{\partial t} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \left( \ln f_\varepsilon + \frac{1}{2} |v + E|^2 \right) \, dv \, dx + \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} |E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2 \, dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx \\
= \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon (v + E) \cdot (\partial_t E + \text{div}_x E) \, dv \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \mathcal{A}(E_\varepsilon - E, E_\varepsilon - E) \cdot (\partial_t U + E) \, dv \, dx \\
\quad - \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t \mathcal{A}(B_\varepsilon - B, B_\varepsilon - B) \cdot E \, dx \\
\quad - \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t (E_\varepsilon - E) \cdot (\partial_t U + E) \, dx. \]

The two last terms can be recast as

\[ -\alpha \varepsilon \frac{d}{dt} \left( \int_{\mathbb{R}^3} ((E_\varepsilon - E) \wedge (B_\varepsilon - B) \cdot E + \partial_t U \cdot (E_\varepsilon - E)) \, dx \right), \]

\[ + \alpha \varepsilon \int_{\mathbb{R}^3} ((E_\varepsilon - E) \wedge (B_\varepsilon - B) \cdot \partial_t E + \partial_t^2 U \cdot (E_\varepsilon - E)) \, dx. \]

For computing the time derivative of the relative entropy we also need the expression of the third term in the right-hand side of (25).

**Lemma 10.** We have

\[ \frac{d}{dt} \left( \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \ln(\rho) \, dv \, dx \right) = \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon ((v + E) \cdot \nabla_x \ln(\rho) + \text{div}_x E) \, dv \, dx. \]
Proof. Using the equations satisfied by \( f_\varepsilon \) and \( \rho \), we obtain when integrating by parts

\[
\frac{d}{dt} \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \ln(\rho) \, dv \, dx \right) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon v \cdot \nabla_x \ln(\rho) \, dv \, dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \frac{1}{\rho} \text{div}_x (\rho E) \, dv \, dx.
\]

We conclude by expanding \( \frac{1}{\rho} \text{div}_x (\rho E) = \text{div}_x E + E \cdot \nabla_x \ln(\rho) \).

Combining (34) and Lemma 10 characterizes the evolution of the relative entropy and proves Proposition 6 with the following observations (based on integration by parts with respect to \( v \)):

- On the one hand for any (vector valued) function \( \Psi \) depending only on \((t, x)\), we have

\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \Psi(t, x) \cdot (v + E) f_\varepsilon \, dv \, dx = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \Psi(t, x) \cdot q_\varepsilon \sqrt{f_\varepsilon} \, dv \, dx.
\]

- On the other hand, we have

\[
\varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (\text{D}_xE)(v + E) \cdot (v + E) f_\varepsilon \, dv \, dx - \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f_\varepsilon \text{div}_x E \, dv \, dx = \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} q_\varepsilon \cdot (\text{D}_xE)(v + E) \sqrt{f_\varepsilon} \, dv \, dx,
\]

where we recognize one of the integrals produced in Lemma 10.

We intend to show that the terms in the right-hand side of (26) are dominated by the relative entropy and the entropy production term \( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx \) up to a reminder term of order \( \varepsilon^2 \). This will allow us to conclude by the Gronwall lemma.

Corollary 3.1. Under the hypotheses of Proposition 6 we have for any \( \varepsilon \in ]0, 1[ \)

\[
\left\{ \begin{array}{l}
\sup_{t \in [0, T]} \mathcal{H}_\varepsilon(t) \leq C_T (\mathcal{H}_\varepsilon(0) + \varepsilon^2 (1 + \alpha^2)), \\
\int_0^T \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx \, dt \leq C_T (\mathcal{H}_\varepsilon(0) + \varepsilon^2 (1 + \alpha^2)).
\end{array} \right.
\]

Proof. The estimates are standard, except that of the term

\[
\varepsilon \left| \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} q_\varepsilon \cdot (\text{D}_xE)(v + E) \sqrt{f_\varepsilon} \, dv \, dx \right| \leq \frac{1}{4} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx + C \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (v + E)^2 f_\varepsilon \, dv \, dx,
\]

which actually needs a sharp estimate of \( \varepsilon^2 \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v + E|^2 f_\varepsilon \, dv \, dx \). This can be done by using the properties of the entropic convergence, introduced in [4]. For the sake of the completeness we recall here the arguments. Let \( h : ]-1, +\infty[ \rightarrow \mathbb{R} \) be the strictly convex function

\[
h(z) = (1 + z) \ln(1 + z) - z, \quad z > -1,
\]

which enters into the definition of the relative entropy. Indeed, let us denote by \( g_\varepsilon \) the \( \varepsilon \)-fluctuations of \( f_\varepsilon \) with respect to the equilibrium \( \rho ME \) (and normalized by \( \rho ME \))

\[
\frac{f_\varepsilon}{\rho ME} = 1 + \varepsilon g_\varepsilon.
\]

Then, we get

\[
H(f_\varepsilon | \rho ME) = \int_{\mathbb{R}^3} \rho ME h(\varepsilon g_\varepsilon) \, dv \, dx.
\]

We shall make use of the following properties of the function \( h \):
Its Legendre transform is explicitly given by 
\[ h^*(y) = e^y - 1 - y, \quad y \in \mathbb{R}. \]

- Reflection inequality 
\[ h(|z|) \leq h(z), \quad z > -1. \]

- Super-quadratic homogeneity 
\[ h^*(\lambda y) \leq \lambda^2 h^*(y), \quad y > 0, \quad 0 \leq \lambda \leq 1. \]

- Young inequality 
\[ yz \leq h(z) + h^*(y). \]

Indeed, apply the Young inequality with 
\[ y = \frac{\varepsilon}{4a}(1 + |v + E|^2), \quad z = \varepsilon|g_\varepsilon|. \]

Using the reflection inequality and the super-quadratic homogeneity yields for \( 0 < \varepsilon \leq a \)
\[ \frac{\varepsilon}{4a}(1 + |v + E|^2)\varepsilon|g_\varepsilon| \leq h(\varepsilon g_\varepsilon) + \frac{\varepsilon^2}{a^2}h^*(\frac{1}{4}(1 + |v + E|^2)). \]

Multiplying by \( a\varepsilon \rho M_E \) and integrating with respect to \((x, v) \in \mathbb{R}^6\) we deduce that 
\[ \frac{\varepsilon^2}{4} \int_\mathbb{R}^3 \int_\mathbb{R}^3 (1 + |v + E|^2)|f_\varepsilon - \rho M_E| dv dx \leq a\varepsilon \int_\mathbb{R}^3 \int_\mathbb{R}^3 \rho M_E h(\varepsilon g_\varepsilon) dv dx + C \frac{\varepsilon^3}{a} \]
\[ \leq aH_\varepsilon(t) + C \frac{\varepsilon^3}{a}. \]  

Consequently, choosing \( a = 1 \), we obtain 
\[ \varepsilon^2 \int_\mathbb{R}^3 \int_\mathbb{R}^3 \frac{1}{2}|v + E|^2 f_\varepsilon \ dv \ dx \leq C\mathcal{H}_\varepsilon(t) + \varepsilon^2, \quad 0 < \varepsilon \leq 1. \]  

(Another choice of \( a \) will be useful later on.)

It remains to estimate the other terms in the right-hand side of (26). Using the formula 
\[ A(u, u) = \text{div}_x \left( u \otimes u - \frac{1}{2}|u|^2 I_3 \right), \]
we get easily after integration by parts that 
\[ \int_\mathbb{R}^3 A(E_\varepsilon - E, E_\varepsilon - E) \cdot E dx \leq C \int_\mathbb{R}^3 |E_\varepsilon - E|^2 dx \leq C\mathcal{H}_\varepsilon(t), \]
and similarly 
\[ \alpha \varepsilon \int_\mathbb{R}^3 A(B_\varepsilon - B, B_\varepsilon - B) \cdot E dx \leq C \alpha \varepsilon \int_\mathbb{R}^3 |B_\varepsilon - B|^2 dx \leq C\mathcal{H}_\varepsilon(t), \]
where \( C \) depends on \( \|E\|_{W^{1,\infty}} \). Next, we use the trivial inequalities 
\[ \alpha \varepsilon \int_\mathbb{R}^3 (|E_\varepsilon - E| \wedge |B_\varepsilon - B|) \cdot \partial_t E dx \leq C \sqrt{\alpha \varepsilon} \int_\mathbb{R}^3 (|E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2) dx \]
\[ \leq C \sqrt{\alpha \varepsilon} \mathcal{H}_\varepsilon(t). \]
By virtue of our assumptions on the limit solution, \( \partial_t^2 U + E \land \partial_t B - \nabla_x (\partial_t U \cdot E) \) belongs to \( L^\infty([0, T[; L^2(\mathbb{R}^3))^3 \) and therefore
\[
\alpha \varepsilon \left| \int_{\mathbb{R}^3} \left\{ \partial_t^2 U + E \land \partial_t B - \nabla_x (\partial_t U \cdot E) \right\} \cdot (E_\varepsilon - E) \, dx \right| \leq C \alpha^2 \varepsilon^2 + \frac{1}{2} \int_{\mathbb{R}^3} |E_\varepsilon - E|^2 \, dx
\]
\[
\leq C \alpha^2 \varepsilon^2 + \mathcal{H}_\varepsilon(t).
\]
Similarly, by using the charge conservation we get
\[
\varepsilon \left| \int_{\mathbb{R}^3} \left\{ \alpha (\partial_t U + E \land B) + \partial_t E - (D_x E) E - \nabla_x \ln \rho \right\} \cdot q_\varepsilon \sqrt{\varepsilon} \, dv \, dx \right|
\leq \frac{1}{4} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx + C \varepsilon^2 (1 + \alpha^2).
\] (37)

Plugging all these estimates in (26) we obtain
\[
\frac{d}{dt} \left\{ \mathcal{H}_\varepsilon(t) + \alpha \varepsilon \int_{\mathbb{R}^3} \left\{ (E_\varepsilon - E) \land (B_\varepsilon - B) \right\} \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t U \cdot (E_\varepsilon - E) \, dx \right\} + \frac{1}{2} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx
\leq C (\mathcal{H}_\varepsilon(t) + \varepsilon^2 (1 + \alpha^2)).
\]
Eventually the conclusion follows by integrating with respect to the time and by observing that
\[
\alpha \varepsilon \int_{\mathbb{R}^3} \left\{ (E_\varepsilon - E) \land (B_\varepsilon - B) \right\} \cdot E \, dx + \alpha \varepsilon \int_{\mathbb{R}^3} \partial_t U \cdot (E_\varepsilon - E) \, dx \leq C (1 + \sqrt{\alpha \varepsilon}) \mathcal{H}_\varepsilon(t) + C \alpha^2 \varepsilon^2. \tag{38}
\]

4. Asymptotics

In this section we analyze the asymptotic behavior of smooth solutions \((f_\varepsilon, E_\varepsilon, B_\varepsilon)_{\varepsilon > 0}\) of the VMFP system (1)–(7) when the parameter \(\varepsilon \downarrow 0\) and we establish rigorously the connection to the system (14). We start with the following consequence of Corollary 3.1.

**Proposition 11.** Under the hypotheses of Proposition 6, we assume moreover that

(i) \(\lim_{\varepsilon \downarrow 0} \mathcal{H}_\varepsilon(0) = 0\). Then, we have
\[
\begin{cases}
E_\varepsilon \to E & \text{strongly in } L^\infty([0, T[; L^2(\mathbb{R}^3))^3, \\
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx \, dt \to 0, \\
f_\varepsilon - \rho_\varepsilon M_E \to 0 & \text{strongly in } L^1([0, T[ \times \mathbb{R}^3 \times \mathbb{R}^3]).
\end{cases}
\]

(ii) \(\lim_{\varepsilon \downarrow 0} \mathcal{H}_\varepsilon(0)/\varepsilon = 0\). Then, we have furthermore,
\[
\begin{cases}
f_\varepsilon \to \rho M_E & \text{strongly in } L^\infty([0, T[; L^1(\mathbb{R}^3 \times \mathbb{R}^3)), \\
\rho_\varepsilon \to \rho & \text{and } j_\varepsilon \to -\rho E & \text{strongly in } L^\infty([0, T[; L^1(\mathbb{R}^3)).
\end{cases}
\]

(iii) \(\lim_{\varepsilon \downarrow 0} \mathcal{H}_\varepsilon(0)/(\alpha \varepsilon) = 0\), with \(\lim_{\varepsilon \downarrow 0} \varepsilon/\alpha = 0\). Then, we have furthermore,
\[
B_\varepsilon \to B & \text{strongly in } L^\infty([0, T[; L^2(\mathbb{R}^3))^3.
\]
Proof. The two first statements in (i) are obvious consequences of Corollary 3.1 since \( H(f_\epsilon | \rho M_E) \geq 0 \). Next, we appeal to the logarithmic Sobolev inequality, see e.g. [3,2], which yields

\[
0 \leq \int_{\mathbb{R}^3} \left\{ \frac{f_\epsilon}{\rho_\epsilon M_E} \ln \left( \frac{f_\epsilon}{\rho_\epsilon M_E} \right) - \frac{f_\epsilon}{\rho_\epsilon M_E} + 1 \right\} \rho_\epsilon M_E \, dv = \int_{\mathbb{R}^3} f_\epsilon \ln \left( \frac{f_\epsilon}{\rho_\epsilon M_E} \right) \, dv
\]

\[
\leq \lambda \int_{\mathbb{R}^3} \left| \nabla \sqrt{f_\epsilon / M_E} \right|^2 M_E \, dv = \frac{\lambda}{4} \int_{\mathbb{R}^3} |q_\epsilon|^2 \, dv,
\]

for some \( \lambda > 0 \). Hence \( \int_0^T H(f_\epsilon | \rho_\epsilon M_E) \, dt \) tends to 0 as \( \epsilon \searrow 0 \). Eventually, we conclude by using the Csiszar–Kullback–Pinsker inequality, see [19,32], which implies that

\[
\left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |f_\epsilon - \rho_\epsilon M_E| \, dv \, dx \right)^2 \leq \mu \int_{\mathbb{R}^3} f_\epsilon \ln \left( \frac{f_\epsilon}{\rho_\epsilon M_E} \right) \, dv \, dx,
\]

with \( \mu > 0 \).

With the additional assumption in (ii), we strengthen also the behavior of the relative entropy:

\[
\lim_{\epsilon \searrow 0} \sup_{0 \leq t \leq T} \frac{H_\epsilon(t)}{\epsilon} = 0.
\]

Now, let us go back to (35). Optimizing with respect to \( a \), we arrive at

\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \left( 1 + |v + E|^2 \right)^2 |f_\epsilon - \rho M_E| \, dv \, dx \leq C_T \sqrt{\frac{H_\epsilon(t)}{\epsilon}}
\]

which tends to 0 uniformly with respect to \( 0 \leq t \leq T \) as \( \epsilon \searrow 0 \). Therefore we readily check that

\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^3} |f_\epsilon - \rho M_E| \, dv \, dx \rightarrow 0, \quad \epsilon \searrow 0
\]

\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^3} |\rho_\epsilon - \rho| \, dx = \sup_{t \in [0,T]} \int_{\mathbb{R}^3} \left| (f_\epsilon - \rho M_E) \right| \, dx \rightarrow 0, \quad \epsilon \searrow 0
\]

\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^3} |j_\epsilon + \rho E| \, dx = \sup_{t \in [0,T]} \int_{\mathbb{R}^3} \left| v(f_\epsilon - \rho M_E) \right| \, dx \rightarrow 0, \quad \epsilon \searrow 0.
\]

The control on the magnetic field under the strengthened assumption in (iii) follows from the simple remark

\[
\|B_\epsilon - B\|_{L^2(\mathbb{R}^3)} \leq \frac{H_\epsilon(t)}{\alpha \epsilon} \leq C_T \frac{H_\epsilon(0) + \epsilon^2 (1 + \alpha^2)}{\alpha \epsilon}.
\]

Clearly, Proposition 11(iii) ends the proof of Theorem 1. However, we can still investigate the asymptotic behavior of the solutions under the weaker hypothesis of (i). The difficulty comes from the fact that the relative entropy does not provide useful information on \( H(f_\epsilon | \rho M_E) \) and \( \|B_\epsilon - B\|^2_{L^2(\mathbb{R}^3)} \) due to the \( \epsilon \) and \( \alpha \epsilon \) in front of these terms in the definition of the relative entropy. Nevertheless, we will be able to establish convergences in a weaker sense. For instance, since \( \rho_\epsilon - \rho = \text{div} \left( E - E_\epsilon \right) \) we obtain that \( \lim_{\epsilon \searrow 0} \rho_\epsilon = \rho \) in \( \mathcal{D}'(\mathbb{R}^3) \), uniformly for \( t \in [0,T] \). Actually we can prove that the previous convergence holds in the space of bounded measures. Throughout the paper we denote by \( \mathcal{M}_1(\mathbb{R}^3) \) the set of bounded Radon measures on \( \mathbb{R}^3 \), while \( \mathcal{M}_1^+(\mathbb{R}^3) \) stands for its positive cone. We recall some definitions and compactness properties in measure spaces (see [12] for more details).

**Definition 4.1.** Let \( (\rho_n)_{n \in \mathbb{N}} \) be a sequence in \( \mathcal{M}_1(\mathbb{R}^3) \). We say that
(1) \((\rho_n)_{n \in \mathbb{N}}\) converges vaguely to \(\rho\) iff
\[
\lim_{n \to +\infty} \int_{\mathbb{R}^3} \varphi \, d\rho_n = \int_{\mathbb{R}^3} \varphi \, d\rho,
\]
for any continuous function with compact support \(\varphi \in C_0^0(\mathbb{R}^3)\) (actually the convergence holds for any continuous function \(\varphi\) vanishing at infinity, i.e., \(\lim_{|x| \to +\infty} \varphi(x) = 0\));

(2) \((\rho_n)_{n \in \mathbb{N}}\) converges tightly to \(\rho\) iff \(39\) holds for any continuous and bounded function \(\varphi \in C_0(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)\).

We have the following classical results.

**Proposition 12.**

1. Let \((\rho_n)_{n \in \mathbb{N}}\) be a sequence in \(M_1^+\left(\mathbb{R}^3\right)\) which converges vaguely to \(\rho\). Assume also that \(\lim_{n \to +\infty} \rho_n(\mathbb{R}^3) = \rho(\mathbb{R}^3)\). Then \((\rho_n)_{n \in \mathbb{N}}\) converges tightly to \(\rho\).

2. Let \((\rho_n)_{n \in \mathbb{N}}\) be a sequence in \(M_1(\mathbb{R}^3)\) verifying \(\sup_n |\rho_n|_{\mathbb{R}^3} < +\infty\) and such that for any \(\eta > 0\) there exists a compact set \(K_\eta \subset \mathbb{R}^3\) satisfying \(\sup_n |\rho_n|_{\mathbb{R}^3 - K_\eta} \leq \eta\). Then \((\rho_n)_{n \in \mathbb{N}}\) is relatively compact for the tight topology.

We recall also the following compactness result, cf. [26].

**Proposition 13.** Assume that \((\rho_\varepsilon)_{\varepsilon > 0}, (j_\varepsilon)_{\varepsilon > 0}\) satisfy \(\rho_\varepsilon \geq 0, \partial_t \rho_\varepsilon + \text{div}_x j_\varepsilon = 0\) in \(D'(\mathbb{R}^3)\), \(\forall \varepsilon > 0\) and
\[
\sup_{t \in (0, T]} \int_{\mathbb{R}^3} \rho_\varepsilon(t, x) \left(1 + |x|\right) dx < +\infty,
\]
\[
\sup_{t \in (0, T]} \int_{\mathbb{R}^3} \left(\int_{\mathbb{R}^3} |j_\varepsilon(t, x)|^2 dx\right)^{1/2} dt < +\infty,
\]
\[
\sup_{t \in (0, T]} \int_{\mathbb{R}^3} \left(1 + \sqrt{|x|}\right) |j_\varepsilon(t, x)| dx dt < +\infty.
\]

Then \((\rho_\varepsilon)_{\varepsilon > 0}\) is relatively compact in \(C^0([0, T]; M_1^+(\mathbb{R}^3)\)-tight\) and \((j_\varepsilon)_{\varepsilon > 0}\) is relatively compact in \(M_1([0, T] \times \mathbb{R}^3)\)-tight.

Our goal is to complete Proposition 11 as follows.

**Lemma 14.** Let the assumptions of Proposition 11(i) be fulfilled. Then, we also have the following convergence properties:

(a) \(\rho_\varepsilon\) converges to \(\rho\) in \(C^0([0, T]; M_1^+(\mathbb{R}^3)\)-tight),

(b) \(j_\varepsilon\) converges to \(-\rho E\) in \(M_1([0, T] \times \mathbb{R}^3)\) tightly,

(c) \(B_\varepsilon\) converges to \(B\) in \(D'([0, T] \times \mathbb{R}^3)\).

**Proof.** We observe that
\[
\int_0^T \int_{\mathbb{R}^3} |v + E|^2 f_\varepsilon \, dv \, dx \, dt \leq \int_0^T \int_{\mathbb{R}^3} \left( (|v + E|^2 f_\varepsilon + 4|\nabla_v \sqrt{f_\varepsilon}|^2) \, dv \, dx \, dt \right.
\]
\[
= \int_0^T \int_{\mathbb{R}^3} (|q_\varepsilon|^2 - 2(v + E) \cdot \nabla_v f_\varepsilon) \, dv \, dx \, dt
\]
\[= \int_0^T \int_{\mathbb{R}^3} (|q_\varepsilon|^2 + 6 f_\varepsilon) \, dv \, dx \, dt.\]

Hence, the charge conservation together with Corollary 3.1 imply that
\[\sup_{0 < \varepsilon \leq 1} \int_0^T \int_{\mathbb{R}^3} |v|^2 f_\varepsilon \, dv \, dx \, dt < +\infty.\]

Next, reasoning as in the proof of Proposition 2 (see (21)) we have
\[\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (1 + |x|) f_\varepsilon \, dv \, dx \leq \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (1 + |x|) f_\varepsilon^0 \, dv \, dx + \int_0^T \int_{\mathbb{R}^3} |v| f_\varepsilon \, dv \, dx \, dt\]
\[\leq \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (1 + |x|) f_\varepsilon^0 \, dv \, dx + \frac{1}{2} \int_0^T \int_{\mathbb{R}^3} (1 + |v|^2) f_\varepsilon \, dv \, dx \, dt,\]
by using (15) and therefore
\[\sup_{0 < \varepsilon \leq 1} \rho_\varepsilon(t, x) < +\infty.\]

Moreover we have the inequalities
\[\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \|j_\varepsilon(t)\|_{L^1(\mathbb{R}^3)}^2 \, dt \leq \int_0^T \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v| f_\varepsilon \, dv \, dx \right)^2 \, dt\]
\[\leq \int_0^T \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v|^2 f_\varepsilon \, dv \, dx \right) \left( \int_{\mathbb{R}^3} f_\varepsilon \, dv \, dx \right) \, dt\]
\[\leq \left( \int_0^T \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v|^2 f_\varepsilon \, dv \, dx \, dt \right) \left( \int_{\mathbb{R}^3} f_\varepsilon^0 \, dv \, dx \right)\]
\[\leq C, \quad 0 < \varepsilon \leq 1,\]
and
\[\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (1 + \sqrt{|x|}) |j_\varepsilon(t, x)| \, dx \, dt \leq \int_0^T \int_{\mathbb{R}^3} \left( 1 + \sqrt{|x|} \right) |v| f_\varepsilon \, dv \, dx \, dt\]
\[\leq \frac{1}{2} \int_0^T \int_{\mathbb{R}^3} \left\{ (1 + |v|^2) + (|x| + |v|^2) \right\} f_\varepsilon \, dv \, dx \, dt\]
\[\leq C, \quad 0 < \varepsilon \leq 1.\]

Therefore, by using Proposition 13 we deduce that \((\rho_\varepsilon)_{\varepsilon > 0}\) is relatively compact in \(C^0([0, T]; M^1_{\text{tight}}(\mathbb{R}^3))\) and \((j_\varepsilon)_{\varepsilon > 0}\) is relatively compact in \(M^1([0, T] \times \mathbb{R}^3)^3\)-tight. Since \(\text{div}_x (E_\varepsilon - E) = -(\rho_\varepsilon - \rho)\) we obtain that \(\rho_\varepsilon\) converges to \(\rho\) in \(C^0([0, T]; M^1_{\text{tight}}(\mathbb{R}^3))\). Next, we remark that
\[ \int_0^T \int_{\mathbb{R}^3} |j_\varepsilon + \rho_\varepsilon E| \, dx \, dt \leq \int_0^T \int_{\mathbb{R}^3} \sqrt{f_\varepsilon} |q_\varepsilon| \, dv \, dx \, dt \]

\[ \leq \left( \int_0^T \int_{\mathbb{R}^3} f_\varepsilon \, dv \, dx \, dt \right)^{\frac{1}{2}} \left( \int_0^T \int_{\mathbb{R}^3} |q_\varepsilon|^2 \, dv \, dx \, dt \right)^{\frac{1}{2}}, \tag{40} \]

and thus we have for all continuous bounded function \( \theta \)

\[ \left| \int_0^T \int_{\mathbb{R}^3} (j_\varepsilon + \rho \varepsilon E + \rho \varepsilon) \theta \, dx \, dt \right| \leq \left| \int_0^T \int_{\mathbb{R}^3} (j_\varepsilon + \rho \varepsilon E + \rho \varepsilon) \, dx \, dt \right| + \left| \int_0^T \int_{\mathbb{R}^3} \rho E \theta \, dx \, dt \right| \]

\[ \leq \| \theta \|_{L^\infty} \int_0^T \int_{\mathbb{R}^3} |j_\varepsilon + \rho \varepsilon E| \, dx \, dt + \left| \int_0^T \int_{\mathbb{R}^3} (\rho - \rho \varepsilon) E \theta \, dx \, dt \right|. \tag{41} \]

Since \( E \theta \) is bounded and continuous we have \( \lim_{\varepsilon \searrow 0} \int_0^T \int_{\mathbb{R}^3} (\rho - \rho \varepsilon) E \theta \, dx \, dt = 0 \) and thus Proposition 11 implies that \( j_\varepsilon \) converges to \(-\rho E\) in \( M^1([0, T] \times \mathbb{R}^3)^3 \)-tight.

It remains to deal with the magnetic field: we aim at showing that \( \partial_t \varepsilon \) converges to \(-\rho E\) in \( M^1([0, T] \times \mathbb{R}^3)^3 \)-tight.

We recall that \( B_\varepsilon \) converges to \( B \) in \( \mathcal{M}^1((0, T] \times \mathbb{R}^3)^3 \)-tight. By using the decomposition

\[ \varphi = \nabla \varphi_1 + \text{curl}_z \varphi_2, \]

with \( \varphi_1, \partial_t \varphi_1 \in L^2(\mathbb{R}^3) \) and \( \varphi_2, \partial_t \varphi_2 \in L^2(\mathbb{R}^3)^3 \), it is sufficient to prove that

\[ \lim_{\varepsilon \searrow 0} \int_0^T \int_{\mathbb{R}^3} (B_\varepsilon - B) \cdot \nabla \varphi_1 \, dx \, dt = 0, \tag{42} \]

and

\[ \lim_{\varepsilon \searrow 0} \int_0^T \int_{\mathbb{R}^3} (B_\varepsilon - B) \cdot \text{curl}_z \varphi_2 \, dx \, dt = 0. \tag{43} \]

The convergence (42) is trivial since \( \text{div}_z B_\varepsilon = \text{div}_z B = 0 \). To justify (43) we use the equations

\[ \partial_t E_\varepsilon - \text{curl}_z B_\varepsilon = j_\varepsilon - J, \quad \partial_t E - \text{curl}_z B = -\rho E - J. \]

After multiplication by the test function \( \varphi_2 \) we find

\[ - \int_0^T \int_{\mathbb{R}^3} (E_\varepsilon - E) \cdot \partial_t \varphi_2 \, dx \, dt - \int_0^T \int_{\mathbb{R}^3} (B_\varepsilon - B) \cdot \text{curl}_z \varphi_2 \, dx \, dt = \int_0^T \int_{\mathbb{R}^3} (j_\varepsilon + \rho E) \cdot \varphi_2 \, dx \, dt. \]

Since \( \partial_t \varphi_2 \in L^2(\mathbb{R}^3)^3 \) and \( \lim_{\varepsilon \searrow 0} E_\varepsilon = E \) in \( L^\infty(\mathbb{R}^3)^3 \) the first integral in the left-hand side vanishes as \( \varepsilon \searrow 0 \). To deal with the right-hand side, observe that \( \varphi_2 \) is a continuous bounded function since \( \varphi_2, \partial_t \varphi_2 \in L^2(\mathbb{R}^3)^3 \) imply \( \varphi_2 \in C^0([0, T]; H^2(\mathbb{R}^3))^3 \subset C^0([0, T] \times \mathbb{R}^3)^3 \cap L^\infty([0, T] \times \mathbb{R}^3)^3 \). By using the convergence \( \lim_{\varepsilon \searrow 0} j_\varepsilon = -\rho E \) in \( M^1([0, T] \times \mathbb{R}^3)^3 \)-tight we deduce

Let us end with the following remark, which makes the formal result (13) clear:

\[
\lim_{\varepsilon \to 0} \int_0^T \left( j_\varepsilon + \rho E \right) \cdot \psi dt = 0,
\]

and therefore (43) holds.

Moreover we have the inequality

\[
\left\| \int_0^T \int_{\mathbb{R}^3} \left( f_\varepsilon(t, x, v) - \rho(t, x) M_E(t, x, v) \right) \psi(x) dx \right\| dv dt = 0,
\]

holds for any test function \( \psi \in C^0(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3) \). At first, we expand

\[
f_\varepsilon - \rho M_E = (f_\varepsilon - \rho_\varepsilon M_E) + (\rho_\varepsilon - \rho) M_E.
\]

Consider \( \psi \in C^0(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3) \). Since \( E \in W^{1,\infty}(\mathbb{R}^3) \), for all \( (t, v) \) the function \( x \to M_E(t, x, v) \psi(x) \) is continuous and bounded. We have already shown that \( \rho_\varepsilon - \rho \) tends to 0 in \( C^0([0, T]; M^1(\mathbb{R}^3) \text{-tight}) \) and thus we have

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^3} \left( \rho_\varepsilon(t, x) - \rho(t, x) \right) M_E(t, x, v) \psi(x) dx = 0, \quad \forall (t, v) \in [0, T] \times \mathbb{R}^3.
\]

Moreover we have the inequality \(|v + E(t, x)|^2 \geq \frac{1}{2}|v|^2 - |E(t, x)|^2 \geq \frac{1}{2}|v|^2 - \|E\|_L^2 \) and thus \( M_E(t, x, v) \leq C(\|E\|_{L^\infty}) e^{-|v|^2/4}, \forall (t, v, x) \in [0, T] \times \mathbb{R}^3 \times \mathbb{R}^3 \). We deduce that

\[
\left\| \int_{\mathbb{R}^3} \left( \rho_\varepsilon(t, x) - \rho(t, x) \right) M_E(t, x, v) \psi(x) dx \right\| \leq 2C(\|E\|_{L^\infty}) ||\psi||_{L^\infty} \int_{\mathbb{R}^3} D(0, x) dx e^{-|v|^2/4},
\]

and by using the dominated convergence theorem we obtain

\[
\lim_{\varepsilon \to 0} \int_0^T \int_{\mathbb{R}^3} \left( \rho_\varepsilon(t, x) - \rho(t, x) \right) M_E(t, x, v) \psi(x) dx \right\| dv dt = 0.
\]

The behavior of \( f_\varepsilon - \rho_\varepsilon M_E \) has been already discussed in Proposition 11. \( \square \)

To conclude, we are led to the following statement.

**Theorem 15.** We assume that the assumptions of Theorem 1 are fulfilled, but we replace hypothesis (16) on the initial relative entropy by \( \lim_{\varepsilon \to 0} H_t(0) = 0 \). Then \( (E_\varepsilon)_{\varepsilon>0} \) converges to \( E \) in \( L^\infty([0, T]; L^2(\mathbb{R}^3)^3 \times (\sqrt{\varepsilon}B_\varepsilon)_{\varepsilon>0}) \) converges to 0 in \( L^\infty([0, T]; L^2(\mathbb{R}^3)^3 \times (B_\varepsilon)_{\varepsilon>0}) \) converges to \( B \) in \( D'(\mathbb{R}^3)^3 \times (\rho_\varepsilon)_{\varepsilon>0} \) converges to \( \rho \) in \( C^0([0, T]; M^1(\mathbb{R}^3) \text{-tight}) \) and \( (j_\varepsilon)_{\varepsilon>0} \) converges to \( -\rho E \) in \( M^1([0, T] \times \mathbb{R}^3)^3 \text{-tight} \).
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**Appendix A. Dimensional analysis**

We detail here the dimensional analysis of the equations and the physical meaning of the different parameters introduced previously. Let us write the equations in physical variables. We distinguish the following physical constants:

- \( \varepsilon_0 \) the vacuum permittivity;
- \( \mu_0 \) the vacuum permeability;
- \( c_0 \) the vacuum light speed given by \( \varepsilon_0 \mu_0 c_0^2 = 1 \);
\( q \) the charge of (negative) particles;
\( m \) the mass of particles;
\( \tau \) the relaxation time which characterizes the interactions of the particles with the thermal bath;
\( K_B \) the Boltzmann constant;
\( T_{th} \) the temperature of the thermal bath.

Let \( f(t, x, v) \) denote the particle distribution function, which depends on the time \( t > 0 \), space coordinates \( x \in \mathbb{R}^3 \) and velocity coordinates \( v \in \mathbb{R}^3 \). The evolution of \( f \) is described by the Fokker–Planck equation

\[
\partial_t f + v \cdot \nabla_x f + \frac{F}{m} \cdot \nabla_v f = L_{\text{FP}}(f), \quad (t, x, v) \in [0, +\infty[ \times \mathbb{R}^3 \times \mathbb{R}^3,
\]

where the Fokker–Planck collision operator is given by

\[
L_{\text{FP}}(f) = \frac{1}{\tau} \text{div}_v \left( v f + \frac{K_B T_{th}}{m} \nabla_v f \right),
\]

and \( F(t, x, v) = q(E(t, x) + v \wedge B(t, x)) \) represents the Lorentz force. The evolution of the electro-magnetic field \((E, B)\) is given by the Maxwell equations

\[
\partial_t E - c_0^2 \text{curl}_x B = -j(t, x),
\partial_t B + \text{curl}_x E = 0,
\text{div}_x E = \rho(t, x),
\text{div}_x B = 0,
\]

where \( \rho = q \int_{\mathbb{R}^3} f \, dv \) and \( j = q \int_{\mathbb{R}^3} v f \, dv \) are respectively the charge and current densities. The plasma is characterized by the mean free path \( l = \sqrt{\frac{K_B T_{th}}{m} \cdot \tau} \), which is the average distance traveled by a particle between two successive collisions, and the Debye length \( \Lambda = \sqrt{\frac{\epsilon_0 k_B T_{th}}{q^2 N}} \), which is the typical length of perturbations of a quasi-neutral plasma. Here \( N \) stands for a typical value for the number of particles in the plasma. In this paper we focus our attention on asymptotic regimes where the mean free path is much smaller than the Debye length, i.e., \( l \ll \Lambda \). We set

\[
\varepsilon = \left( \frac{l}{\Lambda} \right)^2
\]

which is a small parameter. We introduce time, length and velocity units

\[
T = \frac{\tau}{\varepsilon}, \quad L = \frac{l}{\varepsilon}, \quad V = \sqrt{\frac{K_B T_{th}}{m}}.
\]

Observe also that we have \( L = TV \) and \( \Lambda = \sqrt{\varepsilon L} \). We define dimensionless variables and unknowns by the relations

\[
t = Tt', \quad x = Lx', \quad v = Vv',
\]

\[
f(t, x, v) = \frac{N}{L^3 V^3} f' \left( \frac{t}{T}, \frac{x}{L}, \frac{v}{V} \right), \quad E(t, x) = \frac{U_{th}}{L_E} E' \left( \frac{t}{T}, \frac{x}{L} \right), \quad B(t, x) = \frac{V U_{th}}{c_0^2 L_E} B' \left( \frac{t}{T}, \frac{x}{L} \right),
\]

\[
\rho(t, x) = \frac{q N}{L^3} \rho' \left( \frac{t}{T}, \frac{x}{L} \right), \quad j(t, x) = \frac{q V N}{L^3} j' \left( \frac{t}{T}, \frac{x}{L} \right),
\]

where \( U_{th} = \frac{k_B T_{th}}{q} \) is the thermal potential. After changing variables and unknowns, we obtain dropping the primes

\[
\varepsilon (\partial_t f + v \cdot \nabla_x f) - \left( E(t, x) + \frac{V^2}{c_0^2} v \wedge B(t, x) \right) \cdot \nabla_v f = \text{div}_v (v f + \nabla_v f),
\]

\[
\partial_t E - \text{curl}_x B = -j(t, x), \quad \frac{V^2}{c_0^2} \partial_t B + \text{curl}_x E = 0,
\]

\[
\text{div}_x E = \rho(t, x), \quad \text{div}_x B = 0,
\]
where \(\rho(t,x) = \int_{\mathbb{R}^3} f(t,x,v) dv, j(t,x) = \int_{\mathbb{R}^3} vf(t,x,v) dv\). Notice that we have

\[
\frac{V^2}{c_0^2} = \left(\frac{l}{\tau}\right)^2 \frac{1}{c_0^2} = \frac{A^2}{\tau^2 c_0^2} = \alpha \varepsilon,
\]

where \(\alpha = \left(\frac{A}{c_0}\right)^2\), so that we are interested in a regime where the light speed remains large compared to the velocity unit of observation.

Let us define

- the collision frequency \(\frac{1}{\tau} = \frac{1}{\sqrt{\varepsilon T_p}}\),
- the plasma frequency \(\frac{1}{T_p} = \sqrt{\frac{N q^2}{m L^3 \varepsilon_0}}\),
- the scale of light propagation \(T_0 = \frac{L}{c_0}\),
- the cyclotronic frequency \(\frac{1}{T_c} = \frac{K_B T_h}{m c_0^2 T \varepsilon}\).

(the last definition takes into account the scaling of the magnetic field) while \(1/\tau\) is the collision frequency. With the previous scaling assumptions, we arrive at \(T_p/T = \sqrt{\varepsilon}, T_0/T = \sqrt{\alpha \varepsilon}, T_c/T = 1/\alpha\). The assumption \(\varepsilon/\alpha \to 0\) is physically questionable since it means that \(T_0\) which is the time necessary for light to travel the distance \(L\) is large compared to the time \(\tau\) between two collisions events. This remark justifies the analysis of the general situation.

**Appendix B. Bellman’s lemma**

In the proof of Proposition 2 we have used Bellman’s lemma. We recall here the statement

**Lemma 16.** Assume that \(x : [0, T] \to \mathbb{R}\) and \(a : [0, T] \to \mathbb{R}_+\) are given functions satisfying

\[
\frac{1}{2} |x(t)|^2 \leq \frac{1}{2} |x_0|^2 + \int_0^t a(s) x(s) ds, \quad t \in [0, T].
\]

Then we have the inequality

\[
|x(t)| \leq |x_0| + \int_0^t a(s) ds, \quad t \in [0, T].
\]

**Appendix C. Renormalized solutions**

We have investigated the high-electric-field limit of the VMFP system provided that the solutions \((f_\varepsilon, E_\varepsilon, B_\varepsilon)_{\varepsilon > 0}\) are smooth. The global existence of smooth solution for the VMFP system is a largely open problem in general situations. Therefore, following the ideas in [39] we intend to establish similar results in the framework of weaker solutions for the VMFP equations. In order to simplify our computations we work in the space periodic setting: we consider the space domain \(T^3 = (\mathbb{R}/\mathbb{Z})^3\). A weak solution is a triplet

\[
(f_\varepsilon, E_\varepsilon, B_\varepsilon) \in L^\infty([0,T];L^2(T^3 \times \mathbb{R})^3) \times L^\infty([0,T];L^2(T^3)) \cap C([0,T];w-L^2(T^3 \times \mathbb{R})) \times C([0,T];w-L^2(T^3)),
\]

which satisfies (1)–(4), (6), (7) in the sense of distributions and verifies
\[
\varepsilon \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} \left( \ln f_\varepsilon + \frac{1}{2} |v|^2 \right) f_\varepsilon \, dv \, dx + \frac{1}{2} \int_{\mathbb{T}^3} (|E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2) \, dx \\
+ \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} |v \sqrt{f_\varepsilon} + 2 \nabla_v \sqrt{f_\varepsilon}|^2 \, dv \, dx \, ds + \int f_\varepsilon \, J \cdot E_\varepsilon \, dx \, ds \\
\leq \varepsilon \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} \left( \ln f_\varepsilon^0 + \frac{1}{2} |v|^2 \right) f_\varepsilon^0 \, dv \, dx + \frac{1}{2} \int_{\mathbb{T}^3} (|E_\varepsilon^0|^2 + \alpha \varepsilon |B_\varepsilon^0|^2) \, dx, \quad t \in [0, T].
\]

It is well known that such a solution satisfies the local conservation law of the charge
\[
\partial_t \int_{\mathbb{R}^3} f_\varepsilon \, dv + \text{div} \int_{\mathbb{R}^3} v f_\varepsilon \, dv = 0,
\]
but whether the local conservation law of the momentum holds in the sense of distributions is still an open problem. We consider a particular type of weak solutions, i.e., the renormalized solutions for the VMFP equations, as introduced by DiPerna and Lions [22]. Their construction yields a solution which satisfies in addition a conservation law of momentum and a global energy equality with defect measures. The idea is to consider approximate solutions \((f^n_\varepsilon, E^n_\varepsilon, B^n_\varepsilon)\) (here \(\varepsilon\) is kept fixed) and to extract subsequences (still indexed by \(n\)) such that
\[
f^n_\varepsilon \rightharpoonup f_\varepsilon, \quad w \ast -L^\infty([0, T]; L^2(\mathbb{T}^3 \times \mathbb{R}^3)),
\]
\[
(E^n_\varepsilon, B^n_\varepsilon) \rightharpoonup (E_\varepsilon, B_\varepsilon), \quad w \ast -L^\infty([0, T]; L^2(\mathbb{T}^3)).
\]

Therefore (after extraction eventually) there are symmetric nonnegative matrix-valued defect measures \(\mu^E_\varepsilon, \mu^B_\varepsilon \in L^\infty([0, T]; M^1(\mathbb{T}^3))^3\), \(\mu_{EB} \in L^\infty([0, T]; M^1(\mathbb{T}^3))^3\) such that for any \(\varphi \in C^0([0, T] \times \mathbb{T}^3)\)
\[
\lim_{n \to +\infty} \int_0^T \int_{\mathbb{T}^3} \left( E^n_\varepsilon \otimes E^n_\varepsilon \right) \varphi(t, x) \, dx \, dt = \int_0^T \int_{\mathbb{T}^3} \left( E_\varepsilon \otimes E_\varepsilon \right) \varphi(t, x) \, dx \, dt + \int_0^T \int_{\mathbb{T}^3} \varphi(t, x) \, d\mu^E_\varepsilon,
\]
\[
\lim_{n \to +\infty} \int_0^T \int_{\mathbb{T}^3} \left( B^n_\varepsilon \otimes B^n_\varepsilon \right) \varphi(t, x) \, dx \, dt = \int_0^T \int_{\mathbb{T}^3} \left( B_\varepsilon \otimes B_\varepsilon \right) \varphi(t, x) \, dx \, dt + \int_0^T \int_{\mathbb{T}^3} \varphi(t, x) \, d\mu^B_\varepsilon,
\]
\[
\lim_{n \to +\infty} \int_0^T \int_{\mathbb{T}^3} \left( E^n_\varepsilon \wedge B^n_\varepsilon \right) \varphi(t, x) \, dx \, dt = \int_0^T \int_{\mathbb{T}^3} \left( E_\varepsilon \wedge B_\varepsilon \right) \varphi(t, x) \, dx \, dt + \int_0^T \int_{\mathbb{T}^3} \varphi(t, x) \, d\mu_{EB}^\varepsilon.
\]

Observe also that the sequence \((\int_0^T r^4 f^n_\varepsilon(t, x, \sigma r) \, dr)\) is bounded in \(L^\infty([0, T]; M^1(\mathbb{T}^3 \times \mathbb{S}^2))\) and therefore (after extraction eventually) there is a nonnegative measure \(m_\varepsilon \in L^\infty([0, T]; M^1(\mathbb{T}^3 \times \mathbb{S}^2))\) such that for any \(\psi \in C^0([0, T] \times \mathbb{T}^3 \times \mathbb{S}^2)\) we have
\[
\lim_{n \to +\infty} \int_0^T \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} |v|^2 f^n_\varepsilon \psi \left( t, x, \frac{v}{|v|} \right) \, dv \, dx \, dt \\
= \int_0^T \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} |v|^2 f_\varepsilon \psi \left( t, x, \frac{v}{|v|} \right) \, dv \, dx \, dt + \int_0^T \int_{\mathbb{T}^3} \int_{\mathbb{S}^2} \psi(t, x, \sigma) \, dm_\varepsilon.
\]

Taking \(\psi(t, x, \sigma) = \theta(t, x)(\sigma \otimes \sigma)\) we deduce that
\[
\lim_{n \to +\infty} \int_{\mathbb{R}^3} (v \otimes v) f^n_\varepsilon \, dv = \int_{\mathbb{R}^3} (v \otimes v) f_\varepsilon \, dv + \int_{\mathbb{S}^2} (\sigma \otimes \sigma) \, dm_\varepsilon.
\]
in $\mathcal{D}'([0, T[ \times \mathbb{T}^3])$. Using the formula
\[
\rho^n \mathcal{E}_n + \alpha \varepsilon j_n \wedge \mathcal{B}_n = \mathcal{D} \mathcal{E}_n + \alpha \varepsilon J \wedge \mathcal{B}_n - \mathcal{A}(\mathcal{E}_n, \mathcal{E}_n) - \alpha \varepsilon \mathcal{A}(\mathcal{B}_n, \mathcal{B}_n) + \alpha \varepsilon \delta_t (\mathcal{E}_n \wedge \mathcal{B}_n),
\]
we deduce that the limit solution $(f, E, B)$ satisfies the local conservation law of momentum in the sense of distributions on $[0, T[ \times \mathbb{T}^3$
\[
\varepsilon \partial_t \int_{\mathbb{R}^3} v f d v + \varepsilon \text{div}_X \left( \int_{\mathbb{R}^3} (v \otimes v) f d v + \int_{\mathbb{R}^2} (\sigma \otimes \sigma) d m_\varepsilon \right) + D \mathcal{E}_n + \alpha \varepsilon J \wedge \mathcal{B}_n
\]
\[
- \mathcal{A}(\mathcal{E}_n, \mathcal{E}_n) - \alpha \varepsilon \mathcal{A}(\mathcal{B}_n, \mathcal{B}_n) + \alpha \varepsilon \delta_t (\mathcal{E}_n \wedge \mathcal{B}_n)
\]
\[
- \text{div}_X \left( \mu^\varepsilon_E - \frac{1}{2} \text{tr}(\mu^\varepsilon_E I_3) \right) - \alpha \varepsilon \text{div}_X \left( \mu^\varepsilon_B - \frac{1}{2} \text{tr}(\mu^\varepsilon_B I_3) \right) + \alpha \varepsilon \delta_t \mu_{EB}
\]
\[
= - \int_{\mathbb{R}^3} v f d v.
\]
(C.3)

In the above formula the terms $\mathcal{A}(\mathcal{E}_n, \mathcal{E}_n), \mathcal{A}(\mathcal{B}_n, \mathcal{B}_n)$ must be understood in the sense of distributions accordingly to the formula
\[
\mathcal{A}(\mathcal{E}_n, \mathcal{E}_n) = \text{div}_X \left( E_n \otimes E_n - \frac{1}{2} |E_n|^2 I_3 \right),
\]
\[
\mathcal{A}(\mathcal{B}_n, \mathcal{B}_n) = \text{div}_X \left( B_n \otimes B_n - \frac{1}{2} |B_n|^2 I_3 \right).
\]

For further computations it is convenient to transform (C.3) using the identities in $\mathcal{D}'([0, T[ \times \mathbb{T}^3)$
\[
\alpha \varepsilon \partial_t (\mathcal{E}_n \wedge \mathcal{B}_n) = \alpha \varepsilon \partial_t ((\mathcal{E}_n - E) \wedge (\mathcal{B}_n - B)) + \alpha \varepsilon \partial_t (E \wedge B)
\]
\[
+ \alpha \varepsilon \left( j_\varepsilon + \rho E + \text{curl}_X (B_n - B) \right) \wedge B + \alpha \varepsilon (\mathcal{E}_n - E) \wedge \partial_t B
\]
\[
+ \alpha \varepsilon \partial_t E \wedge (\mathcal{B}_n - B) + E \wedge (-\alpha \varepsilon \partial_t B - \text{curl}_X (\mathcal{E}_n - E)),
\]
(C.4)

\[
\mathcal{A}(\mathcal{E}_n, \mathcal{E}_n) = \mathcal{A}(\mathcal{E}_n - E, \mathcal{E}_n - E) + \mathcal{A}(E, E) + (\mathcal{E}_n - E) \text{div}_X E
\]
\[
+ E \text{div}_X (\mathcal{E}_n - E) - E \wedge \text{curl}_X (\mathcal{E}_n - E),
\]
(C.5)

\[
\alpha \varepsilon \mathcal{A}(\mathcal{B}_n, \mathcal{B}_n) = \alpha \varepsilon \mathcal{A}(\mathcal{B}_n - B, \mathcal{B}_n - B) + \alpha \varepsilon \mathcal{A}(B, B) - \alpha \varepsilon (\mathcal{B}_n - B) \wedge \text{curl}_X B
\]
\[
- \alpha \varepsilon B \wedge \text{curl}_X (\mathcal{B}_n - B),
\]
(C.6)

\[
\alpha \varepsilon \partial_t (E \wedge B) - \mathcal{A}(E, E) - \alpha \varepsilon \mathcal{A}(B, B) = E(\rho - D) - \alpha \varepsilon (J + \rho E) \wedge B + \alpha \varepsilon E \wedge \partial_t B.
\]
(C.7)

Combining (C.4)–(C.7), (28), (29) we obtain
\[
\alpha \varepsilon \partial_t (\mathcal{E}_n \wedge \mathcal{B}_n) - \mathcal{A}(\mathcal{E}_n, \mathcal{E}_n) - \alpha \varepsilon \mathcal{A}(\mathcal{B}_n, \mathcal{B}_n)
\]
\[
= \alpha \varepsilon \partial_t ((\mathcal{E}_n - E) \wedge (\mathcal{B}_n - B)) - \mathcal{A}(\mathcal{E}_n - E, \mathcal{E}_n - E) - \alpha \varepsilon \mathcal{A}(\mathcal{B}_n - B, \mathcal{B}_n - B)
\]
\[
- (D - \rho) \mathcal{E}_n - \alpha \varepsilon (J + \rho E) \wedge \mathcal{B}_n + \alpha \varepsilon (\mathcal{E}_n - E) \wedge \partial_t B - E \text{div}_X (\mathcal{E}_n - E) + \alpha \varepsilon (j_\varepsilon + \rho E) \wedge B.
\]
Therefore the conservation law of momentum (C.3) can be written
\[
\varepsilon \partial_t \int_{\mathbb{R}^3} v f d v + \varepsilon \text{div}_X \left( \int_{\mathbb{R}^3} (v \otimes v) f d v + \int_{\mathbb{R}^2} (\sigma \otimes \sigma) d m_\varepsilon \right)
\]
\[
+ \alpha \varepsilon \partial_t ((\mathcal{E}_n - E) \wedge (\mathcal{B}_n - B)) - \mathcal{A}(\mathcal{E}_n - E, \mathcal{E}_n - E) - \alpha \varepsilon \mathcal{A}(\mathcal{B}_n - B, \mathcal{B}_n - B)
\]
\[
+ \rho \mathcal{E}_n - \alpha \varepsilon \rho E \wedge \mathcal{B}_n + \alpha \varepsilon (\mathcal{E}_n - E) \wedge \partial_t B - E(\rho - \rho_\varepsilon) + \alpha \varepsilon (j_\varepsilon + \rho E) \wedge B
\]
\[
- \text{div}_X \left( \mu^\varepsilon_E - \frac{1}{2} \text{tr}(\mu^\varepsilon_E I_3) \right) - \alpha \varepsilon \text{div}_X \left( \mu^\varepsilon_B - \frac{1}{2} \text{tr}(\mu^\varepsilon_B I_3) \right) + \alpha \varepsilon \partial_t \mu_{EB}
\]
\[
= - \int_{\mathbb{R}^3} v f d v.
\]
(C.8)
Similarly the limit solution \( (f_\varepsilon, E_\varepsilon, B_\varepsilon) \) satisfies the free-energy decay

\[
\varepsilon \int_{T^3 \mathbb{R}^3} \left( \ln f_\varepsilon + \frac{1}{2} |v|^2 \right) f_\varepsilon \, dv \, dx + \frac{1}{2} \int_{T^3} \left( |E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2 \right) \, dx + \int_0^t \int_{T^3 \mathbb{R}^3} \left| \nabla f_\varepsilon + 2 \nabla v f_\varepsilon \right|^2 \, dv \, dx \, ds
\]

\[
+ \frac{\varepsilon}{2} \int_{T^3 \mathbb{R}^3} \left( |E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2 \right) \, dx + \int_0^t \int_{T^3} J \cdot E_\varepsilon \, dx \, ds
\]

\[
\leq \varepsilon \int_{T^3 \mathbb{R}^3} \left( \ln f_\varepsilon + \frac{1}{2} |v|^2 \right) f_\varepsilon \, dv \, dx + \frac{1}{2} \int_{T^3} \left( |E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2 \right) \, dx, \quad t \in [0, T]. \tag{C.9}
\]

We call renormalized solution of the VMFP system a weak solution satisfying (C.3) and (C.9). The above arguments allow to construct a renormalized solution \( (f_\varepsilon, E_\varepsilon, B_\varepsilon) \) on any time interval \([0, T]\) and for any \( \varepsilon > 0 \). In order to study the asymptotic behavior of these solutions as \( \varepsilon \) goes to zero, we introduce the relative entropy with defect measures.

\[
\mathcal{H}_\varepsilon(t) = \varepsilon \int_{T^3 \mathbb{R}^3} f_\varepsilon \ln \frac{f_\varepsilon}{\rho M_E} \, dv \, dx + \frac{1}{2} \int_{T^3} \left( |E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2 \right) \, dx
\]

\[
+ \frac{\varepsilon}{2} \int_{T^3 \mathbb{R}^3} \left( |E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2 \right) \, dx + \int_0^t \int_{T^3} J \cdot E_\varepsilon \, dx \, ds
\]

\[
\mathcal{H}_\varepsilon(t) = \frac{\varepsilon}{2} \int_{T^3 \mathbb{R}^3} \left( |E_\varepsilon|^2 + \alpha \varepsilon |B_\varepsilon|^2 \right) \, dx + \int_0^t \int_{T^3} J \cdot E_\varepsilon \, dx \, ds.
\]

We have

\[
f_\varepsilon \ln \frac{f_\varepsilon}{\rho M_E} = f_\varepsilon \left( \ln f_\varepsilon + \frac{1}{2} |v|^2 \right) + f_\varepsilon \left( v \cdot E + \frac{1}{2} |E|^2 \right) - f_\varepsilon \ln \frac{\rho}{(2\pi)^{3/2}},
\]

and thus in order to evaluate \( \mathcal{H}_\varepsilon \) we need to compute \( \int_{T^3 \mathbb{R}^3} f_\varepsilon \ln f_\varepsilon \, dv \, dx \) and to combine with (C.9). This will be done by using the conservation laws of charge (C.1) and momentum (C.8). We obtain the following equalities in \( \mathcal{D}'([0, T]) \)

\[
\varepsilon \frac{d}{dt} \int_{T^3 \mathbb{R}^3} \frac{1}{2} |E|^2 f_\varepsilon \, dv \, dx - \varepsilon \int_{T^3} E \cdot \left( \partial_t E + (D_\varepsilon E) v \right) f_\varepsilon \, dv \, dx = 0, \tag{C.10}
\]

\[
\varepsilon \frac{d}{dt} \int_{T^3 \mathbb{R}^3} \left( v \cdot E + \frac{1}{2} |E|^2 \right) f_\varepsilon \, dv \, dx - \varepsilon \int_{T^3} ( \partial_t E + (D_\varepsilon E) v ) \cdot E f_\varepsilon \, dv \, dx
\]

\[
+ \alpha \varepsilon \frac{d}{dt} \int_{T^3} \left( (E_\varepsilon - E) \wedge (B_\varepsilon - B) \right) \cdot E \, dx - \varepsilon \int_{T^3} ( |E_\varepsilon|^2 + |B_\varepsilon|^2 + \rho - \rho_\varepsilon ) \, dx
\]

\[
+ \int_{T^3} D_\varepsilon E \cdot \left( \mu_\varepsilon^E - \frac{1}{2} \text{tr}(\mu_\varepsilon^E) 1_3 \right) \, dx + \alpha \varepsilon \int_{T^3} D_\varepsilon E \cdot \left( \mu_\varepsilon^B - \frac{1}{2} \text{tr}(\mu_\varepsilon^B) 1_3 \right) \, dx
\]

\[
+ \int_{T^3} \rho E_\varepsilon \cdot E \, dx + \alpha \varepsilon \int_{T^3} ( (E_\varepsilon - E) \wedge \partial_t B \cdot E \, dx - \int_{T^3} |E|^2 (\rho - \rho_\varepsilon) \, dx
\]

\[
+ \alpha \varepsilon \int_{T^3} ( j_\varepsilon \wedge B ) \cdot E \, dx + \alpha \varepsilon \frac{d}{dt} \int_{T^3} E \cdot d\mu_\varepsilon^E - \alpha \varepsilon \int_{T^3} \partial_t E \cdot d\mu_\varepsilon^E \]
By standard computations using the Maxwell equations we obtain in \( \mathcal{D}'([0, T]) \)

\[
\frac{d}{dt} \int_{\mathbb{T}^3} \left( \frac{1}{2} |E|^2 - E \cdot E + \frac{\alpha \varepsilon}{2} |B|^2 - \alpha \varepsilon B \cdot B \right) dx = \int_{\mathbb{T}^3} ((j - j_\varepsilon) \cdot E - \alpha \varepsilon \partial_t B \cdot (B_\varepsilon - B)) dx \\
- \int_{\mathbb{T}^3} (j - J) \cdot E_\varepsilon dx.
\]  

(C.12)

Summing up (C.9)–(C.11), (C.12) (the last three equalities being integrated over \([0, t])\) yields after elementary manipulations

\[
e \int_{\mathbb{T}^3 \mathbb{R}^3} \left( \ln f_\varepsilon + \frac{1}{2} |v + E|^2 \right) f_\varepsilon dv dx + \frac{1}{2} \int_{\mathbb{T}^3} \left( |E_\varepsilon - E|^2 + \alpha \varepsilon |B_\varepsilon - B|^2 \right) dx \\
+ \int_{\mathbb{T}^3 \mathbb{R}^3} |q_\varepsilon|^2 dv dx ds + \frac{\varepsilon}{2} \int_{\mathbb{T}^3 \mathbb{S}^2} d m_\varepsilon + \frac{1}{2} \int_{\mathbb{T}^3} d (\mathrm{tr}(\mu_\varepsilon^E) + \alpha \varepsilon \mathrm{tr}(\mu_\varepsilon^B)) \\
+ \alpha \varepsilon \int_{\mathbb{T}^3} ((E_\varepsilon - E) \wedge (B_\varepsilon - B)) \cdot E dx + \alpha \varepsilon \int_{\mathbb{T}^3} E \cdot d \mu_\varepsilon^E_B dx \\
\leq e \int_{\mathbb{T}^3 \mathbb{R}^3} \left( \ln f^0_\varepsilon + \frac{1}{2} |v + E|^2 \right) f^0_\varepsilon dv dx + \frac{1}{2} \int_{\mathbb{T}^3} \left( |E^0_\varepsilon - E^0|^2 + \alpha \varepsilon |B^0_\varepsilon - B^0|^2 \right) dx \\
+ \alpha \varepsilon \int_{\mathbb{T}^3} \left( ((E^0_\varepsilon - E^0) \wedge (B^0_\varepsilon - B^0)) \cdot E^0 dx + e \int_{\mathbb{T}^3 \mathbb{R}^3} \int_0^t (\partial_t E + (D_x E)v) \cdot (v + E) f_\varepsilon dv dx ds \\
- \int_{\mathbb{T}^3 \mathbb{R}^3} \left( (E_\varepsilon - E) \otimes (E_\varepsilon - E) - \frac{1}{2} |E_\varepsilon - E|^2 I_3 \right) : D_x E dx ds \\
- \alpha \varepsilon \int_{\mathbb{T}^3} \int_0^t \left( (B_\varepsilon - B) \otimes (B_\varepsilon - B) - \frac{1}{2} |B_\varepsilon - B|^2 I_3 \right) : D_x E dx ds \\
+ \alpha \varepsilon \int_{\mathbb{T}^3} \left( ((E_\varepsilon - E) \wedge (B_\varepsilon - B)) \cdot \partial_t E dx + \alpha \varepsilon \int_{\mathbb{T}^3} \partial_t E \cdot d \mu_\varepsilon^E_B dx ds \\
- \alpha \varepsilon \int_{\mathbb{T}^3} \partial_t B \cdot (B_\varepsilon - B) dx ds - \alpha \varepsilon \int_{\mathbb{T}^3} \left( (E_\varepsilon - E) \wedge \partial_t B \right) \cdot E dx ds \\
- \alpha \varepsilon \int_{\mathbb{T}^3} \left( j_\varepsilon \wedge B \right) \cdot E dx ds + e \int_{\mathbb{T}^3 \mathbb{S}^2} \sigma \cdot (D_x E) \sigma dm_\varepsilon \\
- \int_{\mathbb{T}^3} \left( D_x E : \left( \mu_\varepsilon^E - \frac{1}{2} \mathrm{tr}(\mu_\varepsilon^E) I_3 \right) - \alpha \varepsilon \int_{\mathbb{T}^3} D_x E : \left( \mu_\varepsilon^B - \frac{1}{2} \mathrm{tr}(\mu_\varepsilon^B) I_3 \right) \right).}

(C.13)

It is easily seen, by introducing the vector potential \( U \) that
Performing now the same computations as in the proof of Proposition 6 leads to a relative entropy balance similar to (C.16) from now on we can use the same arguments as in the case of smooth solutions. The only new thing to do is to observe the additional defect terms in the right-hand side

$$
\int_0^t \int_{T^3} d\mu^f_E + \frac{1}{2} \int_0^t d(\text{tr}(\mu^f_E + \alpha \varepsilon \text{tr}(\mu^f_B))) + \alpha \varepsilon \int_0^t E(t, x) \cdot d\mu^f_{EB}.
$$

and the additional defect terms in the right-hand side

$$
\alpha \varepsilon \int_0^t \int_{T^3} D_x E : \left( \mu^f_E - \frac{1}{2} \text{tr}(\mu^f_E) I_3 \right) - \alpha \varepsilon \int_0^t \int_{T^3} D_x E : \left( \mu^f_B - \frac{1}{2} \text{tr}(\mu^f_B) I_3 \right).
$$

From now on we can use the same arguments as in the case of smooth solutions. The only new thing to do is to observe that the above defect terms appearing under the time integration sign in (C.16) are dominated by the defect terms in \( \mathcal{H}_\varepsilon \) (see (C.15)). Taking into account that for any matrix \( A \in C^0(T^3)^9 \) we have the inequalities

$$
\left| \int_{T^3} A(x) : d\mu^f_E \right| \leq \int_{T^3} |A(x)| d\text{tr}(\mu^f_E), \quad \left| \int_{T^3} A(x) : d\mu^f_B \right| \leq \int_{T^3} |A(x)| d\text{tr}(\mu^f_B),
$$

we deduce that

$$
\left| \int_{T^3} D_x E : \left( \mu^f_E - \frac{1}{2} \text{tr}(\mu^f_E) I_3 \right) + \alpha \varepsilon \int_{T^3} D_x E : \left( \mu^f_B - \frac{1}{2} \text{tr}(\mu^f_B) I_3 \right) \right| \leq C \left( \int_{T^3} d(\text{tr}(\mu^f_E + \alpha \varepsilon \text{tr}(\mu^f_B))) \right)
$$

$$
\leq C \mathcal{H}_\varepsilon(t).
$$

Observe now that for any vector \( a \in C^0(T^3)^3 \) we have

$$
\sqrt{\alpha \varepsilon} \int_{T^3} a(x) \cdot d\mu^f_{EB} \leq \frac{1}{2} \int_{T^3} |a(x)| d\text{tr}(\mu^f_E) + \frac{1}{2} \int_{T^3} |a(x)| \alpha \varepsilon d\text{tr}(\mu^f_B),
$$

implying that

$$
\alpha \varepsilon \left| \int_{T^3} \partial_t E \cdot d\mu^f_{EB} \right| \leq C \sqrt{\alpha \varepsilon} \int_{T^3} d(\text{tr}(\mu^f_E) + \alpha \varepsilon \text{tr}(\mu^f_B)).
$$
Eventually observe that
\[ \left| \int \int_{T^3 \times S^2} \sigma \cdot (D_x E) \sigma \, dm_{E} \right| \leq C \int \int_{T^3 \times S^2} dm_{E}. \]

Finally one gets the inequality
\[ \tilde{H}_E(t) + \frac{1}{2} \int_0^t \int \int_{T^3 \times \mathbb{R}^3} |q_\epsilon|^2 \, dv \, dx \, ds \leq C \left( \tilde{H}_E(0) + \epsilon^2 \right) + C \int_0^t \tilde{H}_E(s) \, ds, \]
and we conclude by the Gronwall lemma.
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