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ABSTRACT. – We study the so-called Generalized Arnol’d Model (a weakly hyperbolic near-integrable Hamiltonian system), with \( d + 1 \) degrees of freedom \((d \geq 2)\), in the case where the perturbative term does not affect a fixed invariant \( d \)-dimensional torus. This torus is thus independent of the two perturbation parameters which are denoted \( \varepsilon (\varepsilon > 0) \) and \( \mu \).

We describe its stable and unstable manifolds by solutions of the Hamilton–Jacobi equation for which we obtain a large enough domain of analyticity. The splitting of the manifolds is measured by the partial derivatives of the difference \( \Delta S \) of the solutions, for which we obtain upper bounds which are exponentially small with respect to \( \varepsilon \).

A crucial tool of the method is a characteristic vector field, which is defined on a part of the configuration space, which acts by zero on the function \( \Delta S \) and which has constant coefficients in well-chosen coordinates.

It is in the case where \( |\mu| \) is bounded by some positive power of \( \varepsilon \) that the most precise results are obtained. In a particular case with three degrees of freedom, the method leads also to lower bounds for the splitting.

1. Presentation of the problem

1.1. Introduction

The present paper is devoted to the exposition of a new method for studying the phenomenon of “exponentially small splitting”. It is concerned with the stable and unstable manifolds of a partially hyperbolic invariant torus (a “whiskered torus”) of a near-integrable Hamiltonian
system. We restrict our attention to systems for which the invariant torus is given right from the beginning: it is not affected by changes of the perturbation parameters, thus we can refrain from resorting to KAM theory to find an invariant torus; in our opinion this helps to isolate the mechanism which produces exponential smallness.

We shall illustrate the method on the case of the following Hamiltonian function:

\[ H_{\varepsilon,\mu}(q, \varphi, p, I) = \omega \cdot I + \frac{1}{2} \alpha I^2 + \frac{1}{2} p^2 + \varepsilon (\cos q - 1) + \mu \varepsilon F(q, \varphi) \]  

with \( d + 1 \) degrees of freedom (\( d \geq 2 \)), the conjugate variables being:

\( (p, I) \in \mathbb{R} \times \mathbb{R}^d \) and \( (q, \varphi) \in T \times T^d \), with \( T = \mathbb{R}/2\pi\mathbb{Z} \),

and the various parameters being: a vector \( \omega \in \mathbb{R}^d \), a real diagonal matrix \( \alpha = \text{diag}(\alpha_1, \ldots, \alpha_d) \) (the notation \( \alpha I^2 \) means \( \sum \alpha_j I_j^2 \)), two small real parameters \( \varepsilon > 0 \) and \( \mu \), and a function \( F \) real-analytic on \( T \times T^d \).

Let \( d(pdq + Idq) \) be the usual symplectic two-form. The corresponding Hamiltonian system is integrable for \( \mu = 0 \), since it decouples then as the product of a simple pendulum and \( d \) independent rotators. We shall refer to that situation as to the “unperturbed” one.

Let us use the notation \( T_h = \{ \phi \in C/2\pi\mathbb{Z}; |\Im \phi| < h \} \) for \( h > 0 \).

We shall require two assumptions on \( F \):

(A1) for all \( \varphi \in T^d \), \( F(0, \varphi) = 0 \) and \( \partial_q F(0, \varphi) = 0 \);

(A2) there exists \( h_0 > 0 \) such that \( F \) extends analytically to \( (C/2\pi\mathbb{Z}) \times T^d_h \).

The first hypothesis amounts to saying that \( F \) vanishes at order 2 on \( \{ q = 0 \} \). As a result, the \( d \)-dimensional torus

\[ T = \{ (0, \varphi, 0, 0), \ \varphi \in T^d \} \]

is invariant by the Hamiltonian vector field

\[ \begin{align*}
\dot{q} &= p, \\
\dot{p} &= \varepsilon \sin q - \mu \varepsilon \partial_q F, \\
\dot{\varphi}_j &= \omega_j + \alpha_j I_j, \\
\dot{I}_j &= -\mu \varepsilon \partial_{\varphi_j} F,
\end{align*} \]  

independently of the parameters \( \varepsilon \) and \( \mu \). The restriction of its flow to \( T \) is quasiperiodic with \( \omega \) as frequency-vector. We shall see that \( T \) is partially hyperbolic;\(^1\) it admits \((d + 1)\)-dimensional stable and unstable manifolds, denoted by \( W^+_T \) and \( W^-_T \), the first one being the union of all the orbits which are positively asymptotic to \( T \), and the second one the union of all the orbits which are negatively asymptotic to \( T \). These manifolds depend analytically on \( \mu \) and coincide for \( \mu = 0 \). In general there is no reason why they should coincide for nonzero \( \mu \), but it turns out that they are exponentially close one to the other with respect to \( \varepsilon \) as \( \varepsilon \) tends to zero. This is the exponentially small phenomenon that we want to study. In the sequel we shall omit the indices \( \varepsilon, \mu \) when referring to the manifolds \( W^T \) and \( W^- \). Their intersection consists of orbits, which are called homoclinic (or biasymptotic) orbits; we shall see that this intersection is not empty.

\(^1\) The reader is referred to [3], [14] and [28,29] for results on partially hyperbolic tori.
In the particular case of an even perturbation, i.e. when
\( \forall (q, \varphi) \in T \times T^d, \quad F(-q, -\varphi) = F(q, \varphi), \)
one checks easily that the symmetry \((q, \varphi, p, I) \mapsto (2\pi - q, -\varphi, p, I)\) sends any orbit onto anorbit and reverses the time-parametrization on it, thus this symmetry exchanges \(W^+\) and \(W^-\).
In that situation, one obtains a homoclinic orbit by considering the intersection of \(W^+\) with the
\((d + 1)\)-plane \( \{q = \pi, \varphi = 0\} \).

Note also that the assumptions (A1) and (A2) are met if for instance \(F\) is of the form
\( F(q, \varphi) = (1 - \cos q)m(\varphi), \)
where the function \(m\) is analytic on \( T^d \).

### 1.2. Historical remarks

The Hamiltonian function (1.1) is a natural generalization of the example considered by
V.I. Arnol’d in his famous note [1]. This system was introduced in [17] (see also [18]) with the
purpose of studying the speed of Arnol’d diffusion. It is sometimes referred to as the “generalized
Arnol’d model”. This model was designed to embody the main features of a near-integrable
Hamiltonian in the vicinity of a simple resonance; indeed, if \(\omega\) is non-resonant, the integrable
Hamiltonian which is obtained when \(\varepsilon\) vanishes displays a simple resonance at \((p, I) = (0, 0)\). In
fact, only the case where the perturbation has the special form \(F(q, \varphi) = (1 - \cos q)m(\varphi)\) was
considered in [17], but the emphasis was already put on the importance of including arbitrarily
high harmonics in the perturbation and the Poincaré–Melnikov approximation of the splitting
was discussed (see below).

In [11], among other things a “rotator-pendulum model” is studied, with an even trigonometric
polynomial of \((q, \varphi)\) for the perturbation \(F\), but without the assumption (A1). The existence of an
invariant hyperbolic torus is proved and “quasiflat” upper bounds are obtained for the splitting
of its whiskers by direct perturbative methods. The proof is rather involved and we must say
that unfortunately we were not able to follow it in all details. In [12], still for a polynomial
perturbation but with a number of harmonics tending to infinity as \(\varepsilon\) decreases, it is claimed that
the same methods lead to results of the kind we are interested in.

The case where \(\alpha = 0\) is considered in [27] and then in [4]; it may be called the
**isochronous or linear case**. In that case we can forget about the variables \(I_j\) and consider the Hamiltonian vector
field associated to (1.1) as a quasi-periodic perturbation of a simple pendulum. More precisely,
if \(\alpha = 0\), one can associate to the Hamiltonian vector field (1.2) a **reduced vector field**

\[
\begin{align*}
\dot{q} &= p, \\
\dot{p} &= \varepsilon \sin q - \mu \varepsilon \partial_q F(q, \varphi), \\
\dot{\varphi}_j &= \omega_j
\end{align*}
\]

(1.3)

(the original vector field was invariant under the translations \((q, \varphi, p, I) \mapsto (q, \varphi, p, I +
constant)\), and (1.3) is indeed its reduction under that group of transformations), or a non-
autonomous quasi-periodic second-order differential equation

\[
\ddot{q} = \varepsilon \sin q - \mu \varepsilon \partial_q F(q, \omega_1 t, \ldots, \omega_d t). \]

---

\footnote{We confine ourselves to the case \(d \geq 2\), but of course a number of references should be quoted for the two-degree-of-freedom case.}
Every solution of (1.2) projects onto a solution of (1.3). Note that the invariant tori which we are interested in project onto normally hyperbolic invariant tori for (1.3). However, even if assumptions (A1) and (A2) are satisfied, not all the homoclinic orbits of the reduced vector field are the projection of some homoclinic orbit of the original system. But it is legitimate in that case to concentrate on the reduced system and to consider (1.2) as an auxiliary system, a mere way of putting (1.3) into Hamiltonian form.

In [27] a general averaging theorem is proved and applied, among other things, to a specific example which can be written in the form (1.1) with \( d = 2, \alpha = 0, \omega = (1, 1, \sqrt{3}/2), \mu = \epsilon^1 \), and \( \partial_\varphi F \) even trigonometric polynomial in \( \varphi \) which does not depend on \( q \). The splitting of the invariant manifolds is studied (for the reduced system) and shown to be exponentially small. After a change of variables (one step of averaging), a Poincaré–Melnikov approximation is derived and bounded from above and from below; numerical evidence is then produced which indicates that the size of the whole splitting is correctly predicted by that first-order approximation.

The model which is studied in [4] corresponds to \( d = 2, \alpha = 0, \omega = (1, 1, \sqrt{3}/2), \mu = \epsilon^p \) \( (p > 3/2), \) and \( F(q, \varphi) = m(\varphi) \cos \varphi \) where the function \( m \) is analytic in a “strip” \( T_{r_1} \times T_{r_2} \), but cannot be analytically continued to a larger strip because of some hypothesis on its high harmonics. The torus \( \{ q = 0, p = 0, \varphi \in \mathbb{T}^2 \} \) is invariant for the corresponding system (1.2), and the splitting of its invariant manifolds is shown to be correctly predicted by the Poincaré–Melnikov approximation whose asymptotics is precisely computed (see Section 4 below).

In [25] strong results are stated for the anisochronous case, with an even perturbation, but unfortunately an error has been discovered in that article (a correction is expected).

The present article is strongly related to a joint work with P. Lochak and J.-P. Marco [21], to which the reader is referred for further bibliographical notes.

1.3. The method

It is not so easy to compare the existing methods and results, in particular because each author has his own way of parametrising the invariant manifolds and then of measuring the distance between them. As for us, we shall use particular solutions of the Hamilton–Jacobi equation in order to describe these manifolds, as in the article [26] which was itself inspired by [22].

1.3.1. Let us consider the Hamiltonian system associated to (1.1), under the assumptions (A1) and (A2) of p. 160. For \( \mu = 0 \), the stable and unstable manifolds of the invariant torus \( T = \{ 0, \varphi, 0, 0, \varphi \in \mathbb{T}^d \} \) coincide and are given by the separatrix of the pendulum; we find it convenient to write them as

\[
W^-_{\mu=0} = \left\{ (q, \varphi, p, I) \mid q \in [2\pi, 2\pi] \times T^d, \ p = 2\epsilon^{1/2} \sin \frac{q}{2}, \ I = 0 \right\},
\]

\[
W^+_{\mu=0} = \left\{ (q, \varphi, p, I) \mid q \in [0, 4\pi] \times T^d, \ p = 2\epsilon^{1/2} \sin \frac{q}{2}, \ I = 0 \right\},
\]

distinguishing them quite arbitrarily only by their domain of definition. We should give different names to the tori \( \{ 0 \} \times \mathbb{T}^d \times \{ 0 \} \times \{ 0 \} \) and \( \{ 2\pi \} \times \mathbb{T}^d \times \{ 0 \} \times \{ 0 \} \) as well, but we shall not do it; from now on we shall consider that the phase space is \( \mathbb{R} \times \mathbb{T}^d \times \mathbb{R} \times \mathbb{R}^d \), which we identify with the cotangent bundle of the configuration space \( \mathbb{R} \times \mathbb{T}^d \) where the variables \( (q, \varphi) \) live (the cotangent bundle being endowed with its canonical exact symplectic structure). Thus, above a point of the configuration space, covectors are identified with vectors of \( \mathbb{R} \times \mathbb{R}^d \). Each of the unperturbed invariant manifolds is an exact Lagrangian graph, i.e. the graph of the differential of
a function defined on a part of $\mathbb{R} \times \mathbb{T}^d$:

$$W^\pm_{|\mu=0} = \mathcal{G}(dS_0) = \{(q, \varphi, \partial_q S_0(q, \varphi), \partial_\varphi S_0(q, \varphi))\}$$

with $S_0(q, \varphi) = S_0(q) = 4\varepsilon^{1/2}(\cos \frac{q}{4} - 1)$ considered as a function either on $]-2\pi, 2\pi[ \times \mathbb{T}^d$ or on $]0, 4\pi[ \times \mathbb{T}^d$. We shall represent the perturbed invariant manifolds too as graphs over this space (at least parts of them which do not lie too far from the torus $T$, i.e. local or “semi-local” stable and unstable manifolds):

$$W^-=\mathcal{G}(dS^-), \quad W^+=\mathcal{G}(dS^+),$$

where $S^-$ and $S^+$ are functions on some parts of the configuration space, which depend on $(\varepsilon, \mu)$ and which will be uniquely determined (up to an additive constant) as the solutions of the Hamilton–Jacobi equation

$$H_{\varepsilon, \mu}(q, \varphi, \partial_q S(q, \varphi), \partial_\varphi S(q, \varphi)) = 0 \quad (1.4)$$

such that $\mathcal{G}(dS^\pm)$ contains the torus $T$. (The right-hand side of (1.4) must vanish since $T$ itself has zero energy.)

**Proposition 1.1.** – For any $q_0 \in ]0, 2\pi[$, there exists a positive constant $\mu_0$ such that the Hamilton–Jacobi equation (1.4) admits a unique solution $S^-(q, \varphi; \varepsilon, \mu)$ real-analytic with respect to all its arguments for

$$q \in ]-q_0, q_0[ \quad \varepsilon > 0, \quad |\mu| < \mu_0,$$

and such that $S^-_{|\mu=0}$ coincides with $S_0$ and $S^- - S_0$ vanishes at order 2 on $\{q = 0\}$; and a unique solution $S^+(q, \varphi; \varepsilon, \mu)$ real-analytic with respect to all its arguments for

$$q \in ]2\pi - q_0, 2\pi + q_0[ \quad \varepsilon > 0, \quad |\mu| < \mu_0,$$

and such that $S^+_{|\mu=0}$ coincides with $S_0$ and $S^+ - S_0$ vanishes at order 2 on $\{q = 2\pi\}$.

**Corollary 1.1.** – The invariant torus $T$ admits stable and unstable manifolds which are locally the graphs of the differentials of the previous functions $S^+$ and $S^-$ (differentials with respect to the variables $q$ and $\varphi$):

$$W^\pm = \mathcal{G}(dS^\pm).$$

Let us define the function

$$\Delta S = S^+ - S^-, \quad \text{for } q \in ]2\pi - q_0, q_0[ \quad (q_0 > \pi), \quad \varepsilon > 0, \quad |\mu| < \mu_0.$$
The differential of $\Delta S$ is related to the distance between $W^-$ and $W^+$: above a point $Q = (q, \varphi)$, the vector between $(Q, dS^- (Q))$ and $(Q, dS^+ (Q))$ can be identified with $d(\Delta S)(Q)$. The critical points of $\Delta S$ are thus projections of homoclinic intersections.\(^3\)

In fact, the Hessian matrix of $\Delta S$ at a critical point can be taken as a measure of the splitting of the manifolds at the corresponding homoclinic point. For that reason it is interesting to estimate the first and second-order partial derivatives of the function $\Delta S$ (still with respect to the variables $q$ and $\varphi$). The function $\Delta S$ itself is a difference of Lagrangian actions, which contains an arbitrary additive constant (constant with respect to $q$ and $\varphi$ but function of $\varepsilon$ and $\mu$).

We stated the corollary apart just in order to emphasize the fact that, since the invariant manifolds are represented by functions on the configuration space, our problem is reduced to the study of the function $\Delta S$.

The proposition and its corollary will be a consequence of Proposition 3.1 and Theorem 3.1 below (we shall even obtain information on the complex extension of the domain of analyticity of $S^-$ and $S^+$: for instance $S^-$ will be proved to be analytic for complex $q, \varphi, \varepsilon, \mu$, with $\varepsilon$ belonging to some sector and $|\mu|$ small enough). Perhaps we should say that we expected the invariant manifolds to be graphs because of their being close (for small $|\mu|$) to $W^\mu_{loc}$ which is a graph, and to be Lagrangian because of their being asymptotic to $T$ which is an isotropic submanifold of the phase space (see Remark 5.1).

Note that in the isochronous case ($\alpha = 0$), it is not true that all the partial derivatives of $\Delta S$ necessarily vanish at a point corresponding to a homoclinic orbit of the reduced system (1.3): the only condition is that $\partial_q \Delta S$ should vanish at such a point, since only $\partial_q S^\pm$ is needed for the description of the stable or unstable manifold of the reduced system (but, due to the conservation of the energy, there is a priori a relation between the other partial derivatives of $\Delta S$ at such a point – see the next paragraph).

1.3.2. The geometrical tool of our method is a vector field of the configuration space which acts by zero on the function $\Delta S$. We call it the characteristic vector field of the pair $(S^-, S^+)$.\(^3\)

**Proposition 1.2.** Fix any $q_0 \in [\pi, 2\pi]$ and consider the functions $S^-$ and $S^+$ of Proposition 1.1. The vector field

$$D = \frac{1}{2} \partial_q (S^+ + S^-) \frac{\partial}{\partial q} + \left( \omega + \frac{1}{2} \alpha \partial_\varphi (S^+ + S^-) \right) \cdot \frac{\partial}{\partial \varphi}$$

is defined and analytic for $q \in [2\pi - q_0, q_0]$, $\varphi \in \mathbb{T}^d$, $\varepsilon > 0$, $|\mu| < \mu_0$, and the function $\Delta S = S^+ - S^-$ satisfies

$$D \cdot \Delta S = 0.$$

\(^3\)We may call $W^- = \mathcal{C}r (dS^-)$ semi-local unstable manifold in opposition to the local unstable manifold $W^-_{loc}$ and to the global unstable manifold. The local manifold is defined by the use of some small enough neighbourhood $V$ of $T$ (we can assume in particular that $V$ is contained in $T^* (\{ - q_0, q_0 \} \times \mathbb{T}^d)$); it consists of all the points in $V$ whose trajectories are negatively asymptotic to $T$. The global manifold is the union of the trajectories of the points of $W^-_{loc}$, i.e. $\{ \phi^t_H (M); M \in W^-_{loc}, t \in \mathbb{R} \}$ if we denote by $\phi^t_H$ the time-$t$ map of the Hamiltonian flow, whereas

$$W^- = \{ \phi^t_H (M); M \in W^-_{loc}, t \in \mathbb{R} \} \text{ such that } \phi^t_H (M) \in T^* (\{ - q_0, q_0 \} \times \mathbb{T}^d).$$

Analogously we may call $W^+$ semi-local stable manifold. For that reason the homoclinic points obtained as intersections of $W^-$ and $W^+$ may be called “primary” homoclinic points.
For µ

\[ \text{ANNALES SCIENTIFIQUES DE L'ÉCOLE NORMALE SUPÉRIEURE} \]

∂ derivatives of the configuration space and is isomorphic to the torus \( T \). All a particular section, since there is no privileged choice – except maybe in the case of an even difference between equation (1.4) for \( S^+ \) and equation (1.4) for \( S^- \):

\[ 0 = \omega \cdot \partial q S^+ + \frac{1}{2} \alpha (\partial q S^+)^2 + \frac{1}{2} (\partial q S^+)^2 + \varepsilon (\cos q - 1) + \mu \varepsilon F, \]

\[ 0 = \omega \cdot \partial q S^- + \frac{1}{2} \alpha (\partial q S^-)^2 + \frac{1}{2} (\partial q S^-)^2 + \varepsilon (\cos q - 1) + \mu \varepsilon F. \]

Note that for \( \mu = 0 \) this vector field reduces to the characteristic vector field of the unperturbed invariant manifold:

\[ D_{\mu=0} = \frac{dS_0}{dq} \frac{\partial}{\partial q} + \omega \cdot \frac{\partial}{\partial \phi}. \]

The invariance of the function \( \Delta S \) under the flow of the vector field \( D \) is a simple manifestation of the conservation of energy and of the exact symplectic features of the problem that we have tried to take into account as much as possible. This fact has important consequences for us, since our goal is to study \( \Delta S \) and we discover now that this function is determined by its restriction to any global section of the configuration space which is transversal to \( D \), and such a section is a torus of dimension \( d \). (All this seems very related to the approach of [5], where a “splitting potential” is introduced which is also a function on \( T^d \), but we have not yet completely elucidated the connection between that recent method and ours.) However, we do not want to fix once for all a particular section, since there is no privileged choice – except maybe in the case of an even perturbation, where \( D \) is conjugate to its opposite by the symmetry \((q, \phi) \mapsto (2\pi - q, \phi)\) and the section \( \{q = \pi\} \) may look more natural since \( (\pi, 0) \) is a critical point of \( \Delta S \).

Proposition 1.2 (together with a detail from Theorem 3.1 about the dependence of \( S^\pm \) on \( \varepsilon \) and \( \mu \)) allows us to obtain very easily the following geometrical result, which is a particular case of a theorem by L.H. Eliasson ([9], [5]):

**Corollary 1.2.** – There exists a positive constant \( \mu^*_0 \) such that, for \( \varepsilon > 0 \) and \( |\mu| \leq \mu^*_0 \), the Hamiltonian system associated to \( H_{\varepsilon, \mu} \) admits at least \( d + 1 \) distinct homoclinic orbits.

**Proof.** – Let us choose \( q_0 \in ]\pi, 2\pi[ \) and \( \mu_0 \) so that Proposition 1.1 applies and let us pick any \( q_* \in ]2\pi - q_0, q_0[ \). We shall use the notation \( \mathcal{S} = \{(q_*, \varphi), \ \varphi \in T^d\} \): this set is a global section of the configuration space and is isomorphic to the torus \( T^d \).

The characteristic vector field \( D \) depends analytically on \( \mu \) and is transversal to the section \( \mathcal{S} \) for \( \mu = 0 \); thus it is still transversal to that section for \( \mu \) small enough, as long as the function \( \frac{1}{2} \partial q_0 (S^+ + S^-) \) does not vanish on \( \mathcal{S} \). One can ensure that to be the case for \( |\mu| \leq \mu^*_0 \) with a positive number \( \mu^*_0 \) which does not depend on \( \varepsilon \), since Theorem 3.1 provides bounds for the partial derivatives of \( \varepsilon^{-1/2} (S^+ - S^-) = O(\mu) \) which do not depend on \( \varepsilon \).

Now, for \( \varepsilon > 0 \) and \( |\mu| \leq \mu^*_0 \), if we denote by \( \chi \) the restriction to \( \mathcal{S} \) of the function \( \Delta S \), we observe that any critical point of \( \chi \) is necessarily a critical point of \( \Delta S \) (because of the equation \( D \cdot \Delta S = 0 \), viewed as a relationship between the partial derivatives of \( \Delta S \)). And \( \chi \), being a real-analytic function on a torus of dimension \( d \), admits at least \( d + 1 \) critical points according to a theorem by Ljusternik and Schnirelman [2]. According to Corollary 1.1, those critical points yield homoclinic orbits. □

The Ljusternik–Schnirelman theorem was already used in [9] to prove the existence of homoclinic orbits, but in a more general context and in a slightly different manner (see also [5]).

**1.3.3.** The analytical tool of our method is already present in [4] and consists in a lemma (Lemma 2.1) from which we deduce that, in order to obtain an exponentially small upper
bound for $\Delta S$ and its derivatives, it is sufficient to study the analytic continuation of the flow of $D$. More precisely, it is sufficient to straighten the vector field $D$, i.e. to conjugate it to its unperturbed form $D_{\mu=0}$ which has constant coefficients in a proper set of coordinates, namely the coordinates $(u, \varphi)$ which are defined according to formula (1.7) below.

The straightening of $D$ will be achieved in Proposition 3.3. As a result there exist coordinates $(v, \theta)$ of the configuration space, which depend on $(\varepsilon, \mu)$ and differ from the coordinates $(u, \varphi)$ only by $O(\mu)$, such that $\Delta S$ can be written in these coordinates as a function $\chi(v, \theta; \varepsilon, \mu)$ which is periodic in the angles $\theta_j$ and satisfies $(\partial_v + e^{-1/2} \omega \cdot \partial_\theta) \chi = 0$. Lemma 2.1 then implies that its Fourier coefficients satisfy, for $0 < \rho < \frac{\tau}{2}$ and $0 < h < h_0$, the inequalities

$$|\chi_k(v; \varepsilon, \mu)| \leq \text{const} \varepsilon^{1/2} |\mu| \exp(-\rho \varepsilon^{-1/2} |k \cdot \omega| - h |k|)$$

for $k \in \mathbb{Z}^d \setminus \{0\}$, $v \in \mathbb{R}$, $\varepsilon > 0$, $\mu \in [-\mu_0, \mu_0]$. The constant $a(\varepsilon, \mu)$ is nothing but the mean value of $\chi$, which does not depend on $v$.

In these inequalities, the traditional “small divisors” $|k \cdot \omega|$ do not appear as divisors but as coefficients of $-\varepsilon^{-1/2}$ in the argument of an exponential, hence a difficulty which we call the problem of “small exponents” and which we explain in Section 2.2. In order to overcome it, we shall impose a Diophantine condition on $\omega$.

1.3.4. An advantage of this method is the fact that it deals as much as possible with functions on the configuration space which has dimension $d + 1$. For instance the straightening of the vector field $D$ consists in finding a kind of flow-box coordinates in that space; we need not study the Hamiltonian flow in the $(2d + 2)$-dimensional phase space outside the invariant manifolds.

We have restricted ourselves to the case where $d \geq 2$ (at least two fast frequencies) although the present method would apply as well in the case where $d = 1$. In fact, if there is only one fast frequency, the problem is simpler because there are no “small exponents”, and for some technical reasons it is easier to solve the Hamilton–Jacobi equation, but the results would require a slightly different presentation in that case (and it would be worthwhile to compare them with the results obtained in [6], [7], or [13] – this will be the subject of some other article).

1.4. General results

The proofs of the statements below are spread over Sections 2, 3, 5 and 6.

1.4.1. The first result claims that the invariant manifolds $\mathcal{W}^+$ and $\mathcal{W}^-$ are exponentially close one to the other; it provides an upper bound for the partial derivatives of $\Delta S$ of order 1 or 2. We shall use the notation $|k| = |k_1| + \cdots + |k_d|$ if $k \in \mathbb{Z}^d$.

**Theorem 1.1.** – Consider the Hamiltonian system (1.1) with $F$ satisfying the assumptions (A1) and (A2) of p. 160 and $\omega$ satisfying the Diophantine condition

$$\forall k \in \mathbb{Z}^d \setminus \{0\}, \quad |k \cdot \omega| \geq \gamma |k|^{1-\tau}$$

for some fixed positive numbers $\gamma$ and $\tau$ ($\tau \geq d$). Denote by $\Delta S$ the difference $S^+ - S^-$ of the two functions determined in Proposition 1.1 and by $w_*$ the number

$$w_* = \left(1 + (\tau - 1)^{-1}\right) \left((\tau - 1)\gamma h_0^{1-\frac{1}{2}}\right)^{1/\tau}.$$
For any \( w \in ]0, w_*[ \) and for any closed subinterval \([q_1, q_2]\) of \([0, 2\pi]\), there exist positive numbers \( \mu_0 \) and \( C \) such that the inequalities

\[
|d(\Delta S)|, |d^2(\Delta S)| \leq C\varepsilon^{1/2}|\mu|\exp\left(-w\varepsilon^{-1/2}\right)
\]

hold for

\[
q \in [q_1, q_2], \quad \varphi \in \mathbb{T}^d, \quad \varepsilon > 0, \quad \mu \in [-\mu_0, \mu_0].
\]

Of course the inequalities (1.6) mean that each of the first and second-order derivatives with respect to the variables \( q \) or \( \varphi \) of \( \Delta S \) is bounded by the right-hand side. Note that all the variables are required to be real for that exponentially small bound to hold. To quote the words of [17], we could say that “the most important feature in the formula (1.6) is the exponent \(-1/2\tau\) of \( \varepsilon \).” Indeed, in the case where \( \tau = d \), this exponent coincides with the one which is involved in the lower bound for the exponentially long time of stability for trajectories starting in the vicinity of a simply resonant surface (see [19] for this version of Nekhoroshev theorem with local exponents of stability).

In order of importance, the coefficient \( w \) inside the exponential of the formula (1.6) comes after the exponent \(-1/2\tau\) of \( \varepsilon \). We shall see how to let it reach the value \( w_* \) in order to obtain a smaller upper bound.

**Remark 1.1.** – In view of Corollary 1.1, what we are interested in is really \( d(\Delta S) \) and \( d^2(\Delta S) \). But the function \( \Delta S \) itself is exponentially close to a constant: under the hypotheses of Theorem 1.1, there exists a real-analytic function \( a(\varepsilon, \mu) \) such that, for all \( \nu \in ]0, w_*[ \) and for all closed subinterval \([q_1, q_2]\) of \([0, 2\pi]\),

\[
\exists \mu_0, \quad C > 0 \text{ such that } \forall (q, \varphi, \varepsilon, \mu) \in [q_1, q_2] \times \mathbb{T}^d \times \mathbb{R}^{++} \times [-\mu_0, \mu_0], \quad \|\Delta S(q, \varphi; \varepsilon, \mu) - \mu a(\varepsilon, \mu)\| \leq C\varepsilon^{1/2}|\mu|\exp\left(-w\varepsilon^{-1/2}\right)
\]

**1.4.2.** In order to go farther and to obtain a better information on the asymptotics of \( \Delta S \) with respect to \( \varepsilon \), it is natural to try to isolate the first-order approximation \( \Delta S_1 \) with respect to \( \mu \) of that function, which is usually called the Poincaré–Melnikov approximation.

**DEFINITION 1.1.** – The Poincaré–Melnikov approximation of \( \Delta S \) is the function

\[
\Delta S_1(q, \varphi; \varepsilon) = \partial_\mu(\Delta S)(q, \varphi; \varepsilon, 0).
\]

Thus we can write \( \Delta S(q, \varphi; \varepsilon, \mu) = \mu \Delta S_1(q, \varphi; \varepsilon) + O(\mu^2) \), and our goal is to study that remainder “\( O(\mu^2) \)” : is it smaller than the Poincaré–Melnikov approximation itself? Of course, in order to provide a true answer to that question, we would need to know how large \( \Delta S_1 \) is exactly, and this turns out to be a difficult problem. Proposition 1.3 below shows that \( \Delta S_1 \) can be expressed directly as an integral involving the perturbation function \( F \) and bounded from above by an exponentially small quantity depending on \( F \), but in the general situation we do not know how to obtain a lower bound for \( \Delta S_1 \) (the problem is more tractable when \( d = 2 \); see Section 4). We shall thus content ourselves with proving that the remainder \( \Delta S - \mu \Delta S_1 \) is smaller than a quantity which can be compared to the known upper bound of \( \Delta S_1 \), although this is not completely satisfactory.

Let us define the change of variable

\[
q = q_0(u) = 4 \arctan e^u.
\]
The variable \( u \) is nothing but the time along the separatrix of the pendulum and it will prove very useful in the sequel. In particular, it will be essential to see it as a complex variable, and to try to obtain the largest possible domains of analyticity with respect to it for all the functions defined on the configuration space. We shall put a tilde over the symbol denoting such a function in order to indicate that we have performed the change of variable \( q = q_0(u) \).

The function \( q_0(u) \) extends analytically to the universal covering of \( C \setminus \{ \frac{3iπ}{2} + iπZ \} \) with logarithmic singularities only, and it defines a (uniform) analytic \( 2\pi i \)-periodic function in

\[
\mathcal{C} = C \setminus \left( \left[ \frac{3iπ}{2}, \frac{π}{2} \right] + 2iπZ \right).
\]

For \( 0 < \delta < π/2 \), we shall denote by \( \mathcal{C}_δ \) a subset of \( \mathcal{C} \) which contains \( \mathbb{R} \):

\[
\mathcal{C}_δ = \left\{ u \in \mathcal{C} \mid \text{dist} \left( u, \left[ \frac{3iπ}{2}, \frac{π}{2} \right] + 2iπZ \right) \geq δ \right\}.
\]

Because of the assumptions (A1) and (A2), the function

\[
\tilde{F}(u, \varphi) = F(q_0(u), \varphi)
\]

is analytic in \( \mathcal{C} \times \mathbb{T}^d \) and for all \( \delta, \sigma > 0 \) (with \( \delta < π/2 \) and \( \sigma < h_0 \)), there exists a number

\[
A = A(δ, σ) \geq 1
\]

such that

\[
\forall (u, \varphi) \in \mathcal{C}_δ \times \mathbb{T}^d_{h_0-σ}, \quad |\tilde{F}(u, \varphi)| \leq Ae^{-2|\Re u|}
\]

(we have used the notation \( \mathbb{T}_h = \{ \phi \in \mathbb{C}/2π\mathbb{Z} : |3\text{Im }\phi| \leq h \} \) if \( h > 0 \)). We shall consider this function \( A(\cdot, \cdot) \) as a datum of the problem in the same way as the function \( F \) itself; it is in fact a manner of measuring the size of \( F \), or the strength of the singularities of \( \tilde{F} \) on the imaginary axis for the variable \( u \) and on the boundary of \( \mathbb{T}^d_{h_0} \) for the variable \( \varphi \). One may keep in mind the typical example of a function like \( A(δ, σ) = \text{const}δ^{-n}σ^{-m} \), with \( n, m \in \mathbb{N}^* \), which would correspond to polar singularities (cf. the notion of order of the perturbation along the separatrix in [7]).

Here is an example taken from [4]: if

\[
F(q, \varphi) = (1 - \cos q)\frac{\cos \varphi_1}{\cosh h_0 - \cos \varphi_1} \cdots \frac{\cos \varphi_d}{\cosh h_0 - \cos \varphi_d},
\]

one chooses \( A(δ, σ) = \text{const}δ^{-2}σ^{-d} \). (observe that \( 1 - \cos q_0(u) = 2\cosh^{-2} u \) has a second-order pole).

\[\text{Notes:}\]

4 The image of \( \mathcal{C} \) by \( q_0 \) is the vertical strip \( \{ q \in \mathcal{C} : -π < \Re q < 3π \} \) except for the points 0 and \( 2π \) which are obtained only at the limit when \( \Re u \) tends to \( -∞ \) or \( +∞ \) respectively (the singular points \( iπ/2 \) and \( 3iπ/2 \) correspond to \( 3m q = +∞ \) and \( 3m q = -∞ \) respectively, and the left and right sides of the cut \( \left] \frac{3iπ}{2}, \frac{π}{2} \right[ \) correspond to the vertical boundaries \( \Re q = -π \) and \( \Re q = 3π \) respectively).
PROPOSITION 1.3. – The Poincaré–Melnikov approximation can be expressed in the variable \( u \) as
\[
\Delta \tilde{S}_1(u, \varphi; \varepsilon) = \varepsilon^{1/2} \int_{-\infty}^{+\infty} F(q_0(u + \zeta), \varphi + \varepsilon^{-1/2} \zeta \omega) \, d\zeta.
\]
Assume that \( \omega \) satisfies the Diophantine condition (1.5) and use the notation
\[
w_* = (1 + (\tau - 1)^{-1}) \left( (\tau - 1)^2 h_0^{-1} - 1 \right)^{\frac{1}{\tau}}.
\]
For any closed subinterval \([q_1, q_2]\) of \([0, 2\pi]\), there exist positive constants \( \varepsilon_0 \) and \( b \) such that, for \((r_0, r) \in \mathbb{N} \times \mathbb{N}^d\) with \( 1 \leq r_0 + |r| \leq 3 \),
\[
(1.10) \quad \left| (\partial_\psi) \right| (\partial_\varphi) (\Delta S_1) \leq b A(\varepsilon^{1/2}, \varepsilon^{1/2}) \varepsilon^{-\frac{1}{2} r_0 + |r| + \frac{d + 4}{2}} \exp\left( -w_* \varepsilon^{-1/2} \right)
\]
whenever
\[
(q, \varphi) \in [q_1, q_2] \times \mathbb{T}^d \quad \text{and} \quad \varepsilon \in [0, \varepsilon_0].
\]

Of course, \((\partial_\varphi)\) means \((\partial_{\varphi_1})^{r_1} \cdots (\partial_{\varphi_d})^{r_d}\) and \( |r| \) means \( r_1 + \cdots + r_d \). This proposition may be viewed as a refined version of the result which appears already in [17]. Observe that the analyticity width \( h_0 \) enters into the upper bound (1.10) through \( w_* \); in fact, if \( F \) is a trigonometric polynomial (and thus any \( h_0 \) is allowed), one can obtain a much smaller bound, with \(-1/2\) in place of \(-1/2\) as an exponent for \( \varepsilon \) inside the exponential.

THEOREM 1.2. – Under the hypotheses and notations of Theorem 1.1, for any closed subinterval \([q_1, q_2]\) of \([0, 2\pi]\) there exist positive constants \( \varepsilon_0 \) and \( b \) such that, for \((r_0, r) \in \mathbb{N} \times \mathbb{N}^d\) with \( r_0 + |r| = 1 \) or \( 2 \),
\[
\Delta S - \mu \Delta S_1 (q, \varphi; \varepsilon) = b^{-1} A(\varepsilon^{1/2}, \varepsilon^{1/2}) \left( -w_* \varepsilon^{-1/2} \right)
\]
whenever
\[
(q, \varphi) \in [q_1, q_2] \times \mathbb{T}^d, \quad \varepsilon \in [0, \varepsilon_0], \quad \mu \in [-\mu_0(\varepsilon), \mu_0(\varepsilon)],
\]
with
\[
\mu_0(\varepsilon) = b^{-1} A(\varepsilon^{1/2}, \varepsilon^{1/2})^{-1} \varepsilon^{-\frac{d+2}{2}}.
\]

Remark 1.2. – As for the case \((r_0, r) = (0, 0)\), there exists a real-analytic function \( a(\varepsilon, \mu) \) such that \( \Delta S - \mu \Delta S_1 - \mu^2 a \) satisfies the same kind of an inequality:
\[
\left| (\Delta S - \mu \Delta S_1)(q, \varphi; \varepsilon, \mu) - \mu^2 a(\varepsilon, \mu) \right| \leq b |\mu|^2 A(\varepsilon^{1/2}, \varepsilon^{1/2}) \varepsilon^{-\frac{d+4}{2}} \exp\left( -w_* \varepsilon^{-1/2} \right).
\]

As we said before, what is not satisfactory is the fact that in general \( \Delta S_1 \) does not admit a lower bound which would be of the same kind as the upper bound (1.10) and thus comparable to the upper bound (1.11) for the remainder \( \Delta S - \mu \Delta S_1 \). We must insist on this point: Theorem 1.2 does not solve the question of the preponderance of the Poincaré–Melnikov approximation over the remainder. But in some sense the problem is reduced to the estimation of \( \Delta S_1 \), because the method that we use is quite adaptable: if an argument is given for obtaining a better upper bound.
of $\Delta S_1$, one can also try to incorporate it to the method in order to bound the remainder. This is done in Section 4 in a particular case with $d = 2$, where the coefficient $w$, is replaced by an oscillating function of $\varepsilon$.

In inequalities (1.10) or (1.11) we focused on the exponent of $\varepsilon$ and the coefficient inside the exponential, but we did not pay much attention to the prefactor (the quantity in front of the exponential) which could be slightly decreased easily.

1.4.3. We believe that our method can be applied to Hamiltonian systems more general than (1.1). The first generalization that we envisage would consist in taking a perturbation $F$ which depends on $(q, \varphi, p, I)$ (and also $\varepsilon$ and $\mu$) but which still satisfies assumptions analogous to (A1) and (A2). The characteristic vector field would still be defined according to Section 2.1, but the technical details (especially the proof of the analyticity of $S$) would need to be rewritten. One could also consider the case where the invariant torus $T$ depends on $\varepsilon$ and $\mu$, i.e. the case where (A1) is no longer satisfied and some KAM-type result is needed at the beginning to find an invariant hyperbolic torus before to study its whiskers. In fact, one would demand from such a KAM theorem the largest possible domain of analyticity for the parametrization of the torus, and in order to go on with the method, one would put the torus at the origin by a symplectic change of coordinates (or one would exploit its isotropy and look for its invariant manifolds as (non-exact) Lagrangian graphs – the characteristic vector field is still defined because the default of exactness is the same for both manifolds [21]). Finally, it would be interesting to investigate more general models, e.g. including a coupling term between the variables $p$ and $I$ like for a general simple resonance [5].

2. Characteristic vector fields

2.1. Geometrical aspect

In all the Section 2.1 we suppose that $M$ is a differentiable manifold of dimension $n$ (configuration space), $T^*M$ its cotangent bundle (phase space) and $H : T^*M \to \mathbb{R}$ a Hamiltonian function.

Let $\pi : T^*M \to M$ be the natural projection. The canonical exact symplectic structure of $T^*M$ is induced by the Liouville form $\lambda$, which is defined as follows: for $\alpha \in T^*M$, $\lambda(\alpha) = \alpha \circ T_{\alpha}\pi$, where $\alpha$ is considered as a linear map from $T_{\pi(\alpha)}M$ to $\mathbb{R}$ and $T_{\alpha}\pi$ denotes the linear tangent map to $\pi$ (from $T_\alpha(T^*M)$ to $T_{\pi(\alpha)}M$). A local system of coordinates $(Q_1, \ldots, Q_n)$ of $M$ induces a local system of coordinates $(Q_1, \ldots, Q_n, P_1, \ldots, P_n)$ of $T^*M$ in which $\lambda$ takes the usual form $P_1 dQ_1 + \ldots + P_n dQ_n$.

The Hamiltonian vector field $X_H$ associated to $H$ is characterized by the property $dH = -i_{X_H} d\lambda$. For a Lagrangian submanifold of $T^*M$ to be invariant by $X_H$, it is necessary and sufficient that some constant-energy hypersurface contains it.\footnote{This kind of result usually requires non-degenerate torsion, i.e. $\alpha_j \neq 0$ for $j = 1, \ldots, d$. But [20] shows how to deal with the case where $\alpha_1 = \cdots = \alpha_m = 0$ ($m \leq d$) and $F$ depends only on $(q, \varphi, p, I_{m+1}, \ldots, I_d)$. The case where $\alpha = 0$ and $F$ does not depend on $I$ is the easiest one, since the normal hyperbolicity which is then present in the reduced system (1.3) provides an invariant torus for (1.3) (without any KAM technique) which can be lifted in an invariant torus for (1.2).}

\footnote{A submanifold $W$ is said to be Lagrangian if the restriction to $W$ of the symplectic 2-form $d\lambda$ vanishes identically and if the dimension of $W$ is $n$ (maximal dimension for the previous property): at each point of $W$, the tangent space is equal to its symplectic orthogonal. And if $H$ is constant on $W$, at each point of $W$ the Hamiltonian vector field belongs to the symplectic orthogonal of the tangent space to $W$, thus to the tangent space itself, and conversely.}

\footnote{4e SÉRIE – TOME 34 – 2001 – N° 2}
If $\alpha$ is a one-form of $M$, we denote by $\text{im} \alpha$ its image in $T^*M$ (viewing $\alpha$ as a section of $\pi$):

$$\text{im} \alpha = \{ \alpha(x), \ x \in M \} \subset T^*M.$$ 

It is a submanifold of $T^*M$ and $\pi$ induces a diffeomorphism between $\text{im} \alpha$ and $M$, by which $\lambda_{\mid \text{im} \alpha}$ can be identified to $\alpha$ itself (this property characterizes the Liouville form). Thus $\text{im} \alpha$ is Lagrangian if and only if $\alpha$ is closed, and exact Lagrangian if and only $\alpha$ is exact.\footnote{A submanifold $W$ is said to be exact Lagrangian if its dimension is $n$ and if the restriction to $W$ of the Liouville form $\lambda$ is exact.} We are particularly concerned with the latter case; what we have denoted $Gr(dS)$ previously should be written $\text{im} dS$ in this intrinsic formulation.

In the case where $\alpha$ is closed, $\text{im} \alpha$ is invariant by the Hamiltonian vector field $X_H$ if and only if $H$ is constant on it, i.e. if and only if the function $H \circ \alpha$ is constant on $M$: this is the Hamilton–Jacobi equation. In that situation the characteristic vector field of $\text{im} \alpha$ is usually defined to be the vector field of $\alpha$ which corresponds via $\pi$ to the restriction of the Hamiltonian vector field to $\text{im} \alpha$. It may be written $T\pi \circ X_H \circ \alpha$.

We propose the following generalization of that construction:

**Definition 2.1.** – Given any pair $(\alpha_0, \alpha_1)$ of 1-forms of $M$, we call characteristic vector field of $(\alpha_0, \alpha_1)$ the vector field of $M$ obtained as

$$D = \int_0^1 D_t \, dt, \quad \text{where for all } t \in [0, 1], \ D_t = T\pi \circ X_H \circ (\alpha_0 + t(\alpha_1 - \alpha_0)).$$

In the exact case, i.e. $\alpha_0 = dS_0$, $\alpha_1 = dS_1$, with $S_0$, $S_1$ functions on the configuration space, $D$ will be called characteristic vector field of $(S_0, S_1)$ as well.

Thus, if we consider a point $x$ of the configuration space, the fiber $T^*_xM$ intersects the manifolds $\text{im} \alpha_0$ and $\text{im} \alpha_1$ at the points $\alpha_0(x)$ and $\alpha_1(x)$, this determines a “vertical” segment $\Sigma(x)$ between both manifolds above $x$: $\Sigma(x) = \{ \alpha_0(x) + t(\alpha_1 - \alpha_0)(x), \ t \in [0, 1] \}$, and the characteristic vector field at $x$ is nothing but the projection onto the configuration space of the Hamiltonian vector field averaged along $\Sigma(x)$.

In a local system of coordinates $(Q_1, \ldots, Q_n)$ of $M$ we can write

$$D = \sum_{1 \leq j \leq n} D_j \frac{\partial}{\partial Q_j}, \quad D_j(Q) = \int_0^1 \frac{\partial H}{\partial P_j}(\alpha_t(Q)) \, dt,$$

setting $\alpha_t = (1-t)\alpha_0 + t\alpha_1$ for $t \in [0, 1]$ and using the induced canonical system of coordinates $(Q, P)$ of $T^*M$. If the Hamiltonian function is quadratic in the momenta $P_1, \ldots, P_n$, the vector field is merely the arithmetic mean of $D_0$ and $D_1$, the ordinary characteristic vector fields associated to $\alpha_0$ and $\alpha_1$, hence the definition of $D$ in Proposition 1.2 in the case of $H_{x,\mu}$, $\alpha_0 = dS^-$, $\alpha_1 = dS^+$.

**Proposition 2.1.** – Let $D$ be the characteristic vector field of a pair $(\alpha_0, \alpha_1)$ of 1-forms of $M$. Its action on the difference $\alpha_1 - \alpha_0$ may be described as

$$\langle \alpha_1 - \alpha_0, D \rangle = H \circ \alpha_1 - H \circ \alpha_0.$$
Proof. – Fix \( x \in M \), denote by \( H_x \) the restriction of \( H \) to \( T^*_x M \) and consider the path \( \alpha_t = \alpha_0(x) + t(\alpha_1 - \alpha_0)(x) \) in \( T^*_x M \):

\[
(H \circ \alpha_1 - H \circ \alpha_0)(x) = \int_0^1 \frac{d(H_x(\alpha_t))}{dt} dt = \int_0^1 \left\langle \frac{dH_x(\alpha_t)}{dt}, \frac{d\alpha_t}{dt} \right\rangle dt.
\]

But if \( t \in [0, 1] \), using the canonical isomorphism between the vector space \( T^*_x M \) and its tangent space \( T_{\alpha_t}(T^*_x M) \) at \( \alpha_t \) (as well as the dual isomorphism), we can identify \( \frac{d\alpha_t}{dt} \in T_{\alpha_t}(T^*_x M) \) with \( (\alpha_1 - \alpha_0)(x) \in T^*_x M \), and \( dH_x(\alpha_t) \in T_{\alpha_t}(T^*_x M) \) with \( D_t(x) = T_{\alpha_t} \pi \cdot X_H(\alpha_t) \in T_x M \) (the last identification may be checked in local coordinates).

Corollary 2.1. – If \( S_0 \) and \( S_1 \) are solutions of the Hamilton–Jacobi equation associated to the same energy (i.e. if \( \mathcal{G}(dS_0) \) and \( \mathcal{G}(dS_1) \) are both contained in the same constant-energy hypersurface), their characteristic vector field acts by zero on their difference, i.e.

\[
\langle d(S_1 - S_0), D \rangle = 0
\]

with the notations of the previous definition.

2.2. Analytical aspect

The linear homogeneous partial differential equation \( D \cdot \Delta S = \langle d\Delta S, D \rangle = 0 \) obtained in Proposition 1.2 is thus a particular case of the previous corollary. According to the following lemma by Lazutkin [16] on the Fourier coefficients of a periodic function.

Lemma 2.1. – Let \( \chi(v, \theta_1, \ldots, \theta_d) \) be a function \( 2\pi \)-periodic with respect to the variables \( \theta_j \), analytic in \( [i\rho_0, i\rho_0] \times T^d_{\rho_0} \) for some \( \rho_0, h_0 > 0 \). Suppose that, for some \( \Omega \in \mathbb{R}^d \), it satisfies the partial differential equation

\[
\left( \frac{\partial}{\partial v} + \Omega \cdot \frac{\partial}{\partial \theta} \right) \chi = 0.
\]

Then the function \( \chi \) extends analytically to \( \{ |\text{Im} v| < \rho_0 \} \times \mathbb{T}^d_h \) and its Fourier coefficients with respect to the angles \( \theta_j \), satisfy the following inequalities, for all positive \( \rho < \rho_0 \) and \( h < h_0 \),

\[
\forall k \in \mathbb{Z}^d, \forall v \in \mathbb{R}, \quad |\chi_k(v)| \leq e^{-h|k| - \rho|k| \Omega} \sup_{[-i\rho,i\rho] \times \mathbb{T}^d_h} |\chi|
\]

with the notations \( \chi_k(v) = (2\pi)^{-d} \int_{\mathbb{T}^d_h} \chi(v, \theta)e^{-ik \cdot \theta} d\theta \), \( |k| = |k_1| + \cdots + |k_d| \) if \( k = (k_1, \ldots, k_d) \), and \( \mathbb{T}_h = \{ \phi \in \mathbb{C}/2\pi \mathbb{Z}; |\text{Im} \phi| \leq h \} \).

A version of this lemma was already given in [4]; it is the quasiperiodic generalization of a lemma by Lazutkin [16] on the Fourier coefficients of a periodic function.

Proof. – The function

\[
\Psi(\theta) = \chi(0, \theta)
\]
is analytic and $2\pi$-periodic with respect to the variables $\theta_j$. Because of the partial differential equation, we have

$$\chi(v, \theta) = \Psi(\theta - v \Omega),$$

hence a relation between the Fourier coefficients:

$$\chi_k(v) = \Psi_k e^{-iv \cdot k \cdot \Omega}.$$  \hspace{1cm} (2.1)

Let us denote by $B$ the supremum of $|\chi|$ over $[-i\rho, i\rho] \times T^d_h$. The Cauchy inequalities

$$\forall v \in [-i\rho, i\rho], \quad |\chi_k(v)| \leq Be^{-h|k|},$$

when specialized to $v = \pm i\rho$ (according to the sign of $k \cdot \Omega$), show that

$$\forall k \in \mathbb{Z}^d, \quad |\Psi_k| \leq Be^{-h|k| - \rho|\Omega|}.$$  

Thus Eq. (2.1) implies that

$$\forall k \in \mathbb{Z}^d, \forall v \in \mathbb{C}, \quad |\chi_k(v)| \leq Be^{-h|k| - (\rho - \Im m v)| \cdot \Omega|}$$

and the Fourier series $\sum \chi_k(v) e^{ik \cdot \theta}$ converges for $|\Im m v| \leq \rho$ and $|\Im m \theta| < h$. □

In the situation described by the lemma, if moreover $\Omega = e^{-1/2} \omega$, each Fourier coefficient of $\chi$ of nonzero index is thus exponentially small with respect to $\varepsilon$ (as soon as $\omega$ is non-resonant). It is natural to try to deduce from that fact a result of exponential smallness for the whole oscillatory part of the function $\chi$. But we are now faced with a difficulty which is typical of the case $d \geq 2$ and which we could name the problem of small exponents: even if $\omega$ is non-resonant, the coefficient $e^{-1/2} |k \cdot \omega|$ which enters into the argument of the exponential in the bound of $|\chi_k|$ may reach arbitrary small values as $k$ varies. Yet if we impose a Diophantine condition on $\omega$, there will be a balance between the terms $e^{-1/2} |k \cdot \omega|$ and $h|k|$: for the former to be small, the latter must be large. We shall thus recover some exponential smallness for the oscillatory part of $\chi$. This phenomenon was clearly identified in [17] or [18], and then in [27], [4] and [25].

**Corollary 2.2.** - Let $\chi(v, \theta, \varepsilon)$ be analytic for $(v, \theta) \in [-i\rho_0, i\rho_0][ \times T^d_h \times \mathbb{R}^d$ and $\varepsilon > 0$. Suppose that there exists $\omega \in \mathbb{R}^d$ satisfying the Diophantine condition

$$\forall k \in \mathbb{Z}^d \setminus \{0\}, \quad |k \cdot \omega| \geq \gamma |k|^1 - \tau$$

for some fixed positive numbers $\gamma$ and $\tau$ ($\tau \geq d$), and such that $\chi$ is a solution of the partial differential equation

$$\left( \frac{\partial}{\partial v} + e^{-1/2} \omega \cdot \frac{\partial}{\partial \theta} \right) \chi = 0.$$

For all positive $\rho < \rho_0$ and $h < h_0$, we shall use the notations

$$B(\rho, h, \varepsilon) = \sup_{(v, \theta) \in [-i\rho, i\rho] \times T^d_h} |\chi(v, \theta, \varepsilon)| \quad \text{and} \quad \nu = (1 + (\tau - 1)^{-1}) ((\tau - 1)\gamma)^{1/\tau}.$$

The function $\chi$ extends analytically to $\{ |\Im m v| < \rho_0 \} \times T^d_h \times \{ \varepsilon > 0 \}$, its mean value on the torus $a(\varepsilon) = (2\pi)^{-d} \int_{\mathbb{T}^d} \chi(v, \theta, \varepsilon) \, d\theta$ does not depend on the variable $v$.
(i) for all $\delta \in [0, \rho_0], \sigma \in [0, h_0 \frac{\theta}{\tau}], \varepsilon > 0$, $(v, \theta) \in \mathbb{R} \times T^d$,
\[
|\chi(v, \theta, \varepsilon) - a(\varepsilon)| \leq \frac{c}{\sigma^d} B(\rho_0 - \delta, h_0 - \sigma, \varepsilon) \exp\left(-w(\delta, \sigma)\varepsilon^{1/\tau}\right),
\]
where $w(\delta, \sigma) = \nu(\rho_0 - \delta)^{1/\tau}(h_0 - 2\sigma)^{(\tau - 1)/\tau}$ and $c > 0$ depends only on the dimension $d$;

(ii) there exists a positive number $\varepsilon_0$ which depends only on $\rho_0$ and $h_0$ such that, for $\delta_0, \sigma_0 \in [0, 10]$ and $\varepsilon \in [0, \varepsilon_0]$, $(v, \theta) \in \mathbb{R} \times T^d$,
\[
|\chi(v, \theta, \varepsilon) - a(\varepsilon)| \leq c' \varepsilon^{-d/2}\tau B(\rho_0 - \delta_0^{1/2}\tau, h_0 - \sigma_0^{1/2}\tau, \varepsilon) \exp\left(-w_* \varepsilon^{1/2}\tau\right),
\]
where $w_* = \nu_0^{1/\tau} h_0^{(\tau - 1)/\tau}$ and $c' > 0$ depends only on $d, \tau, \gamma, \rho_0, h_0$.

Remark 2.1. – Unfortunately this result is not optimal. We focused on the exponent $-1/2\tau$ of $\varepsilon$ and the coefficient $w_*$ inside the exponential, but we do not know how to improve them under general hypotheses – in Section 4 we shall see how to replace $w_*$ by something larger in a particular situation with $d = 2$. On the other hand the prefactor $c' \varepsilon^{-d/2\tau} B(\ldots)$ could be slightly decreased by an appropriate modification of the proof below.

Proof. – The fact that the function $a(\varepsilon)$ does not depend on $v$ is an obvious consequence of the partial differential equation.

(i) Let $\rho = \rho_0 - \delta$, $h = h_0 - \sigma$ and $h_1 = h_0 - 2\sigma$. For each $\varepsilon > 0$, we obtain from Lemma 2.1 the following bounds for the Fourier coefficients of $\chi$:
\[
\forall k \in \mathbb{Z}^d, \forall v \in \mathbb{R}, |\chi_k(v, \varepsilon)| \leq B(\rho, h, \varepsilon)e^{-h|k| - \rho \varepsilon^{-1/2}|k| \omega} \leq B(\rho, h, \varepsilon)e^{-|\sigma| |k| - h_1 |k| - \gamma \rho \varepsilon^{-1/2}|k|^{1-\tau}}
\]
we have used the Diophantine condition in the second inequality). On one hand, one checks easily that
\[
\forall x, y > 0, \ y + \gamma xy^{1-\tau} \geq \nu x^{1/\tau},
\]
so, if $k \in \mathbb{Z}^d \setminus \{0\}$,
\[
h_1 |k| + \rho \varepsilon^{-1/2} |k| \omega \geq w(\delta, \sigma) \varepsilon^{1-2\tau}.
\]
On the other hand,
\[
\sum_{k \in \mathbb{Z}^d \setminus \{0\}} e^{-\sigma |k|} = -1 + \coth^d \left(\frac{\sigma}{2}\right) < \frac{c}{\sigma^d}
\]
with a positive constant $c$ depending only on the dimension $d$.

Thus, if $v \in \mathbb{R}$, $\theta \in T^d$ and $\varepsilon > 0$,
\[
|\chi(v, \theta, \varepsilon) - a(\varepsilon)| = \left| \sum_{k \in \mathbb{Z}^d \setminus \{0\}} \chi_k(v, \varepsilon)e^{ik \theta} \right| \leq \frac{c}{\sigma^d} B(\rho, h, \varepsilon) \exp\left(-w(\delta, \sigma)\varepsilon^{1/\tau}\right).
\]

(ii) With the choice $(\delta, \sigma) = (\delta_0^{1/2} \tau, \sigma_0^{1/2} \tau)$, we get
\[
w(\delta, \sigma) \varepsilon^{1-2\tau} \geq w_* \varepsilon^{1-2\tau} - c'' \varepsilon < \varepsilon_0,
\]
where $\varepsilon_0$ depends only on $\rho_0, h_0$ and $c''$ depends only on $\nu, \rho_0, h_0$ (because $w(\delta, \sigma) = w_* + O(\delta, \sigma)$). It is thus sufficient to take $c' = cc''$. □
Remark 2.2. – There is no necessity of confining the variables \( v \) and \( \theta \) to the real domain: we could have worked in a set of the form \( \{ |\Im m v| \leq \rho' \} \times T_{h'}^d \) with \( \rho' < \rho \) and \( h' < h \), but then the coefficients \( w(\delta, \sigma) \) and \( w_* \) would have been smaller, whereas we were interested in the largest possible coefficients (even if they were not optimal). On the other hand we could have replaced \( \varepsilon^{-d/2\pi} \) in front of the upper bound in (ii) by a smaller term, but we preferred a simpler result.

3. Exponential closeness of the invariant manifolds

3.1. Hamilton–Jacobi algorithm

Let us return to our Hamiltonian (1.1). The notations will be slightly simplified by a rescaling of time and variables (the time \( t \) being multiplied by \( \varepsilon^{1/2} \), and the action-like variables \( p \) and \( I \) divided by the same factor): it is equivalent to study the Hamiltonian system generated by

\[
H_{z, \mu}(q, \varphi, p, I) = z \omega \cdot I + \frac{1}{2} \alpha I^2 + \frac{1}{2} p^2 + \cos q - 1 + \mu F(q, \varphi),
\]

with a large frequency-vector \( z\omega \), where

\[
z = \varepsilon^{-1/2}.
\]

The unperturbed solution of the Hamilton–Jacobi equation is now

\[
S_0(q, \varphi) = S_0(q) = 4 \left( \cos \frac{q}{2} - 1 \right).
\]

After having determined and studied particular solutions of the Hamilton–Jacobi equation for the system (3.1), we shall have to multiply them by \( \varepsilon^{1/2} \) in order to come back to the original system (1.1). Still, we shall use the same notation \( S^\pm \) before and after this rescaling.

Our first task is to prove Proposition 1.1. To begin with we shall see how the Taylor expansions of \( S^- \) and \( S^+ \) with respect to \( \mu \) are determined: we shall work with formal series in \( \mu \) whose coefficients are functions of \( (q, \varphi) \) but also on \( \varepsilon \), but the dependence on \( \varepsilon \) will be understood.

**Proposition 3.1.** – Fix \( \omega \in \mathbb{R}^d \) and suppose that the function \( F \) satisfies the assumptions (A1) and (A2). For all \( z > 0 \), there exists a unique sequence \( S^-_1, S^-_2, \ldots \) of real-analytic functions of \( (q, \varphi) \) defined for \( q \) close to 0 and \( \varphi \in \mathbb{T}^d \), vanishing at order 2 on \( \{ q = 0 \} \), and such that

\[
S^- = S_0(q) + \sum_{n \geq 1} \mu^n S^-_n(q, \varphi)
\]

satisfies formally the Hamilton–Jacobi equation \( H_{z, \mu}(q, \varphi, \partial_q S, \partial_{\varphi} S) = 0 \). In fact, these functions extend to \( ]-2\pi, 2\pi[ \times \mathbb{T}^d \) and depend analytically on \( z = \varepsilon^{-1/2} \).

For all \( z > 0 \), there exists a unique sequence \( S^+_1, S^+_2, \ldots \) of real-analytic functions of \( (q, \varphi) \) defined for \( q \) close to \( 2\pi \) and \( \varphi \in \mathbb{T}^d \), vanishing at order 2 on \( \{ q = 2\pi \} \), and such that

\[
S^+ = S_0(q) + \sum_{n \geq 1} \mu^n S^+_n(q, \varphi)
\]

satisfies formally the Hamilton–Jacobi equation. In fact, these functions extend to \( ]0, 4\pi[ \times \mathbb{T}^d \) and depend analytically on \( z = \varepsilon^{-1/2} \).
Proof. – Of course the two parts of the proposition are analogous, and we shall content ourselves with the proof of the first one. Let us denote by $B^-$ the space of all analytic functions vanishing at order 2 at $q = 0$:

$$B^- = \{ U(q, \varphi) \text{ analytic for } q \text{ close to } 0 \text{ and } \varphi \in \mathbb{T}^d, \text{ with } U(0, \varphi) = \partial_q U(0, \varphi) = 0 \},$$

and use the notation $D_0 = \frac{dS_0}{dq} \frac{\partial}{\partial q} + z\omega \cdot \frac{\partial}{\partial \varphi}$. Let us call

$$T = \sum_{n \geq 0} \mu^n S_{n+1}^- (q, \varphi)$$

the formal expansion that we are looking for: $S_0 + \mu T$ is solution of the Hamilton–Jacobi equation if and only if

$$D_0 T = -F(q, \varphi) - \frac{1}{2}\mu \left[ \alpha (\partial_{\varphi} T)^2 + (\partial_q T)^2 \right].$$

We observe that $F$ belongs to $B^-$. Thus, expanding the equation in powers of $\mu$, we can determine inductively the functions $S_{n+1}^-$ and conclude the proof by applying a simple lemma (whose proof is left to the reader):

LEMMa 3.1. – The operator $D_0$ induces an automorphism of $B^-$. The change of variable $w = \tan \frac{q}{2}$ gives to it the form $D_0 = w \frac{\partial}{\partial w} + z\omega \cdot \frac{\partial}{\partial \varphi}$ and allows to express its inverse $E^- = (D_0|_{B^-})^{-1}$ as

$$(E^- U)(w, \varphi) = -\int_0^{-\infty} U(we^\zeta, \varphi + z\zeta\omega) d\zeta.$$

Note that, if $U$ depends analytically on $z$ for $z > 0$, this is also the case of $E^- U$: indeed, if $z$ is allowed to move in a sector which contains $\mathbb{R}^+$, we still can change the half-line of integration $[0, -\infty]$ into $[0, z^{-1}\infty]$ in order to keep $z\zeta$ real and the new formula will provide the analytic continuation of $E^- U$ with respect to $z$. □

Here are the induction formulas that we obtain:

$$S_1^- = -E^- F,$$

$$S_{n+1}^- = -\frac{1}{2} E^- \left( \sum_{n_1 + n_2 = n - 1} \left[ \alpha \partial_{\varphi} S_{n_1+1} \partial_{\varphi} S_{n_2+1} + \partial_q S_{n_1+1} \partial_q S_{n_2+1} \right] \right), \quad n \geq 1.$$

They define what we call the Hamilton–Jacobi algorithm.

DEFINITION 3.1. – The vector field (or differential operator) of the configuration space

$$D_0 = \frac{dS_0}{dq} \frac{\partial}{\partial q} + z\omega \cdot \frac{\partial}{\partial \varphi}$$

will be called the unperturbed characteristic vector field. Note that after the change of variable (1.7) it reduces to

$$\tilde{D}_0 = \frac{\partial}{\partial u} + z\omega \cdot \frac{\partial}{\partial \varphi}.$$
Proof of Proposition 1.3 of p. 169.— It follows from the proof of Proposition 3.1 that $S_1^+ = -E^+ F$ and similarly $S_1^- = -E^+ F$, which means

$$\tilde{S}^\pm(u, \varphi) = S^\pm (q_0(u), \varphi) = \int_0^{\pm \infty} \tilde{F}(u + \zeta, \varphi + z\zeta d\zeta$$

when one uses the variable $u$. The difference is the familiar Poincaré–Melnikov integral, as announced in Proposition 1.3. Let us prove the inequalities (1.10) for the function $\Delta \tilde{S}_1(u, \varphi; \varepsilon) = \tilde{S}^+ - \tilde{S}^-$. This function is obviously analytic in $\{|\Re m u| < \frac{\pi}{2}\} \times T^d \times \mathbb{R}^{+\tau}$. Using the function $A$ to measure the size of $F$ according to the formula (1.9) of p. 168, we obtain easily the following bounds: if $(r_0, r) \in \mathbb{N} \times \mathbb{N}^d$ with $r_0 + |r| \leq 3$,

$$|I_u^\varepsilon| \leq 24A \left(\frac{\delta}{2}, \frac{\sigma}{2}\right) \delta^{-\varepsilon_0 \sigma - |r|} \exp\left(-w\varepsilon_{-1/2}\right) \text{ in } \mathbb{R} \times T^d \times \mathbb{R}^{+\tau},$$

where $(\partial_u)^r = (\partial_{u_1})^{r_1} \cdots (\partial_{u_d})^{r_d}, |r| = r_1 + \cdots + r_d$. Since $\tilde{D}_0 \cdot (\Delta \tilde{S}_1) = 0$, we can apply Corollary 2.2 to the function $\Delta \tilde{S}_1$ or to its partial derivatives (because $\tilde{D}_0$ has constant coefficients); if we assume $1 \leq r_0 + |r|$, there is no mean value to substract in the results of exponential smallness we get: the first part of the corollary yields

$$|I_u^\varepsilon| \leq 24cA \left(\frac{\delta}{2}, \frac{\sigma}{2}\right) \delta^{-\varepsilon_0 \sigma - d - |r|} \exp\left(-w\varepsilon_{-1/2}\right) \text{ in } \mathbb{R} \times T^d \times \mathbb{R}^{+\tau},$$

with $w = (1 + (\tau - 1)^{-1})((\tau - 1)\gamma)^{1/\tau}(\frac{\pi}{2} - \delta)^{1/\tau}(h_0 - 2\sigma)^{(\tau - 1)/\tau}$, and the second part (with $\delta_0 = \sigma_0 = 2$) yields

$$|I_u^\varepsilon| \leq 24cA (\varepsilon_{1/2}, \varepsilon_{1/2}) \varepsilon^{-\varepsilon_0 \sigma_{-1/4} - \varepsilon_{-1/4}} \exp\left(-w\varepsilon_{-1/2}\right),$$

for $(u, \varphi) \in \mathbb{R} \times T^d$ and $z = \varepsilon^{-1/2} > 0$ large enough, with

$$w_* = (1 + (\tau - 1)^{-1})((\tau - 1)\gamma h_0^{-1})^{1/\tau} \left(\frac{\pi}{2}\right)^{1/\tau}.$$ 

This allows us to end the proof of Proposition 1.3, since the inverse change of variable $q \mapsto u$ has its derivatives bounded in any closed subinterval $[q_1, q_2]$ of $[0, 2\pi]$. We just have to multiply by $\varepsilon^{1/2}$ because of the rescaling from (3.1) to (1.1).

Remark 3.1.— Link with parametric resurgence and Gevrey properties. In [26] the operator $\tilde{D}_0$ was studied in the case where $d = 1$ which is much simpler, and it was shown that its inversion led to divergent series in the parameter $\varepsilon$. More precisely, the obtained series were expanded in powers of $\varepsilon^{1/2}$ and were resurgent in $z = \varepsilon^{-1/2}$. Here we can at least show that Gevrey properties take place in the variable $x = z^{1/\tau} = \varepsilon^{-1/2\tau}$, in the sense that formal Borel transforms with respect to $x$ will be convergent.
Since this remark is a little far from our topic, we shall only give a statement without proving it. We recall that the formal Borel transform with respect to \( x \) is defined by the formula:

\[
\chi(x) = \sum_{N} \chi^{(N)} x^{-N} \mapsto \hat{\chi}(\xi) = \sum_{N} \chi^{(N)} \xi^{N-1} \Gamma(N);
\]

in our situation the index \( N \) will run through \( \tau \mathbb{N}^* \) and \( \xi \hat{\chi}(\xi) \) will converge to a regular holomorphic germ in the variable \( \xi^\tau \), which means that \( \hat{\chi}(\xi) \) will be analytic with ramification at the origin. Thus we may consider that \( \xi \) transforms of the \( \chi \) accelerations in the variable \( \tau \) (origin). One could present things using the apparatus of \( \chi \) operator from \( z \) the analytic continuation of \( \hat{\chi} \) with respect to \( x \). We recall that the formal Borel transform with respect to \( x \) is an entire function.

**Proposition 3.2.** Let \( \rho_0, h_0 > 0 \) and denote by \( D_{\rho_0} \) the open disk of centre 0 and radius \( \rho_0 \). Suppose that a function \( \psi(u, \varphi) \) is analytic in \( D_{\rho_0} \times T_{h_0}^d \) and extends continuously to the closure of that domain, and suppose that \( \omega \in \mathbb{R}^d \) satisfies the Diophantine condition

\[
\forall k \in \mathbb{Z}^d \setminus \{0\}, \quad |k \cdot \omega| \geq \gamma |k|^{1-\tau}.
\]

The partial differential equation \( \hat{D}_0 \chi = \psi \) admits a unique formal solution of the type

\[
\chi = \sum_{n \geq 1} \chi^{(n)}(u, \varphi) z^{-n},
\]

and its formal Borel transform with respect to \( x = z^{1/\tau} \) converges and defines a function \( \hat{\chi}(u, \varphi, \xi) \) analytic in

\[
\mathcal{C} = \{(u, \varphi, \xi) \in D_{\rho_0} \times T_{h_0}^d \times \mathbb{C}_\ast; \quad |\xi| \leq W(u, \varphi)\}
\]

with \( W(u, \varphi) = \gamma^{1/\tau} (\rho_0 - |u|)^{1/\tau} (h_0 - \max_j |\Im \varphi_j|) (\tau - 1)/\tau \).

In fact the formal Fourier coefficients \( \chi_k(u; z) \) of \( \chi \) have a Borel transform with respect to \( z \) which is convergent and can be expressed as \(-1/k! \chi_k(u, \xi)\), this leads to parametric resurgence (with respect to \( z \)), e.g. if the data \( \psi \) are meromorphic functions, but the associated Fourier series may be divergent (because the singularities in the \( z \)-plane may accumulate the origin). One could present things using the apparatus of *acceleratio-summation* [8]: the deceleration operator from \( z \) to \( x = z^{1/\tau} \) yields entire functions \( \hat{\chi}_k(u, \xi) \) as individual Fourier coefficients and restores the convergence of the whole Fourier series. Moreover, this operator should allow one to express these Borel transforms with respect to \( x \), \( \hat{\chi}_k(u, \xi) \), as integrals involving the Borel transforms of the \( \chi_k \) with respect to \( z \) and some kernel. This could lead to a better knowledge of the analytic continuation of \( \hat{\chi} \) with respect to \( \xi \).

Thinking of the Hamilton–Jacobi equation and its particular solutions \( S^- \) and \( S^+ \), we suspect the existence of a formal solution (formal power series in \( \varepsilon^{1/2} \)) to which both \( S^- \) and \( S^+ \) are Gevrey asymptotic (Gevrey –1 in the variable \( x = \varepsilon^{-1/2} \varepsilon \)) and which must be considered as resurgent in the variable \( z = \varepsilon^{-1/2} \) (even if the Borel transform with respect to \( z \) does not converge as a Fourier series). This could shed another light on their exponential proximity. (Notice that a relationship between Gevrey properties and exponential smallness was recently studied in [23].)

**3.2. Analyticity of the solutions**

Let us now define complex domains in the \( u \)-plane, \( D_{u_1, \delta}^- \) and \( D_{u_1, \delta}^+ \), in which the Taylor expansions with respect to \( \mu \) of the solutions \( \tilde{S}^- \) or \( \tilde{S}^+ \) will be proved to converge. For \( u_1 \in \mathbb{R} \)
and $0 < \delta < \pi/2$, we consider all the open sectors
\[
\{ u = -u_1 + \xi e^{i\beta}; \quad \xi > 0, \quad \beta \in ] - \beta_1, \beta_1 [ \}
\]
for $\beta_1 \in ]0, \pi/2]$, and select among them the largest one which is contained in $C_\delta$: we call $D_{u_1, \delta}^+$ this sector; if $u_1 > -\delta$, its vertex is $-u_1$ and its aperture $2\beta_1$ is determined by the equation
\[
\frac{\pi}{2} \cos \beta_1 = \delta + u_1 \sin \beta_1,
\]
but if $u_1 \leq -\delta$, it is the open half-plane $\{ \Re u > -u_1 \}$ and $\beta_1 = \pi/2$.
Similarly, $D_{u_1, \delta}^-$ is the largest of the sectors
\[
\{ u = u_1 - \xi e^{i\beta}; \quad \xi > 0, \quad \beta \in ] - \beta_1, \beta_1 [ \}
\]
which is contained in $C_\delta$; it is the opposite sector:
\[
D_{u_1, \delta}^- = \{ -u; \quad u \in D_{u_1, \delta}^+ \}.
\]

We define also a complex domain for the variable $z$: for $\Delta \beta \in ]0, \pi/2[$, with moreover $\Delta \beta < \arctan \frac{\pi}{2u_1}$ if $u_1 > 0$,
\[
\Sigma_{u_1, \delta, \Delta \beta} := \{ z = \xi e^{i\beta}; \quad \xi > 0, \quad \beta \in ] - \beta_1 + \Delta \beta, \beta_1 - \Delta \beta [ \}
\]
where the half-aperture $\beta_1 \in ]0, \pi/2]$ of the sectors $D_{u_1, \delta}^-$ and $D_{u_1, \delta}^+$ is supposed to be strictly larger than $\Delta \beta$; this will be the case if $\delta$ is small enough with respect to $u_1$ and $\Delta \beta$.

**Theorem 3.1.** – For all $u_1 \in \mathbb{R}$ and $\Delta \beta \in ]0, \pi/2[$ with $\Delta \beta < \arctan \frac{\pi}{2u_1}$ if $u_1 > 0$, and for all small enough $\delta, \sigma > 0$, there exist positive numbers $\mu_1$ and $\{ B_\theta \}$ such that the series of Proposition 3.1 expressed in the variable $u$
\[
\tilde{S}_\pm = \tilde{S}_0(u) + \sum_{n \geq 1} \mu^n \tilde{S}_n^\pm (u, \varphi; z)
\]
converges to a function $\tilde{S}_\pm(u, \varphi; z, \mu)$ analytic with respect to all its arguments for
\[
u \in D_{u_1, \delta}^\pm, \quad \varphi \in T^{d}_{h_0 - \sigma}, \quad z = e^{-1/2} \in \Sigma_{u_1, \delta, \Delta \beta}, \quad |\mu| < \mu_1,
\]
satisfying in the closure of that domain the inequalities
\[
|\partial (\tilde{S}_\pm - \tilde{S}_0 - \mu \tilde{S}_1^\pm) | \leq B_\theta |\mu|^2 e^{-(\pm 2 \Re u)},
\]
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where \( \partial \) stands for one of the operators \((\partial_u)^{r_u}(\partial_\varphi)^{r_\varphi}\) with \((r_0, r) \in \mathbb{N} \times \mathbb{N}^d, r_0 + |r| \leq 2\).

More precisely, if \( \delta \leq \sigma \), one can take \( \mu_1 = b_1^{-1}A(\delta/2, \sigma/2)^{-1}d^{d+1} \) and

\[
B_\delta = \begin{cases} 
  b_1A(\delta/2, \sigma/2)^2\delta^{-2}\sup\{1, r_0\}^{-2d-1} & \text{if } |r| = 0, \\
  b_1A(\delta/2, \sigma/2)^2\delta^{-2}(\sigma-|r|) & \text{if } |r| \geq 1
\end{cases}
\]

where the positive number \( b_1 \) depends only on \( u_1 \) and \( \Delta \beta \), and the function \( A \) measures the size of \( F \) according to the formula (1.9).

Of course, \((\partial_\varphi)^{r_\varphi}\) means \((\partial_{\varphi_1})^{r_1} \cdots (\partial_{\varphi_d})^{r_d}\) and \( |r| = r_1 + \cdots + r_d \). The proof of this theorem is delayed to Section 5, because it involves some technicalities although it is not difficult: appropriate Banach spaces are defined and the ordinary fixed-point theorem is applied. The key-point lies in Lemma 5.2 which asserts the boundedness of the inverse to the operator \( D_0 \) (this inverse is \( E^+ \) or \( E^- \), depending on whether one studies the stable or the unstable manifold, with the notation of Lemma 3.1; in other words the “homological” equation – or rather the linearized equation – which is \( D_0 \chi = \psi \) in the variables \((u, \varphi)\), can be solved by \( \chi = E^+ \psi \), where \( E^\pm \) is a bounded operator of the suitable Banach space: no small divisor appears because of the presence of the variable \( u \) beside the angular variables \( \varphi_j \).

Proof of Proposition 1.1 and of its corollary. – Proposition 1.1 is indeed a consequence of what has been done up to now: if we consider \( S^- \) for instance, by letting \( \delta \) and \( u_1 \) vary we see that the variable \( u \) can reach (provided that \( |\mu| \) is kept small enough) any compact subset of

\[
D^- = \bigcup_{\delta > 0, u_1 \in \mathbb{R}} D_{u_1, \delta}^- = \{ u \in \mathbb{C} \mid Re u < 0 \text{ or } |\Im u| < \pi/2 \}
\]

whose image by \( q_0 \) is \(-\pi < Re q < 2\pi \} \setminus \{0\}; the 2\( \pi \)-periodicity in \( u \) of \( \tilde{S}^- \) and its exponential decrease for \( Re u \) tending to \(-\infty\) ensure that it defines a function \( S^- \) analytic for \( q \) belonging to any compact subset of \(-\pi < Re q < 2\pi \} \) provided that \( |\mu| \) is small enough. We would obtain any compact subset of \(-2\pi < Re q < \pi \} \) simply by repeating the previous work with the change of variable \( q = -2\pi + 4 \arctan e^{au} \) instead of \( q = q_0(u) \).

Now, the manifold \( W^0 = G_r(dS^-) \) is Lagrangian and contained in the zero-energy level of the Hamiltonian \( H_{\pm, \mu} \) (since \( S^- \) satisfies the Hamilton–Jacobi equation), it is thus invariant by the Hamiltonian flow. This manifold contains the torus \( T \) because \( dS^- \) vanishes for \( q = 0 \) – it is in fact its unstable manifold; more information on the dynamics on it is given in Section 5.

3.3. Exponentially small upper bounds

Theorems 1.1 and 1.2 will derive from the following result. We use here the variable \( u \) and we recall that the solutions of the Hamilton–Jacobi equation for system (3.1) must be multiplied by \( e^{1/2} \) in order to yield solutions corresponding to (1.1).

THEOREM 3.2. – Consider the Hamiltonian system (3.1) with \( F \) satisfying the assumptions (A1) and (A2), and \( \omega \) satisfying the Diophantine condition

\[
\forall k \in \mathbb{Z}^d \setminus \{0\}, \quad |k \cdot \omega| \geq \gamma |k|^{1-\tau}
\]

for some fixed positive numbers \( \gamma \) and \( \tau \) \((\tau \geq d)\). Denote by \( \Delta \tilde{S} \) the difference \( \tilde{S}^+ - \tilde{S}^- \) of the two functions determined above.
For all \( u_0 > 0 \) and for all small enough \( \delta, \sigma > 0 \), there exist a real-analytic function \( a(\epsilon, \mu) \) and positive numbers \( \mu_0, \{ C_0 \} \) such that, if we use the notation

\[
(3.4) \quad w = (1 + (\tau - 1)^{-1})(\pi - 1)\gamma^{1/\tau}
\]

the inequalities

\[
(3.5) \quad |\partial((\Delta S - \mu \Delta S_1)(u, \varphi; \epsilon^{-1/2}, \mu) - \mu^2 a(\epsilon, \sigma))| \leq C_0 \mu^2 \exp(-w \epsilon^{-1/2r})
\]

hold for

\[
u \in [-u_0, u_0], \quad \varphi \in T^d, \quad \epsilon > 0, \quad \mu \in [-\mu_0, \mu_0]
\]

and \( \partial = (\partial_\epsilon)^{\epsilon}(\partial_\varphi)^{\varphi} \) with \( r_0 \geq |r| \leq 2 \).

If \( 2\delta \leq \sigma \), one can take \( \mu_0 = b_0^{-1/4}A(\delta/4, \sigma/4)^{-1} \delta^2 \sigma^d \) and

\[
C_0 = \begin{cases} 
C_0A(\delta/4, \sigma/4)^2\delta^{-3}\sigma^{-3d-1} & \text{if } r_0 + |r| = 0, \\
C_0A(\delta/4, \sigma/4)^2\delta^{-2}r_0\sigma^{-3d-1-|r|} & \text{if } r_0 + |r| = 1 \text{ or } 2,
\end{cases}
\]

where the positive number \( b_0 \) depends only on \( u_0 \) and the function \( A \) measures the size of \( F \) according to formula (1.9).

Theorem 3.2 implies Theorem 1.1. – The number \( w \) defined by (3.4) can be made arbitrarily close to \( w_* \) by an appropriate choice of \( \delta \) and \( \sigma \). Then inequalities (3.5) and (3.3) together with the assumption \( |\mu| \leq \mu_0 \) produce bounds for the partial derivatives of the function \( \Delta S \), which translate into the bounds (1.6) for the partial derivatives of \( \Delta S \) since the change of variable \( q \mapsto u \) has its derivatives bounded in \( [\varphi_0(\epsilon), \varphi_0(\mu_0)] \).

Theorem 3.2 implies Theorem 1.2. – Fix any \( \epsilon_0 > 0 \) and choose \( b, \sigma_{\text{max}} \) such that, for all \( \epsilon, \delta, \sigma > 0 \) satisfying \( 2\delta \leq \sigma \leq \sigma_{\text{max}} \), inequalities (3.5) hold for \( u \in [-\mu_0, \mu_0], \varphi \in T^d \) and \( \mu \in [-\mu_0, \mu_0] \), with the numbers \( \mu_0 \) and \( C_0 \) which are indicated at the end of Theorem 3.2. Let us specialize the result to the case where \( \delta = 4\epsilon^{1/2r} \) and \( \sigma = 8\epsilon^{1/2r} \), for \( \epsilon \) small enough (in order to ensure \( 2\delta \leq \sigma \leq \sigma_{\text{max}} \)). As noticed earlier (at the end of the proof of the last statement of Corollary 2.2), we have in that case

\[
w \epsilon^{-1/2r} \geq w_* \epsilon^{-1/2r} - \text{const},
\]

hence the result in the variables \((u, \varphi)\). We transfer it to the variables \((q, \varphi)\) by the same argument as above.

Proof of Theorem 3.2. –

(a) Let us call \( D \) the characteristic vector field of \((S^-, S^+)\). Since the dependence on the action-like variables in our Hamiltonian (3.1) is so simple (it is quadratic), we find

\[
D \cdot (\Delta S) = 0 \quad \text{with} \quad D = \frac{1}{2} \partial_q(S^+ + S^-) \frac{\partial}{\partial q} + \left( z_\omega + \frac{1}{2} \alpha \partial_\varphi(S^+ + S^-) \right) \frac{\partial}{\partial \varphi}
\]

(so, in our case, \( D \) is the characteristic vector field associated to the Lagrangian manifold

\[
\mathcal{G}r(\alpha(S^+ + S^-)),
\]

\[\text{ANNÁLES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE}\]
i.e. the projection onto the configuration space of the Hamiltonian vector field restricted to this “averaged” manifold which is generally not invariant!).

The components of $D$ are real-analytic in the intersection of the domains of analyticity of $S^-$ and $S^+$, and for $\mu = 0$ we find the unperturbed characteristic field $D_0$ again. In the same manner that we had at our disposal the coordinates $(u, \varphi)$ in the configuration space to straighten $D_0$, i.e. to conjugate it to a vector field $\widetilde{D}_0$ with constant coefficients, we shall “straighten” $D$. Let us start by writing it in the coordinates $(u, \varphi)$:

$$\tilde{D} \cdot (\Delta \tilde{S}) = 0,$$

$$\tilde{D} = \frac{1}{2} \left( \frac{dq}{du} \right)^{-2} \partial_u (\tilde{S}^+ + \tilde{S}^-) \frac{\partial}{\partial u} + \left( z\omega + \frac{1}{2} \alpha \partial_\varphi (\tilde{S}^+ + \tilde{S}^-) \right) \cdot \frac{\partial}{\partial \varphi}.$$  

We shall henceforth use the notation $D_{u_2, \delta} = D_{u_2, \delta}^+ \cap D_{u_2, \delta}^-.$

**Proposition 3.3.** – For all $u_2 > 0$, for all $\Delta \beta \in \left]0, \arctan \frac{\pi}{2u_2} \right [$ and for all small enough $\delta, \sigma > 0$, there exist positive numbers $\mu_2$ and $\{ M_\beta \}$, and there exists a real-analytic change of coordinates

$$(u, \varphi) = (v, \theta) + \mu \mathcal{U}(v, \theta; z, \mu) \quad \iff \quad (v, \theta) = (u, \varphi) + \mu \mathcal{V}(u, \varphi; z, \mu)$$

satisfying the following properties:

- it conjugates $\tilde{D}$ and $\partial_v + z\omega \cdot \frac{\partial}{\partial \theta}$;
- the mapping $\text{Id} + \mu \mathcal{U}$ induces a bijection between the domain

$$v \in \overline{D}_{u_2, \delta}, \quad \theta \in \mathbb{T}_{h_0 - \sigma}$$

and its image for $|\mu| \leq \mu_2, z \in \Sigma_{u_2, \delta, \Delta \beta};$ for those values of $(v, \theta, z, \mu)$, the components $U_j$ of $\mathcal{U}$ are analytic with respect to all their arguments and satisfy

$$|\partial U_j| \leq M_\beta,$$

where $\partial$ stands for one of the operators $(\partial_v)^r (\partial_\theta)^s$ with $(r_0, r) \in \mathbb{N} \times \mathbb{N}$, $r_0 + |r| \leq 2$;
- the mapping $\text{Id} + \mu \mathcal{V}$ induces a bijection between the domain

$$u \in \overline{D}_{u_2, \delta}, \quad \varphi \in \mathbb{T}_{h_0 - \sigma}$$

and its image for $|\mu| \leq \mu_2, z \in \Sigma_{u_2, \delta, \Delta \beta};$ for those values of $(u, \varphi, z, \mu)$, the components $V_j$ of $\mathcal{V}$ are analytic with respect to all their arguments and satisfy

$$|\partial V_j| \leq M_\beta.$$
where \( \bar{\sigma} \) stands for one of the operators \((\partial_u)^\nu(\partial_x)\) with \((r_0, r) \in \mathbb{N} \times \mathbb{N} \), \( r_0 + |r| \leq 2 \).

More precisely, if \( 2\delta \leq \sigma \), one can take

\[
\mu_2 = b_2^{-1} A(\delta/4, \sigma/4) \delta^2 \sigma^d \quad \text{and} \quad M_\rho = b_2 A(\delta/4, \sigma/4) \delta^{-1-r_0} \sigma^{-d-|r|}.
\]

where the positive number \( b_2 \) depends only on \( u_2 \) and \( \Delta \beta \), and the function \( A \) measures the size of \( F \) according to the formula (1.9).

The proof of Proposition 3.3 is postponed to Section 6. – However, we already notice that it claims only the existence of global flow-box coordinates for \( D \) in some complex neighbourhood of \([2\pi - q_2, q_2] \times \mathbb{T}^d \), for \( \pi < q_2 < 2\pi \) and \(|\mu|\) small enough. This is not surprising, at least in the real domain, since there exist global transversal sections to \( D \) as we have already noticed earlier (Section 1.3.2). At a technical level, only the Banach fixed-point theorem is needed, the key-point lying in Lemma 6.2 which provides a bounded inverse to the right for \( D_0 \).

(b) Let us see now how we can deduce Theorem 3.2 from what has been done up to now. The idea is simply to apply Corollary 2.2 to the function

\[
\chi(v, \theta; \varepsilon, \mu) = \Delta S \circ (\text{Id} + \mu V) - \mu \Delta S_1
\]

and to its partial derivatives, and then to transfer the exponentially small bounds which we shall obtain from the real part of the \((v, \theta)\)-domain to the real part of the \((u, \varphi)\)-domain. We shall end up with exponentially small bounds for

\[
(\Delta S - \mu \Delta S_1)(u, \varphi; \varepsilon^{-1/2}, \mu) = \chi \circ (\text{Id} + \mu V) + \mu \Delta S_1 \circ (\text{Id} + \mu V) - \Delta S_1
\]

and its derivatives (but only for real values of \( \varepsilon \) and \( \mu \) since we want realness to be preserved by the transfer). We only need to write carefully each step of the process in order to keep track of the dependence of the bounds on \( \delta \) and \( \sigma \).

We thus suppose that the hypotheses of Theorem 3.2 are fulfilled and that we are given \( u_0 > 0 \). We define

\[
u_1 = \frac{\pi}{\sqrt{3}}, \quad \nu_2 = \frac{\pi}{2\sqrt{3}}\]

\[
\Delta \beta = \inf \left\{ \frac{\arctan \left( \frac{\pi}{2u_0} \right)}{\beta\left( u_1, \frac{\pi}{8} \right)}, \beta\left( u_2, \frac{\pi}{4} \right) \right\},
\]

where we have used the notation \( \beta(u_1, \delta) \) for the half-aperture of the sectors \( D_{u_1, \delta}^- \) and \( D_{u_1, \delta}^+ \), and

\[
\sigma_0 = \frac{1}{2} h_0, \quad \delta_0 = \frac{1}{2} \inf \left\{ \sigma_0, \frac{\pi}{2} \cos \Delta \beta - u_0 \sin \Delta \beta \right\}.
\]

These definitions are quite arbitrary. In particular, they are meant to ensure that, if \( 0 < \delta \leq \frac{\pi}{2} \), \( \Sigma_{u_1, \delta/2, \Delta \beta}, \Sigma_{u_2, \delta, \Delta \beta} \) and \( \Sigma_{u_0, \delta_0, \Delta \beta} \) are well defined sectors which contain \( \mathbb{R}^{+\cdot} \) and

\[
[-\rho, i\rho] \subset D_{u_2, \delta}, \quad \rho = \frac{\pi}{2} - 2\delta.
\]

(c) Let \( \delta \) and \( \sigma \) be positive numbers such that \( \delta \leq \frac{\pi}{2} \), and small enough for Theorem 3.1 to apply with \((u_1, \Delta \beta, \delta/2, \sigma/2)\) and for Proposition 3.3 to apply with \((u_2, \Delta \beta, \delta, \sigma)\). Let \( \rho = \frac{\pi}{2} - 2\delta \) and define \( w \) according to formula (3.4).

– Proposition 3.3 provides an analytic vectorial function \( U \) whose components are bounded by some \( M = M(u_2, \Delta \beta, \delta, \sigma) \) in \( \overline{D_{u_2, \delta}^-} \times \overline{T_{h_0 - \sigma}^+} \times \sum_{u_2, \delta, \Delta \beta} \times \overline{D}_{\mu_2} \), where \( \mu_2 = \mu_2(u_2, \Delta \beta, \delta, \sigma) \).
Thus the function \( \Delta \) is allowed by Theorem 3.1 which shows that
\[
(3.7)
\]
if we forget about the parameters \( u \) and \( T \) and focus on the variables.

The definition of an analytic function
\[
(3.8)
\]
is allowed by Theorem 3.1 which shows that \( \Delta \tilde{S} \) is analytic in \( E_1 \times \Sigma _{u_1, \delta /2, \Delta \beta } \times D_{\mu _1} \) and bounded in the closure of that domain for some \( \mu _1 = \mu _1 (u_1, \Delta \beta /2, \sigma /2) \):
\[
\Delta \tilde{S} : E_1 \to \mathbb{R}, \quad |\Delta \tilde{S} - \mu \Delta \tilde{S}_1| \leq 2e^{2u_1} B |\mu|^2 \quad \text{in } E_1.
\]

Thus the function \( \chi \) is bounded in \( E_2 \times \mathbb{R}^+ \times [-\mu _4, \mu _4] \) where \( \mu _4 = \text{inf}\{\mu _3, \mu _1\} \). The identity
\[
(3.8)
\]
shows that \( |\chi| \) is bounded by \( C' |\mu|^2 \) in that domain, where
\[
C' = 2e^{2u_1} B + M \sup_{E_1 \times \delta /2 \times T_{h_0 - \sigma /2}} |d(\Delta \tilde{S}_1)|.
\]

We retain
\[
\chi : E_2 \to \mathbb{R}, \quad |\chi| \leq C' |\mu|^2 \quad \text{in } E_2.
\]

Since \( D \cdot (\Delta S) = 0 \) and \( \tilde{D}_0 \cdot (\Delta \tilde{S}_1) = 0 \), the function \( \chi \) defined by formula (3.7) satisfies the partial differential equation
\[
\left( \frac{\partial }{\partial v} + z \omega \cdot \frac{\partial }{\partial \theta} \right) \chi = 0
\]
and so do all its partial derivatives. Since \( [-i\rho, i\rho] \subset D_{u_2, \delta} \), Corollary 2.2 applies and we find
\[
|\chi - \mu ^2 \alpha | \leq c\sigma ^{-d} C' |\mu|^2 \exp ( -we^{-1/2\tau} ) \quad \text{in } \mathbb{R} \times T^d \times \mathbb{R}^+ \times [-\mu _4, \mu _4],
\]
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where \(a\) is an analytic function of \(z = \varepsilon^{-1/2}\) and \(\mu\) only which is defined by the formula
\[
\mu^2 a(z, \mu) = (2\pi)^{-d} \int_{\mathbb{T}^d} \chi(v, \theta; z, \mu) \, d\theta.
\]

- In order to come back to the variables \((u, \varphi)\) we apply Proposition 3.3 again, but with \((u_0, \Delta\beta, \delta_0, \sigma_0)\); we get an analytic vectorial function \(V\) whose components are bounded by \(M' = M(u_0, \Delta\beta, \delta_0, \sigma_0)\) in \(\mathbb{T}_{u_0, \delta_0} \times \mathbb{T}_{\delta_0 - \sigma_0} \times \sum_{u_0, \delta_0, \Delta\beta} \times \overline{D}_{\mu_2}',\) for some \(\mu_2' = \mu_2(u_0, \Delta\beta, \delta_0, \sigma_0)\). We choose
\[
\mu_0 = \inf\{\mu_2, \mu_2'\}.
\]
Since realness is preserved by our change of variables (for real parameters), we have
\[
\text{Id} + \mu V : [-u_0, u_0] \times \mathbb{T}^d \to \mathbb{R} \times \mathbb{T}^d
\]
and the identity
\[
(3.9) \quad \Delta \tilde{S} - \mu \Delta \tilde{S}_1 = \chi \circ \text{Id} + \mu V + \mu \left[ \Delta \tilde{S}_1 \circ \text{Id} + \mu V - \Delta \tilde{S}_1 \right]
\]
yields the inequality
\[
|\Delta \tilde{S} - \mu \Delta \tilde{S}_1 - \mu^2 a| \leq (\sigma^{-d} C' \exp(-u\varepsilon^{-1/2})) + M' \sup_{\mathbb{R} \times \mathbb{T}^d} |d(\Delta \tilde{S}_1)| |\mu|^2
\]
in \([-u_0, u_0] \times \mathbb{T}^d \times \mathbb{R}^+ \times [-\mu_0, \mu_0].\) And it is clear that bounds of the type (3.5) may be obtained too, since at each step of the process we could bound the appropriate partial derivatives too.

(d) Let us now suppose that \(2\delta \leq \sigma \leq 1\) and compute explicit values that the numbers \(\mu_0\) and \(C_0\) may assume. We shall denote by \(A\) the number \(A(\delta/4, \sigma/4)\) (which is not smaller than 1).

According to the above chain of reasoning, we can take
\[
\mu_0 = \inf\left\{ \mu_2, \frac{\delta}{2M}, \frac{\sigma}{2M}, \mu_1, \mu_2' \right\}.
\]
According to Proposition 3.3, we can take
\[
\mu_2 = \mu_2(u_2, \Delta\beta, \delta, \sigma) = b_2^{-1} A^{-1} \delta^2 \sigma^d, \quad M = M(u_2, \Delta\beta, \delta, \sigma) = b_2 A \delta^{-1} \sigma^{-d},
\]
where the number \(b_2\) depends only on \(u_0,\) and \(\mu_2' = \mu_2(u_0, \Delta\beta, \delta_0, \sigma_0)\) depending only on \(u_0.\)

According to Theorem 3.1, we can take
\[
\mu_1 = \mu_1(u_1, \Delta\beta, \delta/2, \sigma/2) = b_1^{-1} A^{-1} \delta \sigma^{d+1}, \quad b_1\) depending only on \(u_0.\)

Hence the choice \(\mu_0 = b_0^{-1} A^{-1} \delta^2 \sigma^d\) with a number \(b_0\) which depends only \(u_0).\)

Let us number from \(0\) to \(d\) the coordinates in \(\mathbb{C} \times (\mathbb{C}/2\pi\mathbb{Z})^d\) and denote by \(\partial_i\) the operator of partial differentiation with respect to the \(i\)th variable; \(\partial\) will denote a differential operator \(\partial_{\theta}^0 \partial_{\varphi}^1 \cdots \partial_{\varphi}^d\) with \(r_0 + r_1 + \ldots + r_d \leq 2.\) According to Proposition 3.3, the components of \(\mathcal{U}\) satisfy
\[
|\partial \mathcal{U}| \leq M_\beta = b_2 A \delta^{-1} \sigma^{-d-|r|} \quad \text{in } \mathbb{T}_2 \times \mathbb{R}^+ \times [-\mu_0, \mu_0], \ j = 0, 1, \ldots, d
\]
The formula (3.8) can be rewritten as

\[ \Psi = \Delta \tilde{\Psi} \]

with

\[ B_\theta = \begin{cases} b_1 A^2 \delta^{-2 - \sup\{1, \rho_0\} \sigma^{-2d-1}} & \text{if } |r| = 0, \\ b_1 A^2 \delta^{-2} \sigma^{-2d-1} & \text{if } |r| > 1. \end{cases} \]

The formula (3.8) can be rewritten as

\[ \chi = \chi_1 + \chi_2, \quad \chi_1 = \Psi \circ (\text{Id} + \mu U), \quad \chi_2 = \mu^2 \Phi \cdot U \]

with

\[ \Phi = \int_0^1 d(\Delta \tilde{S}_1) \circ (\text{Id} + \mu x U) \, dx. \]

The following lemma (whose proof is left to the reader) will help us to compute numbers \( C'_\theta \) such that

\[ |\partial \chi| \leq C'_\theta |\mu|^2 \quad \text{in } \Omega_2 \times \mathbb{R}^+ \times \overline{D}_{\mu_0}. \]

**Lemma 3.2.** Let \( \Omega_1 \) and \( \Omega_2 \) be subsets of \( \mathbb{C} \times (\mathbb{C}/2\pi \mathbb{Z})^d \), and numbers from 0 to \( d \) the coordinates in that space. Let \( \Psi \) be a function analytic in \( \Omega_1 \) and \( U \) an analytic vectorial function such that the image of \( \Omega_2 \) by \( \text{Id} + \mu U \) is contained in \( \Omega_1 \). Suppose that \( \Psi \) and the components of \( U \) satisfy the inequalities

\[ \left\{ \begin{array}{l} |\partial \Psi| \leq B_\theta \quad \text{in } \Omega_1, \\ |\partial U_j| \leq M_\theta \quad \text{in } \Omega_2, \end{array} \right. \quad j = 0, 1, \ldots, d, \]

for \( \partial = \partial_{\theta_0} \partial_{\theta_1} \cdots \partial_{\theta_d} \) with \( r_0 + r_1 + \cdots + r_d \leq 2 \). Then the function \( \Psi \circ (\text{Id} + \mu U) \) satisfies the inequalities

\[ |\partial (\Psi \circ (\text{Id} + \mu U))| \leq C_\theta \quad \text{in } \Omega_2 \]

with

\[ C_{\text{Id}} = B_{\text{Id}}, \]

\[ C_{\partial_j} = B_{\partial_j} + (d+1)|\mu|M_{\partial_j} \sup_{\ell} \{ B_{\partial_\ell} \}, \]

\[ C_{\partial_j \partial_k} = B_{\partial_j \partial_k} + (d+1)|\mu|\{ M_{\partial_j} \sup_{\ell} \{ B_{\partial_\ell \partial_k} \} + M_{\partial_k} \sup_{\ell} \{ B_{\partial_\ell \partial_j} \} + M_{\partial_j \partial_k} \sup_{\ell, \ell'} \{ B_{\partial_\ell \partial_\ell'} \} \} + (d+1)^2 |\mu|^2 M_{\partial_j} M_{\partial_k} \sup_{\ell, \ell'} \{ B_{\partial_\ell \partial_\ell'} \}. \]

We apply the lemma to \( \chi_1 = \Psi \circ (\text{Id} + \mu U) \) and to \( \Phi = d(\Delta \tilde{S}_1) \circ (\text{Id} + \mu x U) \) (bounds for the functions \( \partial \partial_j (\Delta \tilde{S}_1) \) in \( \Omega_1 = \mathbb{C}^d \) are given by formula (3.2)). Using the assumption \( |\mu| \leq b_0^{-1} A^{-1} \delta^2 \sigma^d \), we obtain

\[ C'_\theta = \begin{cases} b_0' A^2 \delta^{-3} \sigma^{-2d-1} & \text{if } r_0 + |r| = 0, \\ b_0' A^2 \delta^{-2 - r_0} \sigma^{-2d-1 - |r|} & \text{if } r_0 + |r| = 1 \text{ or } 2. \end{cases} \]
By Corollary 2.2, we deduce that
\[ |\partial(\chi - \mu^2 a)| \leq c \sigma^{-d} C'_0 |\mu|^2 \exp\left(-w \varepsilon^{-1/2} \right) \text{ in } \mathbb{R} \times T^d \times \mathbb{R}^+ \times [-\mu_0, \mu_0], \]
and the formula (3.9) can be rewritten as
\[ \Delta \bar{S} - \mu \Delta \bar{S}_1 - \mu^2 a = \chi_1^* + \chi_2^*, \quad \chi_1^* = (\chi - \mu^2 a) \circ (\text{Id} + \mu \mathcal{V}), \quad \chi_2^* = \mu^2 \Phi^* \cdot \mathcal{V} \]
with
\[ \Phi^* = \frac{1}{T_0} d(\Delta \bar{S}_1) \circ (\text{Id} + \mu \mathcal{V}) dx. \]
We apply again Lemma 3.2, but with \( E_1 = E_2 = \mathbb{R} \times T^d \) and \( \mathcal{V} \) (or \( x \mathcal{V} \)) in place of \( U \) (its partial derivatives are bounded by a number which depends only on \( u_0 \), and we use the bounds for the functions \( \partial \partial_j (\Delta \bar{S}_1) \) in \( E_1 \) which are given by the formula (3.3)). We end up with inequalities
\[ |\partial(\Delta \bar{S} - \mu \Delta \bar{S}_1 - \mu^2 a)| \leq C_0 |\mu|^2 \exp\left(-w \varepsilon^{-1/2} \right), \]
where we can take for the numbers \( C_0 \) the values which were announced in Theorem 3.2.

\[ \blacksquare \]

Remark 3.2. – Proposition 3.3 allows one to present things slightly differently and to obtain an interesting intermediary result without any Diophantine condition on \( \omega \).

Let \( \mathcal{E}_2 = [q_0(-u_2), q_0(u_2)] \times T^d \) be the part of the configuration space which corresponds to the real part of the domain \( (v, \theta) \in D_{u_2, \delta} \times T^d_{h_0 - \sigma} \). The change of coordinates \( \text{Id} + \mu U \) induces a mapping \( f \) according to the formula
\[ (u, \phi) = (\text{Id} + \mu U)(v, \theta) \iff (q_0(u), \phi) = f(q_0(v), \theta), \]
which is a diffeomorphism between \( \mathcal{E}_2 \) and some domain \( \mathcal{E}_1 \). We may consider \( f \) as a change of coordinates as well, its reciprocal will be denoted \( g \):
\[ (q, \phi) = f(Q, \theta) \iff (Q, \theta) = g(q, \phi). \]

According to the classical construction \( f \) admits an exact symplectic lift defined as
\[ \Phi^f : \begin{cases} T^* \mathcal{E}_2 \rightarrow & T^* \mathcal{E}_1, \\ \beta \mapsto & \Phi^f(\beta) = \frac{1}{T_0} (T_{f \circ \pi}(\beta)) \cdot \beta, \end{cases} \]
where \( \pi \) denotes the projection \( T^* \mathcal{E}_2 \rightarrow \mathcal{E}_2 \).

Not only \( \Phi^f \) is a lift of \( f \) (i.e. \( \pi \circ \Phi^f = f \circ \pi \) which preserves the Liouville form \( \lambda \), but its action on exact Lagrangian graphs is easily described: if \( S \) is a function on \( \mathcal{E}_1 \),
\[ G_r(dS) = \Phi^f(\{G_r(d\Sigma)\}) \text{ with } \Sigma = S \circ f. \]
Thus we have two reciprocal transformations $\Phi^f$ and $\Phi^g$, that we can consider as an exact symplectic change of coordinates in $T^*\mathcal{C}_1$, under which $W^- = \mathcal{G}(dS^-)$ and $W^+ = \mathcal{G}(dS^+)$ become the exact Lagrangian graphs associated to new generating functions defined on $\mathcal{C}_2$:

$$W^\pm = \Phi^f(G_\pi(d\Sigma^\pm))$$

with $\Sigma^\pm = S^\circ f$.

The interest of all this is the possibility of applying Lemma 2.1 to the function $\Delta \Sigma = \Sigma^+ - \Sigma^-$ (or rather to the functions $\partial (\Delta \Sigma - \mu \Delta S_1)$), since $f$ was chosen precisely in order to yield $D_0 \cdot \Delta \Sigma = 0$.

Of course all these transformations depend on $\varepsilon$ and $\mu$, but we notice that, since $f = \text{Id} + O(\mu)$,

the function $\chi = \Delta \Sigma - \mu \Delta S_1$ (which is the same as in the formula (3.7) up to the change of variable $Q = q_0(v)$) is $O(\mu^2)$. Using the same inequalities as above we end up with the following result:

**Theorem 3.3.** – Let $Q_2 \in ]\pi, 2\pi[$ and let $\delta, \sigma$ be small enough positive numbers. Let $\rho = \frac{\pi}{2} - 2\delta$, $h = h_0 - \sigma$ and $\mathcal{C}_2 = ]2\pi - Q_2, Q_2[ \times \mathbb{T}^d$. There exist a subdomain $\mathcal{C}_1$ of $]0, 2\pi[ \times \mathbb{T}^d$, an exact symplectic diffeomorphism $\Phi$ between $T^*\mathcal{C}_2$ and $T^*\mathcal{C}_1$ and functions $\Sigma^-$ and $\Sigma^+$ on $\mathcal{C}_2$ (which depend analytically on $(\varepsilon, \mu)$) such that

$$W^\pm = \Phi(G_\pi(d\Sigma^\pm))$$

and $\Sigma^+ - \Sigma^- = \mu \Delta S_1 + \chi$,

where the Fourier coefficients $\chi^0_k$ of the partial derivatives $\partial \chi$ of the function $\chi$ satisfy

$$|\chi^0_k(Q; \varepsilon, \mu)| \leq C^0_k |\varepsilon|^{k} e^{-\mu \varepsilon^{-1/2} \omega |k| h |k|}$$

for $k \in \mathbb{Z}^d$, $Q \in ]2\pi - Q_2, Q_2[$, $\varepsilon > 0$, $\mu \in [-\mu_2, \mu_2]$ and $\partial = (\partial_Q)^r_0 (\partial_h)^r_w$ with $r_0 + |r| \leq 2$.

If $2\delta \leq \sigma$, one can take $\mu_2 = b_2^{-1} A(\delta/4, \sigma/4)^{-1} \delta^2 \sigma^d$ and

$$C^0_{\partial} = \begin{cases} b_2 A(\delta/4, \sigma/4)^2 \delta^{-3} \sigma^{-2d-1} & \text{if } r_0 + |r| = 0, \\ b_2 A(\delta/4, \sigma/4)^2 \delta^{-2-r_0} \sigma^{-2d-1-|r|} & \text{if } r_0 + |r| = 1 \text{ or } 2, \end{cases}$$

where the positive number $b_2$ depends only on $Q_2$.

4. Results for the three-degree-of-freedom case ($d = 2$)

In this section we restrict ourselves to a very specific case in order to benefit from some arithmetic results contained in [4] and to adapt them to our situation. Our goal here is to obtain
in the upper bound of the splitting an exponential term of the same kind as in [4], which will be optimal in some cases. We shall be concerned not only by the function $\Delta S$ and its partial derivatives, but also by its Hessian matrix: we saw in Proposition 1.2 and its corollary that $\Delta S$ is determined by its restriction to any section \{q = q_\ast\} of the configuration space and that it admits critical points. In fact the Hessian (i.e. the determinant of the Hessian matrix) of such a restriction $\Delta S_{q=q_\ast}$ at a critical point provides a symplectic measure of the splitting along the corresponding homoclinic orbit [21], whereas the gradient of $\Delta S$ only measures the distance of the invariant manifolds above a given point of the configuration space. We shall see cases where lower bounds are available for the gradient of $\Delta S$ and the Hessian of its restrictions.

4.1. Statement of the results

Notations. – In this section, $\tau = d = 2$ and $\omega = (1, \Gamma)$ with $\Gamma = \frac{1+\sqrt{5}}{2}$. We denote by \{x\} the distance of a real number $x$ to $\mathbb{Z}$:

$$
\forall x \in \mathbb{R}, \quad \{x\} = \text{dist}(x, \mathbb{Z}) \in [0, 1/2],
$$

and for any $\rho, h > 0$ we define a continuous ($4 \log \Gamma$)-periodic function $w_{\rho,h}$ on $\mathbb{R}$ by the formula

$$
\forall X \in \mathbb{R}, \quad w_{\rho,h}(X) = C_{\rho,h} \cosh \left( \frac{X - X_{\rho,h}}{4 \log \Gamma} \right) \log \Gamma,
$$

where

$$
C_{\rho,h} = 5^{-1/4} \Gamma \sqrt{4 \rho h}, \quad X_{\rho,h} = 2 \log \left( \frac{\rho \sqrt{5}}{h} \right).
$$

THEOREM 4.1. – Consider the Hamiltonian system (1.1) with $F$ satisfying the assumptions (A1) and (A2), the difference $\Delta S$ of the solutions of the Hamilton–Jacobi equation associated to the stable and unstable manifolds and its Poincaré–Melnikov approximation $\Delta S_1$. We shall use the notation

$$
w_* = w_{\pi/2, h_0}.
$$

Under the above hypotheses and notations, for any closed subinterval $[q_1, q_2]$ of $[0, 2\pi]$ there exist positive constants $\varepsilon_0$ and $b$ such that the inequalities

\begin{align}
(4.1) \quad |(\partial_q)^r (\partial_\varphi)^s \Delta S_1| & \leq b A(\varepsilon^{1/4}, \varepsilon^{1/4}) e^{-\frac{r_0 + |r| - 2}{4}} \exp\left(-w_* (\log \varepsilon) \varepsilon^{-1/4}\right) \\
(4.2) \quad |(\partial_q)^r (\partial_\varphi)^s (\Delta S - \mu \Delta S_1)(q, \varphi; \varepsilon, \mu)| & \leq b |\mu|^2 A(\varepsilon^{1/4}, \varepsilon^{1/4})^2 e^{-\frac{2(a+b)}{4}} \exp\left(-w_* (\log \varepsilon) \varepsilon^{-1/4}\right)
\end{align}

hold for

\begin{align*}
(q, \varphi) & \in [q_1, q_2] \times \mathbb{T}^2, \quad \varepsilon \in [0, \varepsilon_0], \quad \mu \in [-\mu_0(\varepsilon), \mu_0(\varepsilon)], \\
\text{with } r_0 + |r| & = 1 \text{ or } 2 \text{ and } \mu_0(\varepsilon) = b^{-1} A(\varepsilon^{1/4}, \varepsilon^{1/4})^{-1} \varepsilon.
\end{align*}

The improvement with respect to Proposition 1.3 and Theorem 1.2 consists in the replacement of the fixed coefficient previously denoted by $w_*$ by a new coefficient $w_*(\log \varepsilon)$ which oscillates between two positive values (the new coefficient being never smaller than the fixed value it
assumed in Section 1.4). Moreover, the upper bound (4.2) may be compared to a lower bound of $\Delta S_1$ which is available when $F$ satisfies further assumptions:

**THEOREM 4.2 [4].** – Suppose that $K, a > 0$ and

$$F(q, \varphi) = m(\varphi_1, \varphi_2)(1 - \cos q)$$

with an analytic function $m$ whose Fourier coefficients satisfy:

- for all $k \in \mathbb{Z}, |m_k| \leq Ke^{-ah_0|k|}$;
- for all $n \in \mathbb{N}^*$, $|m_{\pm k(n)}| \geq ae^{\alpha h_0|k(n)|}$, if we denote by $k(n) = (-\mathcal{F}_n, \mathcal{F}_{n-1})$ the Fourier numbers which correspond to the Fibonacci sequence $\mathcal{F}_0 = 1, \mathcal{F}_1 = 1, \mathcal{F}_n = \mathcal{F}_{n-1} + \mathcal{F}_{n-2}$

for $n \geq 2$.

Then there exists a positive constant $b$ such that

$$\max_{\varphi \in \mathbb{T}_2} \{ |(\partial_\varphi)^{r_0}(\partial_q)^r \Delta S_1(q, \varphi; \varepsilon) | \} \geq b^{-1}e^{-2r_0 \varepsilon^{-1/4}} \exp(-w_\alpha(\log \varepsilon)\varepsilon^{-1/4})$$

for $\varepsilon > 0$ small enough and $r_0 + |r| = 1$ or 2.

Note that the left-hand side in inequality (4.3) does not depend on the variable $q$ because of the invariance of $\Delta S_1$ under $D_0$. The first hypothesis on the Fourier coefficients of $m$ could be replaced by the condition $A(\delta, \sigma) = \text{const}\delta^{-2}\sigma^{-2}$ which is slightly weaker.

Thus the size of the Poincaré–Melnikov approximation is always bounded as indicated by the inequality (4.1) of Theorem 4.1, and under the assumptions of Theorem 4.2 it is not “abnormally small” (i.e. it is not exponentially small with an exponent which would be smaller than $-1/4$ or with a coefficient which would be larger than $w_\alpha(\log \varepsilon)$): in that case one can take $A(\varepsilon^{1/4}, \varepsilon^{1/4}) = \text{const}\varepsilon^{-1}$ and inequalities (4.2) and (4.3) indicate as a range of values of $\mu$ for which $\mu \Delta S_1$ is the dominant part of $\Delta S$ an interval $\{ \mu \in \mathbb{R}; |\mu| \leq \text{const}\varepsilon^{7/2} \}$ at least.

Theorem 4.1 constitutes a generalization of one of the results of [4], inasmuch as that paper was confined to the case where $\alpha = 0$.

Were the first-order approximation abnormally small (e.g. because the right harmonics are lacking in $F$), we could still try our luck with the second-order approximation, or look for the first finite-order approximation of $\Delta S$ of the “right” exponentially small size. The Hamilton–Jacobi algorithm above gives a way of determining the functions $S^-$ and $S^+$ at each finite order with respect to $\mu$ (there still remains the problem of bounding from below the partial derivatives of the functions $\Delta S_n = S^+_n - S^-_n$), and the method for proving Theorem 4.1 may be adapted to bound the partial derivatives of the remainder

$$\Delta S - \mu \Delta S_1 - \cdots - \mu^N \Delta S_N$$

at any order $N$. But perhaps a better solution would be to perform a change of variables in order to modify the form of the perturbation as in [27].

Let us now introduce some other notations in order to deal with Hessians.

**Notations.** – For any $\rho, h > 0$ we define a continuous $$(4 \log \Gamma)$$-periodic function $s_{\rho, h}$ on $\mathbb{R}$ by the formula

$$\forall X \in \mathbb{R}, \text{ } s_{\rho, h}(X) = C_{\rho, h} \Gamma^{3/2} \cosh \left( \frac{1}{2} \left( \frac{X - X_{\rho, h}}{4 \log \Gamma} \right) \right) \log \Gamma,$$

with the same numbers $C_{\rho, h}$ and $X_{\rho, h}$ as above. We set $s_* = s_{\pi/2, h_0}$ and $X_* = X_{\pi/2, h_0}$. 
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For \( \kappa \in ]0, 1/4[ \), we define

\[
L_\kappa = \left\{ X \in \mathbb{R} \mid \kappa \leq \left\{ \frac{X - X}{4 \log \Gamma} \right\} \leq \frac{1}{2} - \kappa \right\}.
\]

Notice that \( \mathbb{R} \setminus L_\kappa \) is the union of the intervals of length \( 4\kappa \log \Gamma \) which are centered on the solutions \( X \) of the equations \( w_\ast(X) = C_\ast \) or \( w_\ast(X) = C_\ast \cosh \left( \frac{4 \log \Gamma}{2} \right) \) (i.e. the points of minimum or maximum of \( w_\ast \)).

Notice also that

\[
s_{\rho, h}(X) = C_{\rho, h} \left[ \cosh \left( \left\{ \frac{X - X_{\rho, h}}{4 \log \Gamma} \right\} \log \Gamma \right) + \cosh \left( \left( 1 - \left\{ \frac{X - X_{\rho, h}}{4 \log \Gamma} \right\} \right) \log \Gamma \right) \right],
\]

hence \( 2w_{\rho, h}(X) \leq s_{\rho, h}(X) \). According to Theorem 4.1, we know that the Hessian of the restriction of \( \Delta S \) to any section \( \{ q = q_\ast \} \) is exponentially small with at least a coefficient \( 2w_\ast(\log \varepsilon) \) in front of \( \varepsilon^{-1/4} \), but we shall see that under the hypotheses of Theorem 4.2 it can reach \( s_\ast(\log \varepsilon) \). But we exclude some intervals for \( \varepsilon \) by requiring \( \log \varepsilon \in L_\kappa \).

**Theorem 4.3.** – Let \( q_\ast \in ]0, 2\pi[ \) and \( \kappa \in ]0, 1/4[ \). Under the hypotheses of Theorem 4.2, for \( \varepsilon > 0 \) small enough and such that \( \log \varepsilon \in L_\kappa \), and for \( \mu \in \mathbb{R} \) such that \( |\mu| \leq \text{const} \varepsilon^{1/4} \), the function

\[
\varphi \in \mathbb{T}^2 \mapsto \Delta S(q_\ast, \varphi; \mu, \varepsilon)
\]

is a Morse function with exactly four distinct critical points, at which the absolute value of its Hessian is bounded from above and from below by expressions of the form

\[
\text{const}|\mu|^2 \varepsilon^{1/2} \exp \left( - s_\ast(\log \varepsilon) \varepsilon^{-1/4} \right).
\]

The results for the three-degree-of-freedom case can be generalized to some extent: in all this section the ratio of the two components of the frequency-vector \( \omega \) is kept fixed to the value \( \Gamma \) in order to use the arithmetic arguments of [4], but [25] provides other arithmetic tools to deal with the case of any constant-type ratio.

### 4.2. Proof of Theorems 4.1 and 4.2

The only difference with the previous sections lies in what we have called the analytic part of the method (Section 2.2), which can be improved: the accurate knowledge of the arithmetic properties of \( \omega = (1, \Gamma) \) makes it possible to replace Corollary 2.2 by a refined result, which we essentially take from [4] (Lemma 4, p. 50).

**Lemma 4.1.** – Let \( \rho_0, h_0 > 0 \). Suppose that a function \( \chi(v, \theta, \varepsilon) \) is real-analytic for \( (v, \theta) \in [-i\rho_0, i\rho_0] \times T^d_{h_0} \) and \( \varepsilon > 0 \), and satisfies the partial differential equation

\[
\left( \frac{\partial}{\partial v} + \varepsilon^{-1/2} \omega \cdot \frac{\partial}{\partial \theta} \right) \chi = 0.
\]

For all positive \( \rho < \rho_0 \) and \( h < h_0 \) we define

\[
B(\rho, h, \varepsilon) = \sup_{(v, \theta) \in [-i\rho, i\rho] \times T^d_{h}} |\chi(v, \theta, \varepsilon)|.
\]

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
The function \( \chi \) extends analytically to \( \{ |\text{Im} \, v| < \rho_0 \} \times T^d_{\rho_0} \times \{ \varepsilon > 0 \} \), its mean value \( a(\varepsilon) = (2\pi)^{-d} \int_{T^d} \chi(v, \theta, \varepsilon) d\theta \) does not depend on \( v \) and

(i) there exists \( c > 0 \) such that, for \( \varepsilon > 0 \) small enough, \( (v, \theta) \in \mathbb{R} \times T^2 \), \( \frac{1}{2} \rho_0 < \rho < \rho_0 \) and \( \frac{1}{2} h_0 < h < h_0 \),

\[
|\chi(v, \theta, \varepsilon) - a(\varepsilon)| \leq c B(\rho, h, \varepsilon) \exp \left( -w_{\rho, h}(\log \varepsilon)\varepsilon^{-1/4} \right);
\]

(ii) for all \( \delta_0, \sigma_0 > 0 \), there exists \( c' > 0 \) such that

\[
\forall \varepsilon > 0 \text{ small enough, } \forall (v, \theta) \in \mathbb{R} \times T^2,
|\chi(v, \theta, \varepsilon) - a(\varepsilon)| \leq c' B(\rho_0 - \delta_0 \varepsilon^{1/4}, h_0 - \sigma_0 \varepsilon^{1/4}, \varepsilon) \exp \left( -w_{\rho_0, h_0}(\log \varepsilon)\varepsilon^{-1/4} \right);
\]

Proof. – (i) The proof is given in [4], p. 50–51. We reproduce it in order to show where the function \( w_{\rho, h} \) comes from.

We begin like for the proof of Corollary 2.2 (we are in the same position, but with additional hypotheses) by applying Lemma 2.1 for each \( \varepsilon > 0 \); it yields the following bounds for the Fourier coefficients of \( \chi \):

\[
\forall k \in \mathbb{Z}^2, \forall v \in \mathbb{R}, \quad |\chi_k(v, \varepsilon)| \leq B(\rho, h, \varepsilon) e^{-h |k| - \rho \varepsilon^{-1/2} |k| \omega}.
\]

Thus, if \( v \in \mathbb{R}, \theta \in T^2 \) and \( \varepsilon > 0 \),

\[
|\chi(v, \theta, \varepsilon) - a(\varepsilon)| = \left| \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \chi_k(v, \varepsilon) e^{i k \cdot \theta} \right| \leq B(\rho, h, \varepsilon) \Sigma,
\]

with

\[
\Sigma = \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} e^{-h |k| - \rho \varepsilon^{-1/2} |k| \omega}.
\]

We decompose this sum according to a partition of \( \mathbb{Z}^2 \setminus \{0\} \):

\[
\Sigma = \sum_{|k \cdot \omega| \geq 1/2} + \sum_{|k \cdot \omega| < 1/2 \text{ and } |k| \geq \varepsilon^{-1/2}} + \sum_{|k \cdot \omega| < 1/2 \text{ and } |k| < \varepsilon^{-1/2}}.
\]

Observe that in the last two terms the condition \( |k \cdot \omega| = |k_1 + \Gamma k_2| < 1/2 \) implies that the index \( k \) is determined by its second component \( k_2 \). Now, one checks easily that each of the first two terms can be bounded by an expression of the form

\[
\text{const}_2 e^{-\text{const}_1 \varepsilon^{-1/2}}
\]

with \( \text{const}_1 = \rho/2 \) for the first term, \( \text{const}_2 = h(\Gamma + 1) \) for the second one, and \( \text{const}_2 \) depending only on \( h_0 \) in both cases. In order to conclude, it is thus sufficient to show that

\[
(4.4) \quad \sum_{|k \cdot \omega| < 1/2 \text{ and } 0 < k_2 < \varepsilon^{-1/2}} e^{-h |k| - \rho \varepsilon^{-1/2} |k| \omega} \leq c \exp \left( -w_{\rho, h}(\log \varepsilon)\varepsilon^{-1/4} \right),
\]

with some \( c > 0 \) independent of \( \rho \) and \( h \) (the restriction to positive values of \( k_2 \) is allowed by parity).
The left-hand side in (4.4) is a finite sum which contains no more than \( \varepsilon^{-1/2} \) terms; let us look for the largest one. The Fibonacci sequence \( (F_n)_{n \geq 0} \) appears here in relation with the best approximations of \( \Gamma \). It is recalled in [4] that, if \( |k \cdot \omega| < 1/2 \) and \( k_2 \geq 1 \), there are only two possibilities:

- either there exists \( n \in \mathbb{N}^* \) such that \( k_2 = F_{n-1} \), then necessarily \( k = k^{(n)} \) (i.e. \( k_1 = -F_n \)) and

\[
|k \cdot \omega| = \Gamma^{-n}, \quad |k| = C\left(\Gamma^{n+2} - (-1)^n \Gamma^{-n-2}\right),
\]

with \( C = 5^{-1/2} \); 
- or \( k_2 \) does not belong to the sequence \( (F_n) \) and

\[
|k \cdot \omega| \geq \frac{\Gamma C}{|k|}.
\]

The second possibility leads immediately to a “very small” contribution:

\[
(4.5) \quad k_2 \notin \{F_n\} \implies e^{-h|k| - \rho \varepsilon^{-1/2}|k \cdot \omega|} \leq \exp\left( -\varepsilon^{-1/4} \sqrt{4 \Gamma C \rho h} \right),
\]

with \( \sqrt{4 \Gamma C \rho h} > \sqrt{\Gamma^3 C \rho h} = \max_{X \in \mathbb{R}} \{w_{\rho,h}(X)\} \).

Whereas in the first case we can compute

\[
e^{-h|k| - \rho \varepsilon^{-1/2}|k \cdot \omega|} = \exp\left( -(\rho \varepsilon^{-1/2} + (-1)^{n+1} \frac{C \rho h}{2 \log \Gamma} - \frac{C \rho h}{2 \log \Gamma}) \Gamma^{-n} - C \rho h^2 \cdot \Gamma^n \right) = \exp(-A_x(n))
\]

with

\[
A_x(n) = 2x^{1/4} \sqrt{\Gamma C \rho h} \cosh\left( \frac{1}{4} \log x - \frac{1}{2} \log \left( \frac{\Gamma^2 C h}{\rho} \right) - n \log \Gamma \right),
\]

\[
x = \varepsilon^{-1} \left( 1 + (-1)^{n+1} \frac{C \rho h}{2 \log \Gamma} \right){\varepsilon^{1/2}}^2,
\]

(by use of the identity \( at + bt^{-1} = 2 \sqrt{ab} \cosh \left( \frac{1}{2} \log a - \frac{1}{2} \log b + \log t \right) \) for \( a, b, t > 0 \)).

Observe that \( x \) depends slightly on \( n \) but takes only two values if \( \varepsilon \) is fixed, and

\[
x^{1/4} = \varepsilon^{-1/4} \left( 1 + O\left( \varepsilon^{1/2} \right) \right), \quad \log x = -\log \varepsilon + O\left( \varepsilon^{1/2} \right).
\]

It is thus interesting to study, for a fixed value of \( x \gg 1 \), the sequence

\[
A_x(n) = x^{1/4} C_{\rho,h} \cosh\left( \frac{\log x + X_{\rho,h}}{4} - (n + 1) \log \Gamma \right).
\]

Let \( n_x \) be the integral part of \( \frac{\log x + X_{\rho,h}}{4 \log \Gamma} \): the sequence \( (A_x(n))_{n < n_x} \) is decreasing and the sequence \( (A_x(n))_{n > n_x} \) is increasing, thus

\[
(4.8) \quad \min_{n \geq 0} \{A_x(n)\} = (A_x(n_x - 1) or A_x(n_x)) = x^{1/4} w_{\rho,h}(-\log x),
\]

but apart from these two exceptional terms we get again “very small” contributions:

\[
n \notin \{n_x - 1, n_x\} \implies A_x(n) \geq x^{1/4} C_{\rho,h} \cosh(\log \Gamma),
\]
thus

\begin{equation}
\tag{4.9}
k_2 = \mathcal{F}_{n-1} \text{ with } n \notin \{n_x - 1, n_x\} \implies e^{-h|k| - ke^{-1/2}|\omega|} \leq c \exp(-\varepsilon^{-1/4}C_{\rho, h} \cosh(\log \Gamma)),
\end{equation}

with \( C_{\rho, h} \cosh(\log \Gamma) > C_{\rho, h} \cosh \left( \frac{1}{2} \log \Gamma \right) = \max_{x \in \mathbb{R}} \{w_{\rho, h}(X)\} \), and with a constant \( c \) stemming from the use of \( (4.7) \) to replace \( x^{1/4} \) by \( \varepsilon^{-1/4} \).

We finally obtain the inequality \( (4.4) \) by observing that its left-hand side is bounded by

\[ c' \varepsilon^{-1/2} \exp\left(-W \varepsilon^{-1/4}\right) + c'' \exp\left(-w_{\rho, h}(\log \varepsilon)\varepsilon^{-1/4}\right), \]

where \( W > \max w_{\rho, h} \) in the first term thanks to \( (4.5) \) and \( (4.9) \) (with \( W - \max w_{\rho, h} \) bounded from below by some positive number which does not depend on \( \rho \) and \( h \)), and the second term takes into account the two exceptional indices (in order to replace \( -\log x \) by \( \log \varepsilon \), one can use the estimate \( (4.7) \) and the fact that the function \( w_{\rho, h} \) is Lipschitzian with a Lipschitz constant uniform in \( \rho, h \).

(ii) We apply the first part of the lemma with \( \rho = \rho_0 - \delta_0 \varepsilon^{1/4} \) and \( h = h_0 - \sigma_0 \varepsilon^{1/4} \), and we observe that

\[ w_{\rho, h}(X) = \frac{C_{\rho, h}}{C_{\rho_0, h_0}} w_{\rho_0, h_0}(X + X_{\rho_0, h_0} - X_{\rho, h}), \]

\[ \frac{C_{\rho, h}}{C_{\rho_0, h_0}} = 1 + O(\varepsilon^{1/4}) \]

\[ X_{\rho_0, h_0} - X_{\rho, h} = O(\varepsilon^{1/4}) \]

and the function \( w_{\rho_0, h_0} \) is Lipschitzian, thus \( w_{\rho, h}(X) = O(\varepsilon^{1/4}) \) where the involved constant depends only on \( \rho_0, h_0, \delta_0, \sigma_0 \). \( \square \)

Proof of Theorem 4.1. – In order to prove the inequalities \( (4.1) \) it is sufficient to adapt the proof of Proposition 1.3 which was given on p. 177: the inequalities \( (3.2) \) are still valid but one can now use Lemma 4.1 (instead of Corollary 2.2 which was used there) – we let the reader check the details.

In order to prove the inequalities \( (4.2) \) we substitute to Theorem 3.2 the following assertion:

For all \( u_0 > 0 \) there exist positive numbers \( \varepsilon_0 \) and \( b_0 \) such that, for all small enough \( \delta, \sigma > 0 \) satisfying \( 2 \delta \leq \sigma \), the inequalities

\begin{equation}
\tag{4.10}
|\left(\partial_u\right)^{r_0} \left(\partial_\varphi\right)^r \left(\Delta S - \mu \Delta \tilde{S}_1\right)(u, \varphi; \varepsilon, \mu)| \leq b_0 |\mu|^2 A(\delta/4, \sigma/4)^2 \delta^{-2-r_0} \sigma^{-5} |r| \exp\left(-w_{\rho, h}(\log \varepsilon)\varepsilon^{-1/4}\right)
\end{equation}

hold for

\[ (u, \varphi) \in [-u_0, u_0] \times \mathbb{T}^2, \quad \varepsilon \in [0, \varepsilon_0], \quad \mu \in [-\mu_0, \mu_0], \]

with \( r_0 + |r| = 1 \) or \( 2 \), and \( \rho = \frac{\pi}{2} - \delta, \ h = h_0 - \sigma, \ \mu_0 = b_0^{-1} A(\delta/4, \sigma/4)^{-1} \delta^2 \sigma^2. \)

Such a result is sufficient to conclude, since the choice \( (\delta, \sigma) = (4\varepsilon^{1/4}, 8\varepsilon^{1/4}) \) yields

\[ w_{-\delta, h_0-\sigma}(X) = w_*(X) + O(\varepsilon^{1/4}) \]

as noticed previously. To prove the assertion we proceed as on p. 181–187, but where Corollary 2.2 was used we apply Lemma 4.1 instead. \( \square \)

Proof of Theorem 4.2. – See [4], p. 41–43, where it is shown that the chain of reasoning which leads to Lemma 4.1 is optimal in the considered case. Indeed, if we use the variable \( u \), we can
write
\[ \Delta \tilde{S}_1(u, \varphi; \varepsilon) = \varepsilon^{1/2} \int_{-\infty}^{\infty} \frac{2}{\cosh^2(u + \zeta)} m(\varphi + \varepsilon^{-1/2} \zeta) d\zeta \]
and the theorem of residues allows us to compute each Fourier coefficient of the function
\[ \chi^\partial = \varepsilon^{-1/2} \partial(\Delta \tilde{S}_1), \quad \partial = (\partial_u)^{\sigma_0}(\partial_{\varphi})^\tau. \]
One finds
\[ \chi^\partial_k(u; \varepsilon) = (-1)^{\sigma_0}|\tau + \sigma_0| \frac{2\pi e^{-1/2 k \cdot \omega} r^{\sigma_0+1} k^r}{\sinh(\frac{\pi}{2} e^{-1/2 k \cdot \omega})} m_k e^{-\varepsilon^{-1/2} u_k \cdot \omega}. \]
Since
\[ \forall k \in \mathbb{Z}, \forall (u, \varepsilon) \in \mathbb{R} \times \mathbb{R}^+, \quad |\chi^\partial_k(u; \varepsilon)| \leq \max_{\varphi \in \mathbb{T}} \{ |\chi^\partial(u, \varphi; \varepsilon)| \}, \]
it is sufficient to estimate the size of a well chosen Fourier coefficient. The largest one was identified in the course of the proof of Lemma 4.1; it corresponds to the minimum of the sequence which we had denoted \( A_x \), i.e. \( k = k^{(n)} \) with \( n = n_x \) or \( n_x = 1 \) according to the formulas (4.6) and (4.8) (we have now \( \rho = \pi/2 \) and \( H = h_0 \)). With that index \( k \),
\[ |\chi^\partial_k(u; \varepsilon)| \geq \text{const} \left( \varepsilon^{-1/2} |k \cdot \omega| \right)^{\sigma_0+1} |k_1|^r |k_2|^r \exp \left( -\frac{\pi}{2} e^{-1/2 |k \cdot \omega| - h_0 |k|} \right) \]
thanks to the second hypothesis on the Fourier coefficients of \( m \). We recognize in the exponential term \( \exp(-A_x(n)) = x^{1/4} u_x(-\log x) \); we conclude by observing that \( |n - \log x| \) is bounded, thus
\[ |k \cdot \omega| = \Gamma^{-n} \geq \text{const} e^{-\frac{\log x}{4\log 1}} \geq \varepsilon^{1/4} \]
and, for \( j = 1 \) or 2,
\[ |k_j| \geq \Gamma^m \geq \text{const} e^{\log \frac{x}{4\log 1}} \geq \varepsilon^{-1/4}. \]

4.3. Proof of Theorem 4.3

Our goal is to study the critical points of the function
\[ f_{\varepsilon, \mu} = \Delta S_{\mu q_0} : \varphi \in \mathbb{T}^2 \mapsto f_{\varepsilon, \mu}(\varphi) = \Delta \tilde{S}(u_*, \varphi; \varepsilon, \mu) \]
with \( u_* \) defined by \( q_0 = q_0(u_*) \) (we shall often omit \( \varepsilon, \mu \) in subscript). We shall use the same scheme (and the same notations) as in the proof of Theorem 3.2. In particular, we fix some \( u_0 > |u_*| \), and we work with \( \sigma = 2\delta = 8\varepsilon^{1/4} \) and
\[ \rho = \frac{\pi}{2} - 8\varepsilon^{1/4}, \quad h = h_0 - 8\varepsilon^{1/4}. \]
The subsets \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) of \( \mathbb{C} \times (\mathbb{C}/2\pi \mathbb{Z})^d \) now depend on \( \varepsilon \) and we take \( A(\delta, \sigma) = \text{const} \varepsilon^{-1} \).
The mutually reciprocal transformations $\text{Id} + \mu \mathcal{U} : \mathcal{E}_2 \to \mathcal{E}_1$ and $\text{Id} + \mu \mathcal{V} : [-u_0, u_0] \times \mathbb{T}^d \to \mathbb{R} \times \mathbb{T}^d$ provided by Proposition 3.3 allow to define

$$\Delta \bar{\Sigma} = \Delta \bar{S} \circ (\text{Id} + \mu \mathcal{U}) \text{ solution of } \left( \partial_v + \varepsilon^{-1/2} \omega \cdot \partial_y \right) \Delta \bar{S} = 0$$

for $\varepsilon > 0$ and $\mu \in [-\mu_0(\varepsilon), \mu_0(\varepsilon)]$, with $\mu_0(\varepsilon) = \text{const} \varepsilon^2$. The function $\Delta \bar{\Sigma}$ is in fact determined by its restriction

$$g_{\varepsilon, \mu} = \Delta \bar{S}|_{\varepsilon = 0} : \theta \in \mathbb{T}^2 \mapsto g_{\varepsilon, \mu}(\theta) = \Delta \bar{S}(0, \theta, \varepsilon, \mu)$$

according to the rule $\Delta \bar{S}(v, \theta) = g(\theta - \varepsilon^{-1/2} v \omega)$. Thus we can define a diffeomorphism $\Theta_{\varepsilon, \mu}$ of $\mathbb{T}^2$ by

$$\Theta_{\varepsilon, \mu}(\varphi) = \varphi - \varepsilon^{-1/2} u_{\ast} \omega + \mu \left( V_{\varphi} - \varepsilon^{-1/2} V_{\omega} \right)(u_{\ast}, \varphi; \varepsilon, \mu)$$

which satisfies

$$f_{\varepsilon, \mu} = g_{\varepsilon, \mu} \circ \Theta_{\varepsilon, \mu}.$$

As soon as $|\mu|$ is small enough, independently of $\varepsilon$, the Jacobian $\text{Jac} \Theta$ of $\Theta_{\varepsilon, \mu}$ at any point has a determinant larger than $1/2$ (because the definition of $\mathcal{V}$ is required here only in the real domain, we need not bound the partial derivatives of its components near the complex singularities). Thus, for $\mu \in [-\mu_0(\varepsilon), \mu_0(\varepsilon)]$, there is a one-to-one correspondence between the critical points of $f_{\varepsilon, \mu}$ and $g_{\varepsilon, \mu}$, any critical point $\psi_0$ of $f$ with Hessian $\mathcal{H}_f(\psi_0)$ giving rise to a critical point $\theta_0$ of $g$ with Hessian $\mathcal{H}_g(\theta_0) = \mathcal{H}_f(\psi_0)(\text{Jac} \Theta)^{-2}(\psi_0)$, and the problem is reduced to the study of the critical points of $g_{\varepsilon, \mu}$.

We shall apply to $g_{\varepsilon, \mu}$ the following lemma, in which $\|dR\|$ is a notation for $\max_{\mathbb{T}^2} \{ |\partial_{\varphi} R|, |\partial_{\omega} R| \}$ and $\|d^2R\|$ for $\max_{\mathbb{T}^2} \{ |\partial_{\varphi}^2 R|, |\partial_{\varphi} \partial_{\omega} R|, |\partial_{\omega}^2 R| \}$, and whose proof is left to the reader:

**Lemma 4.2.** – Let $A, A' \in \mathbb{R}^n$, $\varphi, \varphi' \in \mathbb{R}$, $n \in \mathbb{N}^+$ and $k = k(n-1)$, $k' = k(n)$. Consider the function

$$\theta \in \mathbb{T}^2 \mapsto P(\theta) = A \cos(k \cdot \theta + \varphi) + A' \cos(k' \cdot \theta + \varphi')$$

and a perturbation $R : \mathbb{T}^2 \to \mathbb{R}$ which is a $C^2$ function such that

$$\|dR\| \leq \frac{\min \{ |A|, |A'| \}}{10 k_1'}, \quad \|d^2 R\| \leq \frac{\min \{ |A|, |A'| \}}{20 k_1'^2}.$$

Then the function $P + R$ is a Morse function on $\mathbb{T}^2$, which possesses exactly four distinct critical points. Furthermore, at each critical point $\theta_0$ of $P + R$, the Hessian $\mathcal{H}_{P + R}(\theta_0)$ satisfies

$$\frac{1}{3} |AA'| \leq |\mathcal{H}_{P + R}(\theta_0)| \leq 3 |AA'|.$$

For that purpose, we shall identify inside the Fourier expansion of $g_{\varepsilon, \mu}$ the two pairs of largest coefficients (they go in pairs of terms with opposite indices due to realness) and show that the corresponding indices are of the form

$$k_{\varepsilon} = k(n_{\varepsilon} - 1), \quad k'_{\varepsilon} = k(n_{\varepsilon}), \quad n_{\varepsilon} = \left[ \frac{X_{\ast} - \log \varepsilon}{4 \log \Gamma} \right].$$
\((\lfloor \cdot \rfloor)\) denotes the integral part of a real number). Note that isolating the dominant pair (with indices say \(k_1\) and \(-k_1\)) would amount to providing a "monomial" approximation
\[
g_{\varepsilon, \mu}(\theta) \approx a_1 \sin(k_1 \cdot \theta + \omega_1)
\]
which cannot be a Morse function on \(T^2\) for dimensional reasons; we need at least a "binomial" approximation with independent pairs of indices, as in Lemma 4.2.

Let us now state a refined version of Lemma 4.1 which will produce such approximations.

We shall use the notations
\[
\forall X \in \mathbb{R}, \quad w_\varepsilon'(X) = C_\varepsilon \cosh\left(1 - \frac{X - X_\varepsilon}{4 \log \Gamma}\right)
\]
and \(W = C_\varepsilon \cosh(\log \Gamma)\). Observe that \(s_\varepsilon = w_\varepsilon + w_\varepsilon'\).

**Lemma 4.3.** Under the same hypotheses and notations as in Lemma 4.1, there exists \(c > 0\) such that, for \(\varepsilon > 0\) small enough such that \(\log \varepsilon \in \mathcal{L}_\kappa\), \(\frac{1}{2} \rho_0 < \rho < \rho_0\) and \(\frac{1}{2} h_0 < h < h_0\), one can write
\[
\chi(0, \theta, \varepsilon) = A_{k_1} \cos(k_1 \cdot \theta + \omega_{k_1}) + A_{k_2} \cos(k_2 \cdot \theta + \omega_{k_2}) + R_\varepsilon(\theta)
\]
with a perturbation \(R_\varepsilon\) which satisfies
\[
\|dR_\varepsilon\|, \quad \|d^2 R_\varepsilon\| \leq cB(\rho, h, \varepsilon) \exp(-W \varepsilon^{-1/4}),
\]
and real numbers \(A_{k_1}, \omega_{k_1}\) depending on \(\varepsilon\) and defined by the Fourier coefficients of \(\chi|_{\varepsilon=0}\) as
\[
\chi_k(0, \varepsilon) = 2 A_k e^{i \omega_k}.
\]
Moreover the absolute value of one of the numbers \(A_{k_1}, A_{k_2}\) is bounded by
\[
cB(\rho, h, \varepsilon) \exp(-w_\varepsilon(\log \varepsilon)\varepsilon^{-1/4}),
\]
and the absolute value of the other is bounded by \(cB(\rho, h, \varepsilon) \exp(-w_\varepsilon'(\log \varepsilon)\varepsilon^{-1/4})\), depending on whether \(n_\varepsilon\) or \(n_\varepsilon + 1\) is closest to \(\frac{X_\varepsilon - \log \varepsilon}{4 \log \Gamma}\).

For the sake of simplicity, we shall assume in the sequel that \(n_\varepsilon\) is closer to \(\frac{X_\varepsilon - \log \varepsilon}{4 \log \Gamma}\) than \(n_\varepsilon + 1\). The proof of Lemma 4.3 follows the same lines as the proof of Lemma 4.1 and we omit it. We only indicate that the restriction \(\log \varepsilon \in \mathcal{L}_\kappa\) is meant to ensure gaps in the hierarchy of Fourier indices, in the sense that
\[
h|k_1| + \rho \varepsilon^{-1/2}|k_1 \cdot \omega| \approx w_\varepsilon(\log \varepsilon)\varepsilon^{-1/4},
\]
\[
h|k_1'| + \rho \varepsilon^{-1/2}|k_1' \cdot \omega| \approx w_\varepsilon'(\log \varepsilon)\varepsilon^{-1/4},
\]
\[
h|k_2| + \rho \varepsilon^{-1/2}|k_2 \cdot \omega| \geq W \varepsilon^{-1/4} \quad \text{if} \ n \not\in \{n_\varepsilon - 1, n_\varepsilon\},
\]
\[
\max w_\varepsilon < \min w_\varepsilon' < \max w_\varepsilon' < W.
\]
Moreover, when applied to the function \(\Delta \tilde{S}_{1}\), the chain of reasoning which leads to Lemma 4.3 yields also bounds from below for the main coefficients:
\[
\Delta \tilde{S}_{1}(0, \theta, \varepsilon) = A_{k_1}^{(1)} \cos(k_1 \cdot \theta + \omega_{k_1}^{(1)}) + A_{k_1'}^{(1)} \cos(k_1' \cdot \theta + \omega_{k_1'}^{(1)}) + R_\varepsilon^{(1)}(\theta)
\]
with \( \|dR^{(1)}_e\|, \|d^2R^{(1)}_e\| \leq \text{const} \varepsilon^{1/2} e^{-W \varepsilon^{-1/4}} \) and

\[
\left| A^{(1)}_{k_\varepsilon} \right| \approx \text{const} \varepsilon^{1/4} e^{-w_\varepsilon (\log \varepsilon)\varepsilon^{-1/4}}, \quad \left| A^{(1)}_{k_\varepsilon'} \right| \approx \text{const} \varepsilon^{1/4} e^{-w_\varepsilon' (\log \varepsilon)\varepsilon^{-1/4}},
\]

where he symbol \( \approx \) means that the left-hand side can be bounded from above and from below by expressions like those in the right-hand side (use formula (4.11) and the inequalities (3.2)).

When applied to the function \( \chi = \Delta \Sigma - \mu \Delta \widetilde{S}_1 \), which satisfies

\[
|\chi| \leq \text{const} \varepsilon^{-3} \mu^2 \quad \text{in } \mathbb{C},
\]

Lemma 4.3 yields

\[
g_{\varepsilon,\mu}(\theta) - \mu \Delta \widetilde{S}_1(0, \theta, \varepsilon) = \mu^2 \left( A^{(2)}_{k_\varepsilon} \cos(k_\varepsilon \cdot \theta + w^{(2)}_{k_\varepsilon}) + A^{(2)}_{k_\varepsilon'} \cos(k_\varepsilon' \cdot \theta + w^{(2)}_{k_\varepsilon'}) + R^{(2)}_{\varepsilon,\mu} \right)
\]

with

\[
\left| A^{(2)}_{k_\varepsilon} \right| \leq \text{const} \varepsilon^{-3} e^{-w_\varepsilon (\log \varepsilon)\varepsilon^{-1/4}}, \quad \left| A^{(2)}_{k_\varepsilon'} \right| \leq \text{const} \varepsilon^{-3} e^{-w_\varepsilon' (\log \varepsilon)\varepsilon^{-1/4}},
\]

and

\[
\|dR^{(2)}_e\|, \|d^2R^{(1)}_e\| \leq \text{const} \varepsilon^{-3} e^{-W \varepsilon^{-1/4}}.
\]

We are now in a position to apply Lemma 4.2 to

\[
g_{\varepsilon,\mu}(\theta) = A_{\varepsilon,\mu} \cos(k_\varepsilon \cdot \theta + w_{\varepsilon,\mu}) + A'_{\varepsilon,\mu} \cos(k_\varepsilon' \cdot \theta + w'_{\varepsilon,\mu}) + R_{\varepsilon,\mu}(\theta)
\]

with

\[
A_{\varepsilon,\mu} = \mu A^{(1)}_{k_\varepsilon} + \mu^2 A^{(2)}_{k_\varepsilon}, \quad A'_{\varepsilon,\mu} = \mu A^{(1)}_{k_\varepsilon'} + \mu^2 A^{(2)}_{k_\varepsilon'}, \quad R_{\varepsilon,\mu} = \mu R^{(1)}_e + \mu^2 R^{(2)}_e.
\]

This yields the desired information on the number of critical points and the Hessian at them for \( g_{\varepsilon,\mu} \), and thus for \( f_{\varepsilon,\mu} \).

5. Proof of Theorem 3.1: domain of analyticity for the solution \( S^\pm \)

5.1. Method

We shall content ourselves with the case of \( \widetilde{S}^+ \). Let us fix once for all \( u_1, \Delta \beta, \delta, \sigma \); we suppose of course that the half-aperture of the sector \( D^+_{u_1,\delta} \) is strictly larger than \( \Delta \beta \).

In the particular cases where \( d = 1 \) or \( \alpha = 0 \), we could treat directly the Hamilton–Jacobi equation, but for the general situation we can only propose an indirect method. The idea is that the Hamilton–Jacobi equation does not tell much – at least explicitly – about the dynamics on the invariant manifold under concern, and for that reason we could not rephrase it as a fixed-point integral equation involving only bounded operators (or perhaps we should say that all the information is contained in the Hamilton–Jacobi equation but we do not know how to extract it in an efficient manner). More specifically, this unboundedness phenomenon takes place with respect to the angular variables \( \varphi_j \) and not \( u \): when we solve the linearized equation \( \tilde{D}_0 \chi = \psi \) in the space of the functions decreasing exponentially fast when \( u \) tends to \(+\infty\), we find \( \chi = E^+ \psi \) where \( E^+ \) is a bounded operator of the suitable Banach space, but beside the operator \( \tilde{D}_0 \)
the Hamilton–Jacobi involves separately the partial derivatives of the unknown function, which means that we should study the operators $\partial_u \circ E^+ \partial_{\varphi_j} \circ E^+$ too; the first of them is a bounded operator, but not the others when $d \geq 2$, hence the difficulty (this difficulty does not arise if $\alpha = 0$). But we shall see that the operators $\partial_{\varphi_j} \circ E^+$ are no longer involved when the Hamilton–Jacobi equation is bypassed through dynamical considerations.

The alternative strategy which we propose consists in finding first a parametrization of the invariant manifold

$$
\mathcal{W}^+ = \begin{cases}
q = q_0(u), \\
p = \dot{q}_0(u) + \mu P(u, \theta; z, \mu), \\
\varphi = \theta + \mu \Phi(u, \theta; z, \mu), \\
I = \mu J(u, \theta; z, \mu),
\end{cases}
$$

which makes use of the plain variable $u$ and of new angular variables $\theta_j$ with respect to which the pull-back of the restricted Hamiltonian vector field is straightened, i.e. can be written

$$\begin{cases}
\dot{\theta} = z \omega, \\
\dot{u} = 1 + O(\mu),
\end{cases}$$

Requiring moreover that the functions $P, \Phi_j, J_j$ decrease exponentially fast when $u$ goes to $+\infty$, we shall be able to apply the fixed-point theorem in some Banach space (the operators $\partial_{\theta_j} \circ E^+$ won’t appear thanks to the straightening condition) and to obtain the analytic extension of the solution to the domain

$$u \in D^+_u, \quad \theta \in \mathbb{T}_b - \frac{\pi}{10}, \quad z \in \Sigma_{u_1, \delta, \Delta \beta}, \quad |\mu| < \mu_1'$$

for some positive $\mu_1'$.

This means that we shall replace the representation of the invariant manifold as a Lagrangian graph by a parametrization which will carry a better control of the dynamics on it because it will correspond to the stable foliation: if by fixing $\theta \in \mathbb{T}_d$ in the formulas (5.1) and letting $u$ vary, one would obtain the parametrization of a curve $W^+_\theta$ which is a part of the stable manifold of the point $\bar{\theta} = (2\pi, \theta, 0, 0) \in \mathbb{T}$, i.e.

$$W^+_\theta = \left\{ M \in \mathbb{T}^* C \mid \text{dist} \left( \phi_H^t(M), \phi_H^t(\bar{\theta}) \right) \text{ tends to } 0 \text{ exponentially fast as } t \text{ tends to } +\infty \right\},$$

denoting $C = [2\pi - q_0, 2\pi] \times \mathbb{T}^d$ a part of the configuration space, $T^* C$ the corresponding part of the phase space, and $\varphi^t_H$ the time-$t$ map of the Hamiltonian flow associated to $H_{\varepsilon, \mu}$.

Then we shall solve the inversion problem

$$\varphi = \theta + \mu \Phi(u, \theta; z, \mu) \iff \theta = \varphi + \mu \Theta(u, \varphi; z, \mu)$$

and find functions $\Theta_j$ analytic for

$$u \in D^+_u, \quad \varphi \in \mathbb{T}_b - \frac{\pi}{10}, \quad z \in \Sigma_{u_1, \delta, \Delta \beta}, \quad |\mu| < \mu_2'$$

---

8 In fact our method is close to the usual one for proving the stable manifold theorem in finite differentiability (see [30], [15]), and somewhat easier since the analyticity with respect to $\theta$ comes for free.
for some positive $\mu_2$. For $|\mu|$ small enough, we shall do the substitution:

$$\mathcal{W}^+; \begin{cases} q = q_0(u), \\
p = q_0(u) + \mu P(u, \varphi + \mu \Theta(u, \varphi; z, \mu); z, \mu), \\
\varphi = \varphi, \\
I = \mu J(u, \varphi + \mu \Theta(u, \varphi; z, \mu); z, \mu), \end{cases}$$

and there will remain only to perform an integration in order to recover the function $\tilde{S}^+$.  

5.2. Fixed-point theorem and various Banach algebras

We shall use twice (to find the parametrization and to solve the inversion problem) the following classical fixed-point theorem:

**Theorem 5.1.** Let $\mathcal{B}$ be a Banach space and $\mu^*, c', c''$ positive numbers. Denote by $\| \cdot \|$ the norm of $\mathcal{B}$ and suppose that for every complex number $\mu$ such that $|\mu| \leq \mu^*$, a mapping $F_\mu$ is defined from the ball $\mathcal{A} = \{X \in \mathcal{B}; \|X\| \leq 2c' \}$ to $\mathcal{B}$, which satisfies

$$\|F_\mu(0)\| \leq c' \quad \text{and} \quad \forall X, X' \in \mathcal{A}, \|F_\mu(X') - F_\mu(X)\| \leq c'' \|X' - X\|.$$ 

Then, for $|\mu| \leq \inf \{\mu^*, \frac{1}{2c''} \}$, the mapping $F_\mu$ admits a unique fixed point $X_\mu$ in $\mathcal{A}$, the sequence of iterates $(F^n_\mu(0))_{m \geq 0}$ is well defined and converges to $X_\mu$ in $\mathcal{B}$ uniformly with respect to $\mu$, and

$$\|X_\mu\| \leq 2c', \quad \|X_\mu - F_\mu(0)\| \leq 2c' c'' |\mu|.$$ 

Let us define the Banach algebras $^9$ which our unknown functions will belong to. We begin with spaces for their Fourier coefficients. Let $B_{\mu_0}^*$ be the Banach algebra of all analytic functions in the domain $D_{u_1, \delta}^* \times \Sigma_{u_1, \delta, \Delta}^*$ which extend continuously to bounded functions on its closure $\overline{D}_{u_1, \delta}^* \times \Sigma_{u_1, \delta, \Delta}^*$, equipped with the supremum norm. If $s \in \mathbb{N}$, we shall use the notations

$$B_{\mu}^* = \{ \psi \in B_{\mu_0}^*; \|\psi\|_s < \infty \}, \quad \|\psi\|_s := \sup_{(u, z) \in D_{u_1, \delta}^* \times \Sigma_{u_1, \delta, \Delta}^*} \{e^{su_1 + s \Re u}|\psi(u, z)|\}.$$ 

Since $u_1 + \Re u \geq 0$ for all $u$ in $D_{u_1, \delta}^*$, this defines a decreasing sequence of Banach algebras $B_{\mu}^*$ (with weighted norms $\| \cdot \|_s$). We define also the Banach algebras

$$B_{\mu}^{+} = \{ \psi \in B_{\mu_0}^*; \|\psi\|_s < \infty \}, \quad \|\psi\|_s := \|\psi\|_s + \left| \frac{\partial \psi}{\partial u} \right|_s.$$ 

If $\psi \in B_{\mu_0}^{+}$, $\|\psi\|_s \leq \|\psi\|_{s+1}$; if $\psi \in B_{\mu}^*$ and $\chi \in B_{\mu}^{+}$, $\psi \chi \in B_{\mu}^{+}$ and $\|\psi \chi\|_{s+t} \leq \|\psi\|_s \|\chi\|_t$. And these properties hold also for the sequence $(B_{\mu}^{+})_{\mu \geq 0}$. 

The corresponding Banach algebras $B_{\mu}^* (h)$ and $B_{\mu}^{+} (h)$ are defined according to the following construction: if $B$ is a Banach algebra (with norm $\| \cdot \|$) and $h$ a positive number, we consider the Fourier series in $d$ angular variables with coefficients in $B$ and introduce the notation

$$\|\psi\|_h = \sum_{k \in \mathbb{Z}^d} e^{ik \cdot h} \|\psi_k\| \quad \text{if} \quad \psi = \sum_{k \in \mathbb{Z}^d} e^{ik \cdot \theta} \psi_k.$$ 

---

$^9$ All the Banach algebras that we consider are commutative Banach algebras over $\mathbb{C}$ in which the product of two elements $\psi, \chi$ satisfies the inequality $\|\psi \chi\| \leq \|\psi\| \|\chi\|$. 
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Here of course, $k \cdot \theta = k_1 \theta_1 + \cdots + k_d \theta_d$ and $|k| = |k_1| + \cdots + |k_d|$. It defines a Banach norm on the algebra

\[ B(h) = \left\{ \psi = \sum_{k \in \mathbb{Z}^d} e^{ik \cdot \theta} \psi_k \mid \psi_k \in B \text{ such that } \|\psi\|_h < \infty \right\}. \tag{5.3} \]

Any Fourier series $\psi$ in $B(h)$ converges to a continuous mapping $\psi$ from $\prod_h^d$ to $B$ which satisfies the inequality $\sup_{\psi} \|\psi\| \leq \|\psi\|_h$. Moreover, if $h' < h$, it also satisfies (see [24])

\[ \|\psi\|_{h'} \leq \coth \left( \frac{h - h'}{2} \right) \sup \|\psi\|. \tag{5.4} \]

One checks easily the inequality for the product:

\[ \forall \psi, \chi \in B(h), \quad \|\psi \chi\|_h \leq \|\psi\|_h \|\chi\|_h, \]

and if $0 < h < h^*$, the Cauchy inequalities:

\[ \forall \psi \in B(h^*), \forall r \in \mathbb{N}^d, \quad \| (\partial_\theta)^r \psi \|_h \leq r_1! \cdots r_d! (h^* - h)^{-|r|} \|\psi\|_{h^*}. \]

(See Appendix A.)

Such a construction was already used in [24,25]. The reason why we too use this kind of norm for Fourier series will appear in Lemma 5.2. We shall denote by $\| \cdot \|_h$ and $\| \cdot \|_{2,h}$ the norms of $B^+_2(h)$ and $B^+_2(h)$. These are spaces of functions analytic in the domain $D_{u_1, \delta}^+ \times \prod_h^d \times \Sigma_{u_1, \delta, \Delta, \beta}$ and bounded in its closure.

For the parametrization of $\mathcal{W}^+$ and the inverse change of angular variables which we described in Section 5.1, we shall obtain

\[ X = (P, J, \Phi) \in B^+_2(h_1) \times [B^+_2(h_1)]^d \times [B^+_2(h_1)]^d \quad \text{with} \quad h_1 = h_0 - \frac{\theta_1}{\theta_0} \quad \text{and} \quad \Theta \in [B^+_2(h_2)]^d \]

with $h_1 = h_0 - \frac{\theta_1}{\theta_0}$. Let us give already two lemmas which will prove useful:

**Lemma 5.1.** Let $B$ be a Banach algebra and $0 < h < h^*$. Suppose $G \in B(h^*)$ with $\partial_\theta G \in B(h^*)^d$, and let $\mu \in \mathbb{C}$ and $A = \{ \psi \in [B(h)]^d \mid \|\psi\|_h \leq \frac{h - h^*}{2} \}$. The formula

\[ G(\psi) = G \circ (\text{Id} + \mu \psi) := \sum_{\rho \in \mathbb{N}^d} \frac{\mu^{|\rho|}}{r_1! \cdots r_d!} \psi_1^{r_1} \cdots \psi_d^{r_d} (\partial_\theta)^r G \]

defines a mapping from $A$ to $B(h)$ which satisfies:

\[ \forall \psi, \psi' \in A, \quad \| G(\psi') - G(\psi) \|_h \leq 2^d d! \|\mu\| \|\partial_\theta G\|_{h^*} \|\psi' - \psi\|_h. \]

(Proof in Appendix A.)

For the second one, we introduce the notation

\[ p_0(u) = \frac{2}{\cosh u} \]

**ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE**
and we note that \( p_0(u)^{-1} = \frac{1}{2} e^u (1 + e^{-2u}) \), thus
\[
\forall u \in \mathbb{T}_{u_1,\delta}^+, \quad |p_0(u)^{-1}| \leq \lambda e^{u_1 + \text{Re } u} \quad \text{and} \quad \left| \frac{d(p_0^{-1})}{du}(u) \right| \leq \lambda e^{u_1 + \text{Re } u},
\]
with \( \lambda = \sup \{ 1, \frac{1}{2} \cosh u \} \) (\( \lambda \) depends only on \( u_1 \)).

**Lemma 5.2.** Let \( h > 0 \) and \( s \geq 1 \). The formula
\[
\forall \psi \in \mathcal{B}_s^+(h), \quad (E^+ \psi)(u, \theta, z) = - \int_0^{z^{-1}\infty} \psi(u + \zeta, \theta + z\zeta \omega, z) \, d\zeta
\]
defines an operator \( E^+: \mathcal{B}_s^+(h) \to \mathcal{B}_s^+(h) \) which is an inverse to the right for \( \tilde{D}_0 = \frac{\partial}{\partial u} + z\omega \cdot \frac{\partial}{\partial \theta} \) (i.e. \( \tilde{D}_0 \circ E^+ \) is defined and equal to \( 1d \)). Moreover, for all \( \psi \in \mathcal{B}_s^+(h) \),
\[
\|E^+ \psi\|_{s,h} \leq \kappa \|\psi\|_{s,h} \quad \text{and} \quad \|p_0^{-1}E^+ \psi\|_{s-1,h} \leq \kappa \|\psi\|_{s,h}
\]
with \( \kappa = 4/\sin \Delta \beta \) (\( \kappa > 4 \) and \( \kappa \) depends only on \( \Delta \beta \)).

**Proof.** We suppose \( h > 0 \), \( s \geq 1 \) and \( \psi = \sum_{k \in \mathbb{Z}^d} \psi_k(u, z)e^{ik \cdot \theta} \in \mathcal{B}_s^+(h) \). Let \( \beta_1 \) the half-aperture of the sector \( \mathcal{D}_{u_1,\delta}^+ \). For \( k \in \mathbb{Z}^d \), define a function \( \chi_k \):
\[
\forall (u, z) \in \mathbb{T}_{u_1,\delta}^+ \times \Sigma_{u_1,\delta,\Delta \beta}, \quad \chi_k(u, z) = - \int_0^{z^{-1}\infty} \psi_k(u + \zeta, \theta, z) e^{-s\zeta} \omega \, d\zeta
\]
(observe that \( \arg \zeta = \arg z^{-1} \leq \beta_1 \), thus \( u + \zeta \in \mathbb{T}_{u_1,\delta}^+ \)). This integral converges, since \( s \geq 1 \),
\[
|\psi_k(u + \zeta, z)| \leq e^{-su_1 - s\text{Re } u} \|\psi_k\|_s e^{-s\text{Re } \zeta} \text{ and } \text{Re } \zeta = |\zeta| \cos(\arg z) \text{ with } \cos(\arg z) \geq \sin \Delta \beta \text{ (because } |\arg z| \leq \frac{\pi}{2} - \Delta \beta \text{). Moreover, the inequalities}
\]
\[
|\chi_k(u, z)| \leq e^{-su_1 - s\text{Re } u} \|\psi_k\|_s \sin^{-1} \Delta \beta
\]
show that \( E^+ \psi = \chi = \sum_{k \in \mathbb{Z}^d} \chi_k(u, z)e^{ik \cdot \theta} \) belongs to \( \mathcal{B}_s^+(h) \) and
\[
\|\chi\|_{s,h} \leq \frac{\kappa}{4} \|\psi\|_{s,h}
\]
with \( \kappa = 4\sin^{-1} \Delta \beta \). Clearly, \( \chi \) satisfies the partial differential equation
\[
\tilde{D}_0 \chi = \psi
\]
in \( \mathcal{D}_{u_1,\delta}^+ \times \mathcal{T}_h^+ \times \Sigma_{u_1,\delta,\Delta \beta} \).

Let \( (u, z) \in \mathbb{T}_{u_1,\delta}^+ \times \Sigma_{u_1,\delta,\Delta \beta} \). The Cauchy theorem allows us to change the half-line of integration in (5.5). If \( k \cdot \omega > 0 \), we increase the slope of the half-line in order to take advantage of the decrease of the exponential \( e^{z\zeta \omega} \):
\[
\chi_k(u, z) = - \int_0^{+\infty} \psi_k(u + \xi e^{i\beta_1}) e^{z\xi e^{i\beta_1} \xi k \omega} e^{i\beta_1 \xi} \, d\xi,
\]
and we obtain a new bound:

\[ \| \chi_k \|_s \leq \frac{1}{s \cos \beta_1 + |z| k \cdot \omega \sin(\beta_1 + \arg z)} \| \psi_k \|_s. \]

Since \( 0 < \beta_1 \leq \frac{\pi}{2} \) and \( \Delta \beta \leq \beta_1 + \arg z \leq \pi - \Delta \beta \), we end up with

\[ \| zk \cdot \omega \chi_k \|_s \leq \frac{\kappa 4}{\| \psi_k \|_s}. \]

Similarly, if \( k \cdot \omega < 0 \), we decrease the slope of the half-line of integration, and the previous inequality holds true in all cases (even if \( k \cdot \omega = 0 \)). But \( \partial_u \chi_k = \psi_k - iz k \cdot \omega \chi_k \) because of the partial differential equation, thus for all \( k \in \mathbb{Z}^d \),

\[ \| \partial_u \chi_k \|_{s,h} \leq \kappa 2 \| \psi_k \|_{s,h}. \]

Lastly, the inequalities

\[ (\forall u \in \mathbb{F}^+_{u,1}) \ |p_0(u)^{-1}|, \ |\frac{d(p_0^{-1})}{du}(u)| \leq \lambda e^{u_1 + \text{Re} u} \]

imply that the function \( p_0^{-1} \chi \) belongs to \( \mathcal{B}_s^{+}(h) \) and

\[ \| p_0^{-1} \chi \|_{s-1,h} \leq \lambda \| \chi \|_{s,h}, \]

and its derivative \( \partial_u(p_0^{-1} \chi) = \frac{d(p_0^{-1})}{du} \chi + p_0^{-1} \partial_u \chi \) belongs to \( \mathcal{B}_s^{+}(h) \) too with

\[ \| \partial_u(p_0^{-1} \chi) \|_{s-1,h} \leq \lambda \| \chi \|_{s,h} + \lambda \| \partial_u \chi \|_{s,h}, \]

since \( \left| \frac{d(p_0^{-1})}{du}(u) \right| \leq \lambda e^{u_1 + \text{Re} u}. \)

Hence

\[ \| p_0^{-1} \chi \|_{s-1,h} \leq \lambda [2 \| \chi \|_{s,h} + \| \partial_u \chi \|_{s,h}] \leq \lambda \kappa \| \psi \|_{s,h}. \]

5.3. The \((u, \theta)\)-parametrization

Let \( P, J_1, \ldots, J_d, \Phi_1, \ldots, \Phi_d \) be analytic functions of \((u, \theta_1, \ldots, \theta_d, z)\) \(2\pi\)-periodic in the \( \theta_j \) and consider the manifold

\[ \mathcal{W} = \{(q, \varphi, p, I) = (q_0(u), \theta + \mu \Phi(u, \theta, z), p_0(u) + \mu P(u, \theta, z), \mu J(u, \theta, z))\}. \]

A necessary and sufficient condition for the Hamiltonian vector field

\[ \begin{cases} \dot{q} = p, \\ \dot{p} = \sin q - \mu \partial_q F(q, \varphi), \\ \dot{\varphi} = z \omega + \alpha I, \\ \dot{I} = -\mu \partial_q F(q, \varphi), \end{cases} \]

to leave \( \mathcal{W} \) invariant and for its pull-back to be of the form

\[ \begin{cases} \dot{u} = 1 + O(\mu), \\ \dot{\theta} = z \omega, \end{cases} \]
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is that $X = (P, J, \Phi)$ satisfy
\begin{align}
\begin{cases}
\tilde{D}_0(p_0 P) &= -\partial_u \tilde{F}(u, \theta + \mu \Phi(u, \theta, z)) - \mu P \partial_u P, \\
\tilde{D}_0 J &= -\partial_z \tilde{F}(u, \theta + \mu \Phi(u, \theta, z)) - \mu p_0^{-1} P \partial_u J, \\
\tilde{D}_0 \Phi &= \sigma J - \mu p_0^{-1} P \partial_u \Phi.
\end{cases}
\end{align}
(5.6)

**Proposition 5.1.** Let $h_1 = h_0 - \frac{7\sigma}{10}$. There exists a positive number $\mu_1'$ such that system (5.6) admits a solution $X$ in $\mathbb{B} = \mathbb{R}^d \times [\mathbb{R}^d \times h_1]^d \times [\mathbb{R}^d \times h_1]^d$ for $|\mu| \leq \mu_1'$. Moreover, the solution $X = (P, J, \Phi)$ depends analytically on $\mu$ and there exist $B_1, C_1 > 0$ such that
\begin{align*}
\|P\|_{L^1} &\leq C_1, \quad \|J\|_{L^1} \leq C_1, \quad \|\Phi\|_{L^1} \leq C_1, \\
\|P + p_0^{-1} E^+ \partial_u \tilde{F}\|_{L^1} &\leq B_1 |\mu|, \quad \|J + E^+ \partial_z \tilde{F}\|_{L^1} \leq B_1 |\mu|.
\end{align*}

If $\delta \leq \sigma \leq \lambda^{-1}$, one can take
\begin{align*}
\mu_1' &= b_1^{-1} A^{-1} \delta \sigma, \quad B_1 = b_1 A^2 \delta^{-2} \sigma^{-1}, \quad C_1 = b_1 A \delta^{-1},
\end{align*}
where $A = \sigma^{-d} A(\delta/2, \sigma/2)$ and the positive number $b_1$ depends only on $u_1$ and $\Delta \beta$.

**Proof.** Let us define a mapping $\mathcal{F}_\mu$ of $\mathbb{B}$ in itself by the formulas
\begin{align*}
\mathcal{F}_\mu(P, J, \Phi) &= (P^*, J^*, \Phi^*), \\
\begin{cases}
P^* &= -p_0^{-1} E^+ (\partial_u \tilde{F}(u, \theta + \mu \Phi(u, \theta, z)) + \mu P \partial_u P), \\
J^* &= -E^+ (\partial_z \tilde{F}(u, \theta + \mu \Phi(u, \theta, z)) + \mu p_0^{-1} P \partial_u J), \\
\Phi^* &= E^+ (\alpha J^* - \mu p_0^{-1} P \partial_u \Phi).
\end{cases}
\end{align*}

Our goal is to apply Theorem 5.1, since a fixed point of $\mathcal{F}_\mu$ is a solution of (5.6). We first note that $\mathcal{F}_\mu(0) = X^{(1)} = (P^{(1)}, J^{(1)}, \Phi^{(1)})$ with
\begin{align*}
P^{(1)} &= -p_0^{-1} E^+ \partial_u \tilde{F}, \quad J^{(1)} = -E^+ \partial_z \tilde{F}, \quad \Phi^{(1)} = E^+ (\alpha J^{(1)}).
\end{align*}

In order to indicate explicit constants in the course of the demonstration, we shall assume $\delta \leq \sigma \leq \lambda^{-1}$ right from the beginning. But it will be clear that, if this is not the case, there still exist constants which satisfy the desired inequalities: only the formulas for them may then differ.

**Lemma 5.3.** Let $A = \sigma^{-d} A(\delta/2, \sigma/2)$ and $h_1 = h_0 - \frac{7\sigma}{10}$. There exists a positive constant $c$ (which depends only on $u_1$) such that, for any $j, j' \in \{1, \ldots, d\}$, the following inequalities hold:
\begin{align*}
\|\partial_{\tau_j} \tilde{F}\|_{L^2} &\leq c A \sigma^{-1} \quad \text{and} \quad \|\partial_u \tilde{F}\|_{L^2} \leq c A \delta^{-1}, \\
\|\partial_{\tau_j} \partial_{\tau_{j'}} \tilde{F}\|_{L^2} &\leq c A \sigma^{-2} \quad \text{and} \quad \|\partial_u \partial_{\tau_j} \tilde{F}\|_{L^2} \leq c A \delta^{-1} \sigma^{-1}.
\end{align*}

(Proof in Appendix B.)

The lemma implies that
\begin{align*}
\|\partial_u \tilde{F}\|_{L^2} &\leq c A \delta^{-1}, \quad \|\partial_{\tau_j} \tilde{F}\|_{L^2} \leq c A \sigma^{-1} \leq c A \delta^{-1},
\end{align*}
and thus, by virtue of Lemma 5.2,
\[
\| P^{(1)} \|_{2,h_1} \leq \lambda \kappa c A \delta^{-1}, \quad \| J^{(1)} \|_{2,h_1} \leq \kappa c A \delta^{-1}.
\]
\[
\| \phi^{(1)} \|_{2,h_1} \leq \sup(\{|\alpha_1|, \ldots, |\alpha_d|\}) \kappa^2 c A \delta^{-1}.
\]

Let \( b'_1 = \lambda \kappa^2 c \sup\{|1, |\alpha_1|, \ldots, |\alpha_d|\} \): this positive number depends only on \( u_1 \) and \( \Delta \beta \) and allows to bound the first approximation \( X^{(1)} \) by
\[
\| X^{(1)} \| \leq c'_1 = b'_1 A \delta^{-1}.
\]

By applying Lemma 5.1 to the Banach algebra \( B_h^+ \), we see that whenever
\[
|\mu| \leq \mu^*_1 = \frac{\sigma}{40c'_1} \quad \text{and} \quad \| \phi \|_{2,h_1} \leq 2c'_1,
\]
the composition of \( \partial_u \bar{F} \) or \( \partial_x \bar{F} \) with \( \Id + \mu \phi \) defines an element of \( B_h^+ (h_1) \), thus the mapping \( F_\mu \) is well defined on
\[
\mathcal{A} = \{ X \in \mathbb{B}; \| X \| \leq 2c'_1 \}
\]
provided that \( |\mu| \leq \mu^*_1 \).

Let us now compute a constant \( c'' = c''_1 \) which will satisfy the assumptions of Theorem 5.1. Suppose that \( |\mu| \leq \mu^*_1 \) and \( X, X' \in \mathcal{A} \). Let \( X^* = F_\mu(X) \), \( X'^* = F_\mu(X') \). We must study the components \( P'^* - P^* \), \( J'^* - J^* \), \( \Phi'^* - \Phi^* \) of \( X'^* - X^* \).

Lemmas 5.1 and 5.3 show that
\[
P\partial_u J - P \partial_u J = (P - P) \partial_u J + P \partial_u (P - P) \]
and
\[
P\partial_u J - P \partial_u J = (P - P) \partial_u J + P \partial_u (P - P) \]
We observe also that the identity \( P' \partial_u P' - P \partial_u P = (P' - P) \partial_u P' + P \partial_u (P' - P) \) implies
\[
\| P' \partial_u P' - P \partial_u P \|_{2,h_1} \leq \| P' - P \|_{1,h_1} \| P' \|_{2,h_1} + \| P \|_{1,h_1} \| P' - P \|_{2,h_1} \leq 4c'_1 \| P' - P \|_{2,h_1},
\]
hence
\[
\| P' \partial_u P' - P \partial_u P \|_{2,h_1} \leq 4b'_1 A \delta^{-1} \| X' - X \|.
\]
And the identity \( \tilde{p}_0^{-1} P' \partial_u J' - \tilde{p}_0^{-1} P \partial_u J = \tilde{p}_0^{-1} (P' - P) \partial_u J' + \tilde{p}_0^{-1} P \partial_u (J' - J) \) together with the inequalities \( |\tilde{p}_0^{-1} (u) \| \leq \lambda |u| + \Re u \) (\( \forall u \in D^+ u_{1, \delta} \)) imply
\[
\| \tilde{p}_0^{-1} P' \partial_u J' - \tilde{p}_0^{-1} P \partial_u J \|_{2,h_1} \leq \lambda \| P' - P \|_{1,h_1} \| J' \|_{2,h_1} + \lambda \| P \|_{1,h_1} \| J' - J \|_{2,h_1} \leq 4 \lambda c'_1 \| X' - X \|.
\]
Hence
\[
\| \tilde{p}_0^{-1} P' \partial_u J' - \tilde{p}_0^{-1} P \partial_u J \|_{2,h_1} \leq 4 \lambda b'_1 A \delta^{-1} \| X' - X \|,
\]
and similarly,
\[ p_0^{-1}P'\partial_u \Phi' - p_0^{-1}P\partial_u \Phi \|_{L^2} \leq 4\lambda b'_1 A\delta^{-1} \|X' - X\|. \tag{5.11} \]

Now, in view of the inequalities (5.7) and (5.9), Lemma 5.2 yields
\[ \|P' - P\|_{L^2} \leq \lambda\kappa(2^d dc + 4b'_1\sigma)A\delta^{-1}\sigma^{-1}|\mu||X' - X\| \leq \lambda^{-1}\kappa(2^d d\lambda^2 c + 4b'_1)A\delta^{-1}\sigma^{-1}|\mu||X' - X\|. \]

And, in view of the inequalities (5.8) and (5.10),
\[ \|J' - J\|_{L^2} \leq \lambda(2^d d\sigma\sigma^{-1} + 4\lambda b'_1\sigma)A\delta^{-1}\sigma^{-1}|\mu||X' - X\| \leq \lambda^{-1}\kappa(2^d d\lambda c + 4b'_1)A\delta^{-1}\sigma^{-1}|\mu||X' - X\|. \tag{5.12} \]

Finally, because of the inequalities (5.12) and (5.11),
\[ \|\Phi' - \Phi\|_{L^2} \leq \lambda\kappa[\sup\{\|\alpha_j\|\}^{-1} - \lambda^{-1}\kappa(2^d d\lambda c + 4b'_1)A\delta^{-1}\sigma^{-1}|\mu||X' - X\| \leq \kappa^2\sup\{\|\alpha_j\|\} (2^d d\lambda c + 8b'_1)A\delta^{-1}\sigma^{-1}|\mu||X' - X\|, \]

and \[ \|X' - X\| \leq b''_1 A\sigma^{-1}|\mu||X' - X| \]

with a positive number
\[ b''_1 = \kappa^2\sup\{\|\alpha_j\|\} (2^d d\lambda c + 8b'_1) \]

which depends only on \( u_1 \) and \( \Delta \beta \).

So, we can take \( c'_1 = b''_1 A\delta^{-1}\sigma^{-1} \) and Theorem 5.1 provides a solution \( X = (P, J, \Phi) \) in \( A \), analytic in \( \mu \) for
\[ |\mu| \leq \inf\left\{ \mu'_1, \frac{1}{2c'_1} \right\} = \inf\left\{ \frac{1}{40b''_1}, \frac{1}{2b''_1} \right\} A^{-1}\delta\sigma. \]

Moreover,
\[ \|P - P^{(1)}\|_{L^2} \leq \|J - J^{(1)}\|_{L^2} \leq \|X - X^{(1)}\| \leq 2c'_1 c''_1 |\mu| = 2b''_1 b''_1 A\delta^{-2}\sigma^{-1}|\mu| \]

and
\[ \|P\|_{L^2} \leq \|J\|_{L^2} \leq \|\Phi\|_{L^2} \leq \|X\| \leq 2c'_1 = 2b''_1 A\delta^{-1}, \]

one can thus easily choose \( b_1 \) large enough, but depending only on \( u_1 \) and \( \Delta \beta \), so to ensure the three inequalities announced in Proposition 5.1. The uniform convergence of the sequence \( (F^{(m)}(\mu))_{m \geq 0} \) guarantees the analyticity with respect to \( \mu \) of the solution.

### 5.4. Elimination of the variable \( \theta \)

Let us now focus on the functions \( \Phi_1, \ldots, \Phi_d \) discovered in the previous section. As functions of \( (u, \theta, z) \) they belong to \( B^2_r(h_0 - \frac{\sigma}{10}) \), but they also depend analytically on \( \mu \). They are defined for \( |\mu| \leq \mu'_1 \) and satisfy \( \|\Phi\|_{L^2} \leq C_1 \).

**Proposition 5.2.** Let \( h_2 = h_0 - \frac{\sigma}{10} \). There exist positive numbers \( \mu'_2, C_2 \) such that, for \( |\mu| \leq \mu'_2 \), the close-to-identity change of angular variables
\[ \varphi = \theta + \mu \Phi(u, \theta, z, \mu) \]
admits an inverse
\[ \theta = \varphi + \mu \Theta(u, \varphi, z, \mu) \]
with \( \Theta \) belonging to \( B = [B^+ B_2]^d \), depending analytically on \( \mu \), and satisfying the inequality
\[ \| \Theta \|_{Z_{h2}} \leq C_2. \]
If \( \delta \leq \sigma \leq \lambda^{-2} \), one can take
\[ \mu'_2 = b_2^{-1} A^{-1} \delta \sigma, \quad C_2 = b_2 A \delta^{-1}, \]
where \( A = \sigma^{-d} A(\delta/2, \sigma/2) \) and the positive number \( b_2 \) depends only on \( u_1 \) and \( \Delta \beta \).

**Proof.** – The equation to be satisfied by \( \Theta \) can be written
\[ \Theta = \mathcal{F}_{\mu}(\Theta) := -\Phi \circ (Id + \mu \Theta) \]
(here of course composition must be understood with respect to the variables \( \theta_j \) only, the rest of the variables \( (u, z, \mu) \) being considered as a parameter).

We shall assume \( \delta \leq \sigma \leq \lambda^{-2} \) so that we can take \( \mu'_1 = b_1 A^{-1} \delta \sigma \) and \( C_1 = b_1 A \delta^{-1} \) with \( A = \sigma^{-d} A(\delta/2, \sigma/2) \). In view of applying our fixed-point theorem, we first observe that \( \mathcal{F}_{\mu}(0) = -\Phi \) and
\[ \| \Phi \|_{Z_{h2}} \leq \| \Phi \|_{Z_{h2} + \frac{c'}{h}} \leq c'_2 = b_1 A \delta^{-1}, \]
and that according to Lemma 5.1, \( \mathcal{F}_{\mu}(\Theta) \) is defined and belongs to \( B \) as soon as \( \| \Theta \|_{Z_{h2}} \leq 2c'_2 \) and
\[ |\mu| \leq \mu'_2 \text{ inf} \left\{ \frac{\sigma}{4c_2}, \mu'_1 \right\}. \]

Let us suppose that \( |\mu| \leq \mu'_2 \) and \( \| \Theta \|_{Z_{h2}}, \| \Theta' \|_{Z_{h2}} \leq 2c'_2 \). According to Lemma 5.1,
\[ \| \mathcal{F}_{\mu}(\Theta') - \mathcal{F}_{\mu}(\Theta) \|_{Z_{h2}} \leq 2^d d |\mu| \| \partial_\theta \Phi \|_{Z_{h2} + \frac{c'}{h}} \| \Theta' - \Theta \|_{Z_{h2}}, \]
but the Cauchy inequalities show that \( \| \partial_\theta \Phi \|_{Z_{h2} + \frac{c'}{h}} \leq 10b_1 A \delta^{-1} \sigma^{-1} \). Thus we can define
\[ c'_2 = 10 \cdot 2^d d b_1 A \delta^{-1} \sigma^{-1} \]
and apply Theorem 5.1. \( \square \)

### 5.5. Substitution and Integration

Let us suppose \( \delta \leq \sigma \leq \lambda^{-2} \) and consider the functions
\[ \begin{aligned}
\mathcal{P}(u, \varphi, z, \mu) &= \mathcal{P}(u, \varphi + \mu \Theta(u, \varphi, z, \mu), z, \mu), \\
\mathcal{J}(u, \varphi, z, \mu) &= \mathcal{J}(u, \varphi + \mu \Theta(u, \varphi, z, \mu), z, \mu).
\end{aligned} \]
Since \( \| \Theta \|_{L^{h0}} \leq \| \Theta \|_{Z_{h2}} \leq C_2 = b_2 A \delta^{-1} \), we can apply Lemma 5.1 with \( h = h_0 - \frac{9\sigma}{10}, h^* = h_0 - \frac{9\sigma}{10}, B = B^+ \) or \( B^+ \): \[ \mathcal{P} \in B^+ \left( h_0 - \frac{9\sigma}{10} \right), \quad \mathcal{J} \in B^+ \left( h_0 - \frac{9\sigma}{10} \right) \quad \text{for } |\mu| \leq \text{ inf} \left\{ \mu'_1, \mu'_2, \frac{\sigma}{20C_2} \right\}. \]
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and these functions depend analytically on $\mu$. Moreover,

$$
\begin{align*}
\|P - P\|_{L^2_{h_0 - \frac{\delta}{2}}} & \leq 2d|\mu|\|\partial_\theta P\|_{L^2_{h_0 - \frac{\delta}{2}}}C_2, \\
\|J - J\|_{L^2_{h_0 - \frac{\delta}{2}}} & \leq 2d|\mu|\|\partial_\theta J\|_{L^2_{h_0 - \frac{\delta}{2}}}C_2.
\end{align*}
$$

Using the Cauchy inequalities and Proposition 5.1 with $C_1 = b_1A\delta^{-1}$, we find

$$
\|\partial_\theta P\|_{L^2_{h_0 - \frac{\delta}{2}}} \leq 10\sigma^{-1}C_1,
$$

so

$$
(5.13) \quad \|P - P\|_{L^2_{h_0 - \frac{\delta}{2}}}, \|J - J\|_{L^2_{h_0 - \frac{\delta}{2}}} \leq b_3A^{2}\delta^{-2}\sigma^{-1}|\mu|,
$$

with $b_3 = 10 \cdot 2^d b_1 b_2$.

Proposition 5.1 provides also the inequalities

$$
\|P - P^{(1)}\|_{L^2_{h_0 - \frac{\delta}{2}}}, \|J - J^{(1)}\|_{L^2_{h_0 - \frac{\delta}{2}}} \leq b_4A^{2}\delta^{-2}\sigma^{-1}|\mu|,
$$

We thus end up with the inequalities

$$
(5.14) \quad \|P - P^{(1)}\|_{L^2_{h_0 - \frac{\delta}{2}}}, \|J - J^{(1)}\|_{L^2_{h_0 - \frac{\delta}{2}}} \leq b_4A^{2}\delta^{-2}\sigma^{-1}|\mu|,
$$

where we choose $b_4 \geq b_3 + b_1$ large enough (depending only on $u_1$ and $\Delta J$) so that all this holds for

$$
|\mu| \leq b_4^{-1}A^{-1}\delta\sigma.
$$

**Proposition 5.3. – The series of Proposition 3.1**

$$
\tilde{S}^+ = \tilde{S}_0(u) + \sum_{n \geq 1} \mu^n \tilde{S}_n^+(u, \varphi, z)
$$

converges for $|\mu| \leq b_4^{-1}A^{-1}\delta\sigma$ to

$$
\tilde{S}^+(u, \varphi, z, \mu) = \tilde{S}_0(u) - \mu \int_u^{+\infty} p_0(u')P(u', \varphi, z, \mu)\,du'
$$

and

$$
\partial_u(\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+) = \mu p_0(P - P^{(1)}), \quad \partial_\varphi(\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+) = \mu (J - J^{(1)}).
$$

**Theorem 3.1 follows from this proposition:** one checks that there exists a positive number $b_5$ which depends only on $u_1$ such that $\|p_0\|_1 \leq b_5\delta^{-1}$ and $\|p_0\|_1 \leq b_5\delta^{-2}$ (see Appendix B), thus the first inequality in (5.14) implies that for $|\mu| \leq b_4^{-1}A^{-1}\delta\sigma$,

$$
(5.15) \quad \begin{align*}
\|\partial_u(\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+)\|_{L^2_{h_0 - \frac{\delta}{2}}} & \leq b_4b_5A^2\delta^{-3}\sigma^{-1}|\mu|^2, \\
\|\partial_\varphi(\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+)\|_{L^2_{h_0 - \frac{\delta}{2}}} & \leq b_4b_5A^2(1 + \delta^{-1})\delta^{-3}\sigma^{-1}|\mu|^2.
\end{align*}
$$
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The second one can be rewritten
\[
\begin{bmatrix}
\|\partial_\varphi (\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+)|_{2,h_0}\| & \leq b_4 A^2 \delta^{-2} |\mu|^2,
\|\partial_u \partial_\varphi (\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+)|_{2,h_0}\| & \leq b_4 A^2 \delta^{-2} |\mu|^2.
\end{bmatrix}
\]

The Cauchy inequalities yield
\[
\|\partial_\varphi^2 (\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+)|_{2,h_0-\sigma}\| \leq 10 b_4 A^2 \delta^{-2} |\mu|^2,
\]
and, by integration, the first inequality in (5.15) implies also
\[
\left|(\tilde{S}^+ - \tilde{S}_0 - \mu \tilde{S}_1^+)(u, \varphi; z, \mu)\right| \leq \frac{1}{2} b_4 b_5 A^2 \delta^{-3} |\mu|^2 e^{-2u_1 - 2 \Re u}
\]
for \(u \in \mathcal{D}_{u_1, \delta}, \varphi \in \tilde{\mathcal{T}}_{h_0-\sigma} \) and \(z \in \Sigma_{u, \delta, \Delta, \beta}. \)

**Proof of Proposition 5.3.** – The formal manifold \(\mathcal{G}_r(dS^+)\) may be written
\[
\mathcal{W}^* = \begin{bmatrix}
q = q_0(u), \\
p = p_0(u) + \mu \sum_{n \geq 0} \mu^n \mathcal{P}^*_n(u, \varphi, z), \\
I = \mu \sum_{n \geq 0} \mu^n \mathcal{J}_n(u, \varphi, z),
\end{bmatrix}
\]
with coefficients \(\mathcal{P}^*_n = p_0^{-1} \partial_u \tilde{S}^+_{n+1}, \mathcal{J}^*_n = \partial_\varphi \tilde{S}^+_{n+1}\) exponentially decreasing at \(+\infty\) with respect to \(u\), and it is invariant by the Hamiltonian vector field
\[
\begin{bmatrix}
\dot{q} = p, \\
\dot{p} = \sin q - \mu \partial_\varphi F(q, \varphi), \\
\dot{I} = -\mu \partial_\varphi F(q, \varphi).
\end{bmatrix}
\]
The same is true for the Taylor expansion with respect to \(\mu\) of \(\mathcal{W}^*:\)
\[
\mathcal{W} = \begin{bmatrix}
q = q_0(u), \\
p = p_0(u) + \mu \sum_{n \geq 0} \mu^n \mathcal{P}_n(u, \varphi, z), \\
I = \mu \sum_{n \geq 0} \mu^n \mathcal{J}_n(u, \varphi, z),
\end{bmatrix}
\]
with \(\mathcal{P} = \sum \mu^n \mathcal{P}_n\) and \(\mathcal{J} = \sum \mu^n \mathcal{J}_n\).

This means that we have got two formal solutions, \((\mathcal{P}^*, \mathcal{J}^*)\) and \((\mathcal{P}, \mathcal{J})\), of the system
\[
\begin{bmatrix}
\dot{\mathcal{P}}_0(p_0 \mathcal{P}) = -\partial_u \tilde{F} - \mu (\mathcal{P} \partial_u \mathcal{P} + p_0 \alpha \mathcal{J} \cdot \partial_\varphi \mathcal{P}), \\
\dot{\mathcal{J}}_0 = -\partial_\varphi \tilde{F} - \mu (p_0^{-1} \mathcal{P} \partial_u \mathcal{J} + \alpha \mathcal{J} \cdot \partial_\varphi \mathcal{J}),
\end{bmatrix}
\]
which expresses the invariance by the Hamiltonian vector field. But this system has a unique formal solution whose coefficients decrease exponentially with respect to \(u\) at \(+\infty\), as is easily checked by using the invertibility of \(\dot{\mathcal{D}}_0\).

Therefore, we get for all \(n \geq 0\) the identities
\[
p_0^{-1} \partial_u \tilde{S}^+_{n+1} = \mathcal{P}_n, \quad \partial_\varphi \tilde{S}^+_{n+1} = \mathcal{J}_n,
\]
the first of which can be integrated:

\[ S_{u+1}^+(u, \varphi, z) = - \int_{u}^{+\infty} \rho_0(u') \mathcal{P}_n(u', \varphi, z) \, du'. \]

Remark 5.1. – The fact that \( W \) is Lagrangian stems from the isotropy of the torus \( T \). Indeed, the symplectic 2-form is preserved by the flow, but on \( W \), all the trajectories lead to \( T \) where it vanishes identically, thus it vanishes on \( W \) too: \( W \) is isotropic – and Lagrangian since it has dimension \( d + 1 \).

6. Proof of Proposition 3.3: straightening of the characteristic vector field \( D \)

In order to prove Proposition 3.3, we shall apply twice the fixed-point Theorem 5.1: once to find \( U \) and once to invert \( \text{Id} + \mu U \); then we shall deduce from the Cauchy inequalities bounds for the derivatives of \( U \) and \( V \) (each time the domain which we work in will shrink a little). We first define the appropriate Banach algebras.

6.1. Definitions and initial bounds

Let \( D \) and \( \Sigma \) be open subsets of \( \mathbb{C} \). We denote by \( B_{D \times \Sigma} \) the Banach algebra of all analytic functions in \( D \times \Sigma \) which extend continuously to bounded functions on the closure \( D \times \Sigma \) of that domain, equipped with the supremum norm, and by \( B_{D \times \Sigma}^p \) the subalgebra of the functions whose partial derivative with respect to the first variable belongs to \( B_{D \times \Sigma} \) too. For \( h > 0 \), we define then the Banach algebras \( B_{D \times \Sigma}(h) \) and \( B_{D \times \Sigma}^p(h) \) according to the construction of Section 5.2 (see formulas (5.2) and (5.3)).

Let us fix \( u_2 > 0 \), \( \Delta \beta \in [0, \arctan \frac{\pi}{2} u_2^2] \) and \( \delta, \sigma > 0 \). The last two parameters will be supposed small enough with respect to \( u_2^2 \) and \( \Delta \beta \), even if we do not mention it explicitly (for instance the half-aperture of the sectors \( D_{u_2, \delta}^- \) and \( D_{u_2, \delta}^+ \) must be larger than \( \Delta \beta \)). We define four domains

\[ D^{(i)} = D_{u^{(i)}, \frac{\delta}{6}}, \quad i = 0, 1, 2, 3, \]

by the conditions

\[ D^{(i)} = D_{u^{(i)}, \delta^{(i)}}, \quad u^{(i)}(i) = u_2 + \frac{(3 - i)\delta}{6 \sin \beta_2}, \quad \delta^{(i)} = \frac{3 + i}{6} \delta, \quad i = 0, 1, 2, \]

where \( \beta_2 \) denotes the half-aperture of the sectors \( D_{u_2, \delta}^- \) and \( D_{u_2, \delta}^+ \), so that

\[ D^{(i)} = D_{u_2, \delta}, \quad \left\{ u \in \mathbb{C} \mid \text{dist}(u, D^{(i)}) < \frac{\delta}{6} \right\} \subset D^{(i-1)}, \quad i = 3, 2, 1, \]
Since the sectors $\mathcal{D}_{u(i),\beta}^{\pm}$ have the same aperture, there is only one corresponding sector for the variable $z$:

$$\Sigma_{u(i), \beta(i), \Delta \beta} = \Sigma, \quad i = 0, 1, 2, 3.$$ 

The interest of these definitions is the property that for all $u$ in $\mathcal{D}^{(i)}$, the disk of centre $u$ and radius $\delta/6$ is contained in $\mathcal{D}^{(i-1)}$, which allows us to benefit from the Cauchy inequalities with respect to $u$. Observe that, if say $\delta \leq 1$, the numbers $u(0)$, $u(1)$ and $u(2)$ are bounded by a number $u_1$ which depends only on $u_2$ (one can take $u_1 = \frac{\pi}{2} \cot \beta$, where $\beta$ is the half-aperture of the sector $\mathcal{D}_{u(i)}^{\pm}$).

We shall write $B^{(i)}(u)$ or $B^{(i)}(u)$ instead of $B_{\mathcal{D}^{(i)}}(u) \times \Sigma$ or $B_{\mathcal{D}^{(i)}}(u) \times \Sigma$, and we shall use four different values of $h$:

$$h^{(3)} = h_0 - \sigma < h^{(2)} < h^{(1)} < h^{(0)} = h_0 - \frac{\sigma}{2}, \quad h^{(i)} = h_0 - \frac{3+i}{6}\sigma.$$ 

We shall obtain, for $|\mu|$ small enough,

$$\mathbb{U} \in B^{(1)}(h^{(1)}) \times \left[ B^{(1)}(h^{(1)}) \right]^d, \quad \mathbb{V} \in B^{(2)}(h^{(2)}) \times \left[ B^{(2)}(h^{(2)}) \right]^d.$$ 

When dealing with products of Banach spaces of this kind, we shall use as a norm the supremum of the norms of the components.

Section 5 provides initial bounds in $B^{(0)}(h^{(0)})$ for the vector field $\mathcal{D}$ that we want to straighten:

**Lemma 6.1.** – In the coordinates $(u, \varphi)$, the characteristic vector field $\mathcal{D}$ can be expressed as

$$\tilde{\mathcal{D}} = \tilde{\mathcal{D}}_0 + \mu \left( \tilde{\mathcal{D}}_u \frac{\partial}{\partial u} + \tilde{\mathcal{D}}_\varphi \cdot \frac{\partial}{\partial \varphi} \right),$$

with

$$\begin{cases} 
\tilde{\mathcal{D}}_u = \mu^{-1} \left( \frac{du_0}{du} \right)^2 \frac{\partial}{\partial u} \left( \frac{1}{2} (\tilde{S}^+ + \tilde{S}^-) - \tilde{S}_0 \right), \\
\tilde{\mathcal{D}}_\varphi = \mu^{-1} \alpha \frac{\partial}{\partial \varphi} \left( \frac{1}{2} (\tilde{S}^+ + \tilde{S}^-) - \tilde{S}_0 \right).
\end{cases}$$

If $\Delta \beta, \delta, \sigma$ are small enough, there exists a positive number $\mu_0$ such that the functions $\tilde{\mathcal{D}}_u, \tilde{\mathcal{D}}_{u1}, \ldots, \tilde{\mathcal{D}}_{u4}$ are analytic for

$$u \in \mathcal{D}^{(0)}, \quad \varphi \in T^{(0)} \mathcal{D}, \quad z \in \Sigma, \quad |\mu| < \mu_0.$$
Moreover, these functions and their partial derivatives belong to $B^{(1)}(h^{(0)})$, and there exist positive numbers $C_0, C_1$ such that

$$\|\tilde{D}_u\|_{h^{(0)}}^{(0)}, \|\tilde{D}_{\varphi_j}\|_{h^{(0)}}^{(0)} \leq C_0, \quad \|d\tilde{D}_u\|_{h^{(0)}}^{(0)}, \|d\tilde{D}_{\varphi_j}\|_{h^{(0)}}^{(0)} \leq C_1, \quad 1 \leq j \leq d.$$  

If $\delta \leq \sigma \leq 1$, one can take

$$\mu_0 = b_0^{-1} A^{-1} \delta \sigma, \quad C_0 = b_0 A \delta^{-1}, \quad C_1 = b_0 A \delta^{-1} \sigma^{-1},$$

where $A = \sigma^{-d} A(\delta/4, \sigma/4)$ and $b_0$ depends only on $u_2$ and $\Delta \beta$.

(Proof in Appendix B.)

6.2. Straightening of $D$ by $\text{Id} + \mu \mathcal{U}$

We now prove the first part of Proposition 3.3:

**Proposition 6.1.** There exist positive numbers $\mu_1$ and $M$, and there exist real-analytic functions $U_u, U_{\varphi_1}, \ldots, U_{\varphi_d}$ satisfying the following properties:

- the vector fields $\tilde{D}_0$ and $\tilde{D}_0 = \frac{\partial}{\partial v} + z \omega \cdot \frac{\partial}{\partial \theta}$ are conjugated by the mapping
  
  $$(u, \varphi) = (v, \theta) + \mu \mathcal{U}(v, \theta; z, \mu),$$

  with $\mathcal{U} = (U_u, U_{\varphi_1}, \ldots, U_{\varphi_d})$,

- these functions are analytic with respect to all their arguments; for $|\mu| \leq \mu_1$, they belong to $B^{(1)}(h^{(1)})$ with $\|U_u\|_{h^{(1)}}^{(1)}, \|U_{\varphi_j}\|_{h^{(1)}}^{(1)} \leq M$.

  More precisely, if $\delta \leq \sigma \leq 1$, one can take

  $$\mu_1 = b_1^{-1} A^{-1} \delta^2 \quad \text{and} \quad M = b_1 A \delta^{-1},$$

  where $A = \sigma^{-d} A(\delta/4, \sigma/4)$ and $b_1$ depends only on $u_2$ and $\Delta \beta$.

**Proof.** If we omit the variables $z$ and $\mu$, the equations to be solved can be written

$$\begin{cases} 
\tilde{D}_0^2 u = \tilde{D}_u \circ (\text{Id} + \mu \mathcal{U}), \\
\tilde{D}_0^2 \varphi_j = \tilde{D}_{\varphi_j} \circ (\text{Id} + \mu \mathcal{U}).
\end{cases}$$

(6.1)

In order to apply fixed-point Theorem 5.1, we shall define an inverse to the right for the operator $\tilde{D}_0$ in $B^{(1)}(h^{(1)})$.

The domain $\mathcal{D}^{(1)}$ is a lozenge whose corners are $u^{(1)}, i \rho, -u^{(1)}, -i \rho$, where

$$\rho = u^{(1)} \tan \beta_2 = \frac{\pi}{2} - \frac{2 \delta}{3 \cos \beta_2}. $$
(\beta_2 denotes the half-aperture of the sectors \(D_{u(1)}^-\) and \(D_{u(1)}^+\)).

\begin{equation}
\theta \in B(1)(h(1))
\end{equation}

**Lemma 6.2.** – Let \(\psi = \sum_{k \in \mathbb{Z}^d} \psi_k(v, z) e^{ik \cdot \theta} \in B^{(1)}(h^{(1)})\). The formulas

\[
\forall k \in \mathbb{Z}^d, \quad \chi_k(v, z) = \begin{cases} 
-e^{-izv \cdot \omega} \int_{v}^{i \rho} e^{iz \zeta k \cdot \omega} \psi_k(\zeta, z) d\zeta & \text{if } k \cdot \omega > 0, \\
-e^{-izv \cdot \omega} \int_{-i \rho}^{v} e^{iz \zeta k \cdot \omega} \psi_k(\zeta, z) d\zeta & \text{if } k \cdot \omega < 0, \\
\int_{0}^{v} \psi_k(\zeta, z) d\zeta & \text{if } k \cdot \omega = 0,
\end{cases}
\]

define a function \(\chi = \sum_{k \in \mathbb{Z}^d} \chi_k(v, z) e^{ik \cdot \theta}\) of \(B^{(1)}(h^{(1)})\) such that \(\tilde{D}_0 \chi\) coincides with \(\psi\). The correspondence \(\psi \mapsto \chi = E_\rho \psi\) defines an operator \(E_\rho : B^{(1)}(h^{(1)}) \rightarrow B^{(1)}(h^{(1)})\) which satisfies a bound

\[
\|E_\rho \psi\|_{B^{(1)}(h^{(1)})} \leq \kappa \|\psi\|^{(1)}_{B^{(1)}(h^{(1)})},
\]

where \(\kappa\) depends only on \(u_2\) and \(\Delta \beta\).

(This lemma is slightly reminiscent of [10], Lemma 3.3, which deals with a difference equation.)

**Proof of Lemma 6.2.** – We note that if \(v \in D^{(1)}\),

\[
\begin{aligned}
&\{-i \rho, v\} \subset D^{(1)}, \quad |v + i \rho|^2 \leq \sigma^2 + u_1^2, \\
&\{v, +i \rho\} \subset D^{(1)}, \quad |v - i \rho|^2 \leq \sigma^2 + u_1^2,
\end{aligned}
\]

where the number \(u_1\) depends only on \(u_2\) and is larger than \(u^{(1)}\).

Suppose that \(k \cdot \omega > 0, (v, z) \in \overline{D^{(1)}} \times \Sigma\) and \(\zeta \in [v, +i \rho]\). We have

\[
|e^{-izv \cdot \omega + iz \zeta k \cdot \omega}| = e^{-k \cdot \omega \Im(m(\zeta - zv))} \leq 1,
\]

since \(\Im(m(zv)) \leq \Im(m(\zeta)) \leq \Im(m(iz))\). Thus \(|\chi_k(v, z)| \leq |v - i \rho| \|\psi_k\|^{(1)}\), and

\[
\|\chi_k\|^{(1)} \leq (\sigma^2 + u_1^2)^{1/2} \|\psi_k\|^{(1)}.
\]
In fact, the previous inequality holds also if \( k \cdot \omega < 0 \) or \( k \cdot \omega = 0 \). Thus \( \chi \in B^{(1)}(h^{(1)}) \) and 
\[
\| \chi \|^{(1)}_{B^{(1)}(h^{(1)})} \leq (\pi^2 + u_1^2)^{1/2} \| \psi \|^{(1)}_{B^{(1)}(h^{(1)})}.
\]
Since for all \( k \in \mathbb{Z}^d \), \( \partial_k \chi_k + izk \cdot \omega \chi_k = \psi_k \), the function \( \chi \) satisfies the partial differential equation 
\[
\tilde{D}_0 \chi = \psi
\]
in \( D^{(1)} \times T^{(1)}_{h^{(1)}} \times \Sigma \).

But we can derive another bound by using the inequality 
\[
\Im (zw) \geq |zw| \sin \Delta \beta,
\]
where \( w = i \rho - v \), in the case where \( k \cdot \omega > 0 \): if we parametrize the segment of integration by \( \zeta = v + \xi w \), \( \xi \in [0,1] \), we obtain 
\[
|\chi_k(v,z)| \leq \| \psi_k \|^{(1)}_{B^{(1)}(h^{(1)})} \int_0^1 e^{-\xi k \cdot \omega \Im (zw)} d\xi \leq \frac{|w|}{k \cdot \omega \Im (zw)} \| \psi_k \|^{(1)}_{B^{(1)}(h^{(1)})},
\]
hence 
\[
\|zk \cdot \omega \chi_k\|^{(1)} \leq \frac{1}{\sin \Delta \beta} \| \psi_k \|^{(1)}_{B^{(1)}(h^{(1)})}.
\]
In the case where \( k \cdot \omega < 0 \), we would obtain the same inequality by using \( w = v + i \rho \). Finally, in all cases, 
\[
\| \partial_k \chi_k \|^{(1)} \leq \left( 1 + \frac{1}{\sin \Delta \beta} \right) \| \psi_k \|^{(1)}_{B^{(1)}(h^{(1)})}
\]
because of the partial differential equation, thus \( \chi \) belongs to \( B^{(1)}(h^{(1)}) \) and we have the desired bound. \( \square \)

Remark 6.1. – One checks easily that, if \( \psi \) is real-analytic, \( \chi = E_{\rho,\psi} \) is real-analytic too.

End of the proof of Proposition 6.1. – System (6.1) is thus equivalent to the equation \( F_{\mu}(U) = U \) where the mapping \( F_{\mu} \) is defined by the formulas 
\[
F_{\mu}(U) = U^* \begin{cases} 
U_{\mu}^* = E_\rho [\tilde{D}_0 \circ (\Id + \mu U)], \\
U_{\phi, j}^* = E_\rho [\tilde{D}_{\phi, j} \circ (\Id + \mu U)], \quad 1 \leq j \leq d.
\end{cases}
\]
In order to specify its domain of definition and to study that mapping, we apply the following lemma, which is analogous to Lemma 5.1 but with the variable \( v \) involved as well as the angular variables \( \theta_j \):

Lemma 6.3. – Let \( D \) and \( D^* \) be open subsets of \( \mathbb{C} \) and \( h \) a positive number. Suppose that for each \( v \) in \( \overline{D} \), the closed disk of centre \( v \) and radius \( \frac{\delta}{2} \) is contained in \( \overline{D^*} \), and let \( h^* = h + \frac{\delta}{2} \).

Suppose \( G \in B_{D^* \times \Sigma}(h^*) \) with \( dG \in [B_{D^* \times \Sigma}(h^*)]^{d+1} \) and let \( \mu \in \mathbb{C} \) and 
\[
A = \left\{ U = (\chi, \psi) \in B_{D \times \Sigma}(h) \times [B_{D \times \Sigma}(h)]^d ; \; \| \mu U \|_h \leq \inf \left\{ \frac{\delta}{12}, \frac{\sigma}{12} \right\} \right\}.
\]
The formula
\[ \forall U = (\chi, \psi) \in A, \quad G(U) = G \circ (\text{Id} + \mu U) \]
\[ := \sum_{(r_0, r) \in \mathbb{N} \times \mathbb{N}^d} \frac{\mu^{r_0 + |r|}}{r_0! r_1! \cdots r_d!} \chi^{r_0} \psi_1^{r_1} \cdots \psi_d^{r_d}(\partial_r)^{r_0}(\partial_b)^r G \]
defines a mapping from \( A \) to \( \mathcal{B}_{D \times \Sigma}(h) \) which satisfies:
\[ \forall U, U' \in A, \quad \|G(U') - G(U)\|_h \leq 2^{d+1}(d + 1)\|\mu\|\|\partial^* G\|, \|U' - U\|_h. \]

(Proof in Appendix A.)

From now on we shall assume that \( \delta \leq \sigma \leq 1 \) in order to indicate explicit constants (but it will be clear that, if this is not the case, there still exist constants which satisfy the desired inequalities). Specializing the previous lemma with \( D = D^{(1)} \subset D^* = D^{(0)} \) and \( h = h^{(1)} < h^* = h^{(0)} \), we find that our mapping \( F_\mu \) is defined at least for \( \|\mu U\|^{(1)}_{h^{(1)}} \leq \frac{1}{12} \) (and \( |\mu| < \mu_0 \)).

By virtue of Lemmas 6.1 and 6.2, \( F_\mu(0) = (E_\mu \tilde{D}_u, E_\mu \tilde{D}_\varphi) \) satisfies
\[ \|F_\mu(0)\|^{(1)}_{h^{(1)}} \leq c' := \kappa b_0 A^\delta. \]

In view of applying Theorem 5.1 we define the Banach space \( \mathbb{B}^{(1)} = \mathbb{B}^{(1)}(h^{(1)}) \times [\mathbb{B}^{(1)}(h^{(1)})]^{d} \), denote by \( \|\cdot\|^{(1)}_{h^{(1)}} \) its norm, and we restrict the domain of definition of \( F_\mu \) to \( \{U \in \mathbb{B}^{(1)} : \|U\|^{(1)}_{h^{(1)}} \leq 2c'\} \) assuming
\[ |\mu| \leq \mu^* := \delta \frac{1}{12} \frac{1}{2c'} = \frac{1}{24\kappa b_0} A^{-1}\delta^2. \]

We observe now that, for \( \|U\|^{(1)}_{h^{(1)}}, \|U'\|^{(1)}_{h^{(1)}} \leq 2c' \), the images \( U^* = F_\mu(U) \) and \( U'^* = F_\mu(U') \) satisfy
\[ \|U'^* - U^*\|^{(1)}_{h^{(1)}} \leq c''|\mu|\|U' - U\|^{(1)}_{h^{(1)}}, \]
with \( c'' = 2^{d+1}(d + 1)\kappa C_1 = 2^{d+1}(d + 1)\kappa b_0 A^\delta \sigma^{-1} \). We thus obtain a solution \( U \in \mathbb{B}^{(1)} \) which satisfies
\[ \|U\|^{(1)}_{h^{(1)}} \leq b_1 A^{\delta - 1} \quad \text{for} \quad |\mu| \leq \mu_1 = b_1^{-1} A^{-1} \delta^2 \]
with a positive number \( b_1 \) which depends only on \( u_2 \) and \( \Delta \beta \). And one checks easily that \( U \) is real-analytic thanks to Remark 6.1. \( \square \)

6.3. Inversion of \( \text{Id} + \mu U \) and end of the proof of Proposition 3.3

**Proposition 6.2.** There exist positive numbers \( \mu_2 \) and \( N \), with \( \mu_2 \leq \mu_1 \), and there exists a real-analytic vectorial function \( \mathcal{V} = (\mathcal{V}_0, \mathcal{V}_\varphi, \ldots, \mathcal{V}_\varphi) \) which satisfies the following properties:
- the components of \( \mathcal{V} \) are analytic with respect to \((u, \varphi, z, \mu)\); for \( |\mu| \leq \mu_2 \), they belong to \( \mathcal{B}^{(2)}(h^{(2)}) \) and \( \|\mathcal{V}_0\|^{(2)}_{h^{(2)}}, \|\mathcal{V}_\varphi\|^{(2)}_{h^{(2)}} \leq N; \)
- for \( u \in D^{(1)} \), \( \varphi \in T^\Sigma_{h^{(1)}}, z \in \Sigma \) and \( |\mu| \leq \mu_2 \), the point \((u, \varphi) + \mu \mathcal{V}(u, \varphi, z, \mu)\) belongs to \( T^{(1)} \times T^\Sigma_{h^{(1)}} \) and its image by \( \text{Id} + \mu U \) coincides with \((u, \varphi)\).

More precisely, if \( 2\delta \leq \sigma \leq 1 \), one can take
\[ \mu_2 = b_2^{-1} A^{-1} \delta^2 \quad \text{and} \quad N = b_2 A \delta^{-1}, \]

\[ \kappa = 1, \quad c = 1, \quad b_1 = 1, \quad b_2 = 1, \quad A = 1. \]
where \(A = \sigma^{-d} A(\delta/4, \sigma/4)\) and \(b_2\) depends only on \(u_2\) and \(\Delta \beta\).

**Proof.** – The equation to be solved is \(\mathcal{V} = \mathcal{F}_\mu(\mathcal{V})\), where
\[
\mathcal{F}_\mu(\mathcal{V}) := -\mathcal{U} \circ (\text{Id} + \mu \mathcal{V}).
\]

We use Lemma 6.3 with a slight adaptation: we define \(\mathcal{D} = \mathcal{D}(2) \subset C = \mathcal{D}(1)\) and \(h = h^{(2)} < h^* = h^{(1)}\). Since \(h^{(1)} = h^* + \frac{\delta}{2}\), we can use the Cauchy inequalities for \(\mathcal{U}\) in order to obtain bounds in \(\mathbb{B}^* := \mathcal{B}^*(h^*) \times [\mathcal{B}^*(h^*)]^d\).

(6.2)
\[
\|\partial h \mathcal{U}\|_{h^*} \leq \|\mathcal{U}\|_{h^*} \leq M, \quad \|\partial h \mathcal{U}\|_{h^*} \leq 12\sigma^{-1} M.
\]

We shall suppose \(\sigma \leq 1\) and we retain that \(\|\partial h \mathcal{U}\|_{h^*} \leq 12\sigma^{-1} M\). According to Lemma 6.3, \(\mathcal{F}_\mu(\mathcal{V})\) is defined as soon as \(\mathcal{V} \in \mathbb{B}(2) := \mathcal{B}(2) \times [\mathcal{B}(h^*)]^d\) and \(\|\mathcal{U}\|_{h^*} \leq \inf\{\delta/12, \sigma/24\}\). From now on we shall suppose \(2\delta \leq \sigma\).

Let us check the hypotheses of Theorem 5.1: the first approximation is \(\mathcal{F}_\mu(0) = -\mathcal{U}\) and
\[
\|\mathcal{F}_\mu(0)\|_{h^*} \leq c' := M = b_1 A\delta^{-1}.
\]

We can restrict \(\mathcal{F}_\mu\) to the set \(\{\mathcal{V} \in \mathbb{B}(2); \|\mathcal{V}\|_{h^*} \leq 2c'\}\) if we suppose
\[
|\mu| \leq \mu^* := \frac{\delta}{12} \cdot \frac{1}{2c'} = \frac{1}{24b_1} A^{-1}\delta^2.
\]

And if \(\|\mathcal{V}\|_{h^*}, \|\mathcal{V}'\|_{h^*} \leq 2c'\), we find
\[
\|\mathcal{F}_\mu(\mathcal{V}) - \mathcal{F}_\mu(\mathcal{V}')\|_{h^*} \leq c'' |\mu| \|\mathcal{V}' - \mathcal{V}\|_{h^*}
\]
with \(c'' = 2d+1(d+1) \cdot 12\sigma^{-1} M = 12 \cdot 2d+1(d+1) b_1 A\delta^{-1} M\). We thus obtain a solution \(\mathcal{V} \in \mathbb{B}(2)\) which satisfies \(\|\mathcal{V}\|_{h^*} \leq 2b_2 A\delta^{-1}\) for \(|\mu| \leq \mu_2 = b_2 = b_2(u_2, A, \Delta \beta)\). Of course \(\mathcal{V}\) is real-analytic since \(\mathcal{U}\) is.

According to Proposition 6.2, for \(z \in \Sigma\) and \(|\mu| \leq \mu_2\), the image of \(\mathcal{Y}(2) \times \mathbb{T}(h^*)\) by \(\text{Id} + \mu \mathcal{V}\) is contained in \(\mathcal{D}(1) \times \mathbb{T}(h^*)\) and \((\text{Id} + \mu \mathcal{U}) \circ (\text{Id} + \mu \mathcal{V}) = \text{Id}\). Moreover, we can ensure the injectivity of \(\text{Id} + \mu \mathcal{U}\) on \(\mathcal{D}(2) \times \mathbb{T}(h^*)\) by taking \(b_2\) large enough, thanks to the inequalities (6.2). This means that \(\text{Id} + \mu \mathcal{U}\) induces a bijection between \(\mathcal{D}(2) \times \mathbb{T}(h^*)\) and \((\text{Id} + \mu \mathcal{U})^{-1}(\mathcal{D}(2) \times \mathbb{T}(h^*))\) and its image, the reciprocal being \(\text{Id} + \mu \mathcal{V}\).

Since \(\|\mathcal{U}\|_{h^*} \leq M\) and \(\|\mathcal{V}\|_{h^*} \leq N\), the sets \((\text{Id} + \mu \mathcal{U})^{-1}(\mathcal{D}(2) \times \mathbb{T}(h^*))\) and \((\text{Id} + \mu \mathcal{U})(\mathcal{D}(2) \times \mathbb{T}(h^*))\) contain \(\mathcal{D}(3) \times \mathbb{T}(h^*)\) as soon as \(|\mu| |\mathcal{M} \leq \inf\{ \delta/2, \sigma/4 \}\) and \(|\mu| |\mathcal{N} \leq \inf\{ \delta/2, \sigma/4 \}\). Thus, for \(|\mu| \leq \inf\{ M^{-1}, N^{-1}\} \cdot \inf\{ \delta/2, \sigma/4 \}\), we have by restriction a bijection \(\text{Id} + \mu \mathcal{U}\) between \(\mathcal{D}(3) \times \mathbb{T}(h^*)\) and its image, and a bijection \(\text{Id} + \mu \mathcal{V}\) between \(\mathcal{D}(3) \times \mathbb{T}(h^*)\) and its image. The Cauchy inequalities provide the desired bounds for their partial derivatives in \(\mathcal{D}(3) \times \mathbb{T}(h^*)\).

**Appendix A. Fourier norms and composition lemmas**

Let \(\mathcal{B}\) be a Banach algebra, denote by \(\|\cdot\|\) its norm, and let \(h > 0\).
Let us check that $$\|\psi - \psi^{(n)}\|_h$$ tends to zero: let $$\varepsilon > 0$$; we fix $$N \in \mathbb{N}$$ such that, for all $$n, m \geq N$$, $$\|\psi^{(n)} - \psi^{(m)}\|_h \leq \varepsilon$$, and we fix $$K \in \mathbb{N}^*$$ such that

$$\sum_{|k| \leq K} \|\psi_k^{(N)}\| e^{|k|h} \leq \varepsilon, \quad \sum_{|k| \geq K} \|\psi_k\| e^{|k|h} \leq \varepsilon. \tag{1}$$

We observe that for $$n \geq N$$,

$$\sum_{|k| \geq K} \|\psi_k^{(n)}\| e^{|k|h} \leq \sum_{|k| < K} \|\psi_k^{(n)}\| e^{|k|h} + \left(\sum_{|k| \geq K} \|\psi_k\| e^{|k|h}\right) \leq 2\varepsilon,$$

and

$$\sum_{k \in \mathbb{Z}^d} \|\psi_k - \psi_k^{(n)}\| e^{|k|h} \leq \sum_{|k| < K} \|\psi_k - \psi_k^{(n)}\| e^{|k|h} + \sum_{|k| \geq K} \|\psi_k\| e^{|k|h} + \sum_{|k| \geq K} \|\psi_k^{(n)}\| e^{|k|h}.$$

But for $$n$$ large enough the first sum in the right-hand side is less than $$\varepsilon$$, thus $$\|\psi - \psi^{(n)}\|_h \leq 4\varepsilon.$$  \( \square \)

The inequality for the product $$\|\psi\|_h \leq \|\psi\|_h \|\chi\|_h$$ is obvious. Let us prove the Cauchy inequalities:

$$\left\| (\partial_{\theta})^r \psi \right\|_h \leq r_1! \cdots r_d! (h^* - h)^{-r} \|\psi\|_h.$$ 

if $$0 < h < h^*$$, $$\psi \in \mathcal{B}(h^*)$$ and $$r \in \mathbb{N}^d$$. We have

$$\left\| (\partial_{\theta})^r \psi \right\|_h = \sum_{k \in \mathbb{Z}^d} \left\| k_1^{r_1} \cdots k_d^{r_d} \psi_k \right\| e^{|k|h} \leq M_1 \cdots M_d \|\psi\|_h,$$

with $$M_j = \sup_{k_j \in \mathbb{N}} \left\{ k_j^{r_j} e^{-(h^* - h)k_j} \right\}$$ for $$j = 1, \ldots, d$$, and we observe that

$$M_j \leq (h^* - h)^{-r_j} \sup_{r \geq 0} \left\{ f^{(r)} e^{-rf} \right\} \leq (h^* - h)^{-r_j} r_j^{r_j} e^{-r_j} \leq (h^* - h)^{-r_j} r_j!.$$  \( \square \)

\textbf{Proof of Lemma 5.1.} – We suppose that we are given $$G \in \mathcal{B}(h^*)$$ and $$\psi \in \mathcal{B}(h)^d$$ which satisfy the assumptions of the lemma. We apply the Cauchy inequalities to $$G$$ and we observe that

$$\left\| \frac{\mu}{r_1! \cdots r_d!} \psi^{(r_1)} \cdots \psi^{(r_d)} (\partial_{\theta})^r G \right\|_h \leq \|\mu\|_h \|\psi\|_h \|\psi\|_h \|\psi\|_h \leq 2^{-|r|} \|G\|_h^*.$$
hence the convergence in $B(h)$ of the series which defines $G(\psi)$, and the inequality $\|G(\psi)\|_h \leq 2^d\|G\|_{h^*}$.

We suppose now that we are given $\psi$ and $\psi'$ in $A$. According to what has just been proved, for each $t \in [0, 1]$, $\partial_t G \circ (\text{Id} + \mu[t \psi + (1 - t) \psi'])$ is bounded in $B(h)$ by $2^d\|\partial_t G\|_{h^*}$. But

$$G(\psi') - G(\psi) = \mu(\psi' - \psi) \cdot \int_0^1 \partial_t G \circ (\text{Id} + \mu[t \psi + (1 - t) \psi']) dt,$$

hence the result. □

**Proof of Lemma 6.3.** — The proof is the same as for Lemma 5.1, except that there is one more variable involved. The Cauchy inequalities that we use are

$$\|\partial_e^\alpha (\partial_t) G\|_h \leq r_0!r_1! \cdots r_d! \left(\frac{\delta}{6}\right)^{\alpha} \left(\frac{\sigma}{\delta}\right)^{|t|} \|G\|_{h^*}. \quad \Box$$

**Appendix B. Initial bounds**

We first adopt the notations of Section 5. The numbers $u_1$, $\delta$, $\sigma$ and $\Delta \beta$ are given, with $\delta \leq \sigma \leq \lambda^{-2}$.

**Proof of Lemma 5.3.** — According to inequality (1.9),

$$\forall (u, \varphi) \in C_\delta \times \prod_{h_0 - \frac{\pi}{4}}, \quad |\tilde{F}(u, \varphi)| \leq A(\delta/2, \sigma/2) e^{-2|\Re u|}.\nonumber$$

The Cauchy inequalities with respect to $u$ show that

$$\forall (u, \varphi) \in C_\delta \times \prod_{h_0 - \frac{\pi}{4}}, \quad \left\{\begin{array}{l}
e^{-2u_1 + 2|\Re u|} |\tilde{F}(u, \varphi)| \leq e^{2u_1} A(\delta/2, \sigma/2), \\
e^{2u_1 + 2|\Re u|} |\partial_u \tilde{F}(u, \varphi)| \leq e^{2u_1 + 1} A(\sigma/2, \sigma/2). 
\end{array}\right.\nonumber$$

(We have used the fact that $\delta \leq 1$.) Since $D_{u_1, \delta}^+ \subseteq C_\delta$, the inequalities (5.4) provide a constant $c_0$ which depends only on the dimension $d$ such that

$$\|\tilde{F}\|_{2, h_0 - \frac{\pi}{8}} \leq c_0 e^{2u_1} A \quad \text{and} \quad \|\partial_u \tilde{F}\|_{2, h_0 - \frac{\pi}{8}} \leq c_0 e^{2u_1} A d^{-1},\nonumber$$

where $A = \sigma^{-d} A(\delta/2, \sigma/2)$. The Cauchy inequalities with respect to the angles now allow to bound $\|\partial_{\varphi_j} \tilde{F}\|_{2, h_0 - \frac{\pi}{8}}$, $\|\partial_u \tilde{F}\|_{2, h_0 - \frac{\pi}{8}}$, $\|\partial_{\varphi_j} \tilde{F}\|_{2, h_0 - \frac{\pi}{8}}$ and $\|\partial_u \tilde{F}\|_{2, h_0 - \frac{\pi}{8}}$. □

**Bounds for $p_0$ and $p'$.** — We can write $p_0(u) = e^{-u} f(u)$ where $f(u) = 4(1 + e^{-2u})^{-1}$ is $2\pi$-periodic and meromorphic, with simple poles at $i\pi/2$ and $-i\pi/2$. A compacity argument shows that, if $u$ belongs to the intersection of $C_{\delta/2}$ and the strip $\{-u_1 \leq \Re u \leq 1\}$, $f(u)$ satisfies an inequality

$$|f(u)| \leq b \delta^{-1},\nonumber$$

where the positive number $b$ depends only on $u_1$. On the other hand, for $\Re u \geq 1$, $|f(u)|$ is bounded by $|1 - e^{-2}|^{-1}$. Thus

$$\forall u \in C_{\delta/2}, \quad \Re u \geq -u_1 \implies |p_0(u)| \leq b' \delta^{-1} e^{-\Re u},\nonumber$$
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where $b'$ depends only on $u_1$. The Cauchy inequalities allow us to conclude that

$$\|p_0\|_1 \leq b_5 \delta^{-1} \quad \text{and} \quad \|p_0'\|_1 \leq b_5 \delta^{-2}$$

for some $b_5$ which depends only on $u_1$.

**Proof of Lemma 6.1.** – We now adopt the notations of Section 6. The first assertion of Lemma 6.1 is a simple restatement of formula (3.7). Let us denote by $p_0$ the function $\frac{d\phi}{d\alpha}$. According to Proposition 5.3, we had

$$\partial_u(\tilde{S}^+ - \tilde{S}_0) = \mu p_0 \mathcal{P}^+ := \mu p_0 \mathcal{P}, \quad \partial_{\phi}(\tilde{S}^+ - \tilde{S}_0) = \mu \mathcal{J}^+ := \mu \mathcal{J},$$

and if we use again the bounds of Section 5 but with $(u^{(0)}, \delta/2, \sigma/2)$ replacing $(u_1, \delta, \sigma)$, especially the bounds for $\mathcal{P} - \mathcal{P}$ and $\mathcal{J} - \mathcal{J}$ in inequality (5.13) and the bounds for $\mathcal{P}$ and $\mathcal{J}$ in Proposition 5.1, we find

$$\|\mathcal{P}^+\|^{(0)}_{K^{(0)} + \frac{\delta}{\alpha}} \leq b' A \delta^{-1}$$

for $|\mu| \leq \mu_0 = b' A^{-1} \delta \sigma$, where $A = \sigma^{-d} A(\delta/4, \sigma/4)$ and $b'$ depends only on $u_2$ and $\Delta \beta$.

The functions $\partial_u(\tilde{S}^+ - \tilde{S}_0) = \mu p_0 \mathcal{P}^-$ and $\partial_{\phi}(\tilde{S}^+ - \tilde{S}_0) = \mu \mathcal{J}^-$ satisfy the same kind of inequalities, and we have

$$\tilde{D}_u = \frac{1}{2} b_0^{-1} (\mathcal{P}^+ + \mathcal{P}^-), \quad \tilde{D}_{\phi_j} = \frac{1}{2} \alpha_j (\mathcal{J}_j^+ + \mathcal{J}_j^-), \quad j = 1, \ldots, d,$$

where the function $b_0^{-1}$ and its derivative are bounded in $\mathcal{D}^{(0)}$ by a number which depends only on $u_2$. We thus obtain

$$\|\tilde{D}_u\|^{(0)}_{K^{(0)} + \frac{\delta}{\alpha}} \leq b'' A \delta^{-1}$$

with some new $b'' = b''(u_2, \Delta \beta)$ and we can conclude by the Cauchy inequalities.  
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