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ABSTRACT. – We develop a Serre–Tate theory for moduli spaces of PEL type. This leads us to study Barsotti–Tate groups $X$ equipped with an action $\iota$ of a $\mathbb{Z}_p$-algebra and possibly also a polarization $\lambda$. We define a notion of ordinarity for such triples $\mathfrak{X} = (X, \iota, \lambda)$. If we work over $k = \overline{k}$ and fix suitable discrete invariants, such as the CM-type, we prove that there is a unique ordinary object, up to isomorphism. We introduce a new structure, called a cascade, that generalizes the notion of a biextension, and we show that the formal deformation space of an ordinary triple has a natural cascade structure. In particular, our theory gives rise to canonical liftings of ordinary objects. In the final section of the paper we apply our theory to the study of congruence relations.
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RéSUMÉ. – Nous développons une “théorie de Serre–Tate” pour les espaces de modules de type PEL. Ceci nous mène à étudier les groupes de Barsotti–Tate $X$ munis d’une action $\iota$ d’une $\mathbb{Z}_p$-algèbre et éventuellement d’une polarisation $\lambda$. Nous définissons une notion d’ordinarité pour de tels systèmes $\mathfrak{X} = (X, \iota, \lambda)$. Nous démontrons que, sur $k = \overline{k}$, en fixant certains invariants comme le “type CM”, il n’existe qu’un seul objet ordinaire, à isomorphisme près. Nous introduisons une nouvelle structure, appelée cascade, généralisation de la notion de biextension, et nous prouvons que l’espace de déformations formelles d’un objet ordinaire admet une structure naturelle de cascade. En particulier, notre théorie donne des relèvements canoniques des objets ordinaires. Dans la dernière section nous appliquons notre théorie à l’étude de relations de congruence.
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Introduction

0.1. Let $A$ be an abelian variety over a perfect field $K$ of characteristic $p > 0$. The “Serre–Tate theory” in the title of this paper refers to a collection of results about the formal deformations of $A$ in case $A$ is ordinary. The first main results are described in the Woods Hole report of Lubin, Serre and Tate [19]. Related results were obtained by Dwork and were shown to agree with those of Serre and Tate. As references we cite Deligne [4], Katz [13], and Messing [21].

One of the main points in Serre–Tate theory is the statement that, if $A$ is ordinary, its formal deformation space has a canonical structure of a formal group (in fact, a formal torus) over $W(K)$. In particular, this leads to a canonical lifting $A^\text{can}$ over $W(K)$, corresponding to the identity section of the formal group. If $K$ is finite then this canonical lifting is characterized by the fact that all endomorphisms of $A$ lift to endomorphisms of $A^\text{can}$.

1 Research made possible by a fellowship of the Royal Netherlands Academy of Arts and Sciences.
The main goal of this paper is to generalize this theory to moduli spaces of PEL type. Roughly speaking these are moduli spaces for triples $A = (A, i, \lambda)$ where $i: O \to \text{End}(A)$ is an action of a given ring $O$ by endomorphisms and $\lambda$ is a polarization. The precise formulation of the moduli problem is somewhat involved; see Section 4.1 for details. Let us remark that one also fixes certain discrete invariants, such as the structure of the tangent space $\text{Lie}(A)$ as an $O$-module. This invariant, classically referred to as the CM-type, plays an important role in this paper.

0.2. Let $\mathcal{A}_g$ be the moduli stack of principally polarized abelian varieties. In some cases the classical Serre-Tate theory “induces” results for Shimura subvarieties of $\mathcal{A}_g$. Namely, let $E$ be a number field and suppose $S \hookrightarrow \mathcal{A}_g \otimes E$ is an irreducible component of a Shimura subvariety. If $v$ is a prime of $E$ above $p$, consider the integral model $\mathcal{S} \hookrightarrow \mathcal{A}_g \otimes O_{E,v}$ obtained by taking the Zariski closure of $S$ inside $\mathcal{A}_g$. If $x \in \mathcal{S} \otimes \kappa(v)$ is ordinary as a point of $\mathcal{A}_g$ we obtain, taking formal completions at $x$, formal schemes $\mathcal{S}_x \subset \mathfrak{A}_x$ over $W(\kappa(v))$. Now $\mathfrak{A}_x$ has a canonical structure of a formal torus, and it is known that $\mathcal{S}_x$ is a formal subtorus of $\mathfrak{A}_x$. (At finitely many places $v$ this requires a slight refinement.) If $S$ is of PEL type this follows from the results of Deligne and Illusie in [4]; in the general case this was proven by Noot in [27]. Thus, $\mathcal{S}_x$ “inherits” a formal group structure from $\mathfrak{A}_x$.

However, in the situation just considered it may happen that the special fibre of $\mathcal{S}$ does not meet the ordinary locus of $\mathcal{A}_g$. In that case the previous results give us nothing. To arrive at a meaningful theory we need a new notion of ordinarity. This is where the work starts.

0.3. Definition of ordinarity. Let $A$ be an abelian variety over a field $K$ of characteristic $p$. For simplicity assume that $A$ admits a prime-to-$p$ polarization. There are several ways to define what it means for $A$ to be ordinary. One possible definition is based on the classification of Barsotti–Tate groups up to isogeny over an algebraically closed field (Dieudonné, Manin). So, if $K \subset k = k$ then $A$ with $\dim(A) = g$ is ordinary if $A_k[p^\infty]$ is isogenous to $(\mathbb{Q}_p/Z_p)^g \times \mathbb{G}_m^g$.

Another approach uses only the $p$-kernel of $A$. Namely, we have $A[p](k) \cong (\mathbb{Z}/p\mathbb{Z})^g$ for some $f \in \{0, \ldots, g\}$, called the $p$-rank of $A$. Then another definition of ordinarity is given by the condition that the $p$-rank is maximal, i.e., $f = g$. This is equivalent to the statement that $A_k[p]$ is isomorphic, as a group scheme, to $(\mathbb{Z}/p\mathbb{Z})^g \times \mathbb{G}_m^g$.

It is well known that the above two definitions of ordinarity are equivalent. What is more, if $A$ is ordinary then $A_k[p^\infty]$ is even isomorphic to $(\mathbb{Q}_p/Z_p)^g \times \mathbb{G}_m^g$.

The two approaches to ordinarity are best viewed in terms of stratifications of $\mathcal{A}_g$. On the one hand, the classification of BT (Barsotti–Tate groups) up to isogeny gives rise to a Newton Polygon stratification of $\mathcal{A}_g$ in characteristic $p$. Two moduli points are in the same NP-stratum iff the associated BT are isogenous. On the other hand, there is a classification of $p$-kernel group schemes over $k = k$ up to isomorphism, due to Kraft. This gives rise to the so-called Ekedahl–Oort stratification of $\mathcal{A}_g \otimes \mathbb{F}_p$, in which two points are in the same stratum iff the associated $p$-kernel group schemes are isomorphic. For more details about these stratifications we refer to Oort, [28] and [29] and Rapoport’s report [30]. Although the two stratifications are in many respects very different, they each have a unique open stratum (the ordinary locus), and part of what was said above can be rephrased by saying that these two open subsets of $\mathcal{A}_g \otimes \mathbb{F}_p$ are actually the same.

Let us now consider a PEL moduli problem. We restrict our attention to primes of good reduction. Essentially this means that we work in characteristic $p > 2$ such that (with $O$ as in 0.1) $O \otimes \mathbb{Z}_p$ is a maximal order in a product of matrix algebras over unramified extensions of $\mathbb{Q}_p$. The PEL moduli problem is represented by a stack $\mathcal{A}_g$ which is smooth over a finite unramified extension $O_{E,v}$ of $\mathbb{Z}_p$; here the subscript $\mathcal{S}$ refers to the precise data that have been fixed in order to define the moduli problem.
To a triple $A = (A, \iota, \lambda)$ we can associate $X := A[p\infty]$ with its induced action of $O \otimes \mathbb{Z}_p$ and polarization $\lambda$. A classification theory for such triples $X := (X, \iota, \lambda)$ up to isogeny was developed by Kottwitz [16] and Rapoport and Richartz [31]. Their results give rise to a stratification of $\mathcal{A}_g$; we refer to this as the (generalized) NP stratification. A point $x \in \mathcal{A}_g$ is said to be $\mu$-ordinary if it lies in an open (= maximal-dimensional) NP stratum.

On the other hand, we may consider $Y := A[p]$ with its induced action of $O \otimes \mathbb{F}_p$ and polarization $\lambda$. A classification of such triples $Y := (Y, \iota, \lambda)$ was given by the author in [24]. (This extends results of Kraft [18] and of Oort [28] in the Siegel modular case; in the Hilbert modular case our results had previously been obtained by Goren and Oort [9].) Again this gives rise to a stratification of $\mathcal{A}_g$, referred to as the (generalized) EO stratification. See also Wedhorn [38]. We say that a point $x \in \mathcal{A}_g$ is $[p]$-ordinary if it lies in an open EO stratum.

Our results in [24] include a completely explicit description of the triples $Y$ that occur, in terms of their Dieudonné modules. In particular, we can describe the triple $Y$ that corresponds to the $[p]$-ordinary stratum directly in terms of the data $\mathcal{D}$ used in the formulation of the moduli problem. What is more, we can also give an explicit Barsotti–Tate group $X_{\text{ord}}(\mathcal{D})$ with polarization and $O \otimes \mathbb{Z}_p$-action such that its $p$-kernel is of the $[p]$-ordinary type. We refer to $X_{\text{ord}}(\mathcal{D})$ as the standard ordinary object determined by the data $\mathcal{D}$; it should be thought of as taking the role that is played by $(\mathbb{Q}_p/\mathbb{Z}_p)^g \times \mathbb{G}_m$ in the classical theory. With these notations the main result obtained in Sections 1.3 and 3.2 is the following.

**Theorem.** Let $k$ be an algebraically closed field of characteristic $p$. Let $A$ correspond to a $k$-valued point $x$ of the PEL moduli space $\mathcal{A}_g$. Write $X := (A[p\infty], \iota, \lambda)$ and $Y := (A[p], \iota, \lambda)$. Then the following are equivalent:

(a) $A$ is $\mu$-ordinary, which means that $X$ is isogenous to $X_{\text{ord}}(\mathcal{D})$;

(b) $A$ is $[p]$-ordinary, which means that $Y$ is isomorphic to the $p$-kernel of $X_{\text{ord}}(\mathcal{D})$;

(c) $X$ is isomorphic to $X_{\text{ord}}(\mathcal{D})$.

This theorem gives us a well-defined ordinary locus in $\mathcal{A}_g$ in characteristic $p$. We remark that if $A$ is ordinary then in general it is not true that the underlying abelian variety $A$ is ordinary in the classical sense. In fact, given the PEL data $\mathcal{D}$ it is very easy to decide whether the underlying $A$ is ordinary or not; see 1.3.10.

In [25] we have proven a dimension formula for the Ekedahl–Oort strata on $A$. In particular, we show that the $[p]$-ordinary stratum is the unique EO-stratum of maximal dimension. Combined with the theorem this gives a new proof of the main result of Wedhorn [36]:

**Corollary (Wedhorn).** The ordinary locus is Zariski-dense in $\mathcal{A}_g$.

0.4. **Deformation theory of ordinary objects.** If $x \in \mathcal{A}_g(K)$ is an ordinary moduli point (in the “new” meaning of the term) then we have, at least over $k = \bar{k}$, a completely explicit description of the corresponding triple $X$. Note that $X_\bar{k}$ is independent of the ordinary point $x$. This becomes particularly relevant when we study deformations of ordinary objects, as it implies that the structure of the formal deformation space $\mathcal{B} := \text{Def}(A_x)$ is (geometrically) the same for all ordinary points $x$.

In order to explain our results on deformation theory, it is perhaps best to look at an example. So, let us suppose that we have a CM-field $Z$ of degree $2m$, with totally real subfield $Z_0$. Suppose $p$ is a prime number that is totally inert in the extension $\mathbb{Q} \subset Z_0$ and that splits in $Z$. Consider an order $\mathcal{O} \subset Z$ which is maximal at $p$. If $q = p^m$ then $\mathcal{O} \otimes \mathbb{Z}_p \cong W(\mathbb{F}_q) \times W(\mathbb{F}_q)$, and the non-trivial automorphism of $Z/Z_0$ acts by interchanging the two factors $W(\mathbb{F}_q)$. The triples $X := (X = A[p\infty], \iota, \lambda)$ arising in our moduli problem are of the following form. We have $X = X_1 \times X_0^p$, where $X_1$ is a BT with a given action of $W(\mathbb{F}_q)$, where $X_0^p$ is its Serre-dual with induced $W(\mathbb{F}_q)$-action, and where the polarization is obtained from the duality between the two.
factors. Hence we are reduced to the study of BT with $W(F_q)$-action, without any polarization. We shall from now on use the letter $\mathfrak{X}$ for this somewhat simpler object.

At this point we can make the role of the “CM-type” more visible. Namely, suppose $X = (X, i)$ is a BT with $W(F_q)$-action, over a field $k = \bar k$ with $\text{char}(k) = p$. Let $M$ be the Dieudonné module of $X$. Let $\mathcal{F}$ be the set of embeddings $F_q \to k$. Note that this is a set of $m$ elements that comes equipped with a cyclic ordering: if $i \in \mathcal{F}$ then we write $i + 1 := \text{Frob}_k \circ i$ for the successor of $i$. Now $M$, being a module over $W(F_q) \otimes \mathbb{Z}_p$, decomposes into character spaces:

$$M = \bigoplus_{i \in \mathcal{F}} M_i.$$ 

Frobenius and Verschiebung restrict to maps $F : M_i \to M_{i+1}$ and $V : M_i \to M_{i-1}$. An easy lemma shows that $d := r_{kW(k)}(M_i)$ is independent of $i$; we call it the height of $\mathfrak{X}$. Next we define the multiplication type to be the function $f : \mathcal{F} \to \{0, 1, \ldots, d\}$ given by

$$f(i) := \dim_k \left( \ker(F : M_i/pM_i \to M_{i+1}/pM_{i+1}) \right).$$

In the formulation of the moduli problem $\mathcal{O}_D$, the invariants $d$ and $f$ are fixed. The structure of the ordinary object $\mathfrak{X}^{\text{ord}} = \mathfrak{X}^{\text{ord}}(d, f)$ can be made fully explicit and depends only on the pair $(d, f)$. We find a natural slope decomposition $\mathfrak{X}^{\text{ord}} = \mathfrak{X}^{(1)} \times \cdots \times \mathfrak{X}^{(r)}$. This is analogous to the decomposition of $(\mathbb{Q}_p/\mathbb{Z}_p)^{\mathfrak{X}}$ into its ind-étale part $(\mathbb{Q}_p/\mathbb{Z}_p)^g$ (slope 0) and its ind-multiplicative part $\mathbb{Z}_m^g$ (slope 1). But, in contrast with the classical case, we can have any number $r \geq 1$ of slopes. (In fact, $r - 1$ is the cardinality of the set $\{1, d - 1\}$.) The bigger $r$, the more complex the structure that we find on the formal deformation space $\mathbb{D}$:

**One slope.** If $r = 1$ then we find that $\mathfrak{X}^{\text{ord}} = \mathfrak{X}^{(1)}$ is rigid, meaning that its formal deformation functor is pro-represented by $W(k)$. In particular, there is a unique lifting $\mathfrak{X}^{\text{can}}$ of $\mathfrak{X}^{\text{ord}}$ to a BT with $W(F_q)$-action over $W(k)$.

**Two slopes.** In this case we find a nice generalization of the Serre–Tate formal group structure on the formal deformation space. Suppose $\mathfrak{X}^{\text{ord}} = \mathfrak{X}^{(1)} \times \mathfrak{X}^{(2)}$. If $R$ is an artin local $W(k)$-algebra with residue field $k$ then the factors $\mathfrak{X}^{(\nu)}$ each admit a unique lifting $\mathfrak{X}^{(\nu)}$ over $R$. The first thing we show is that every deformation of $\mathfrak{X}^{(\nu)}$ is an extension of $\mathfrak{X}^{(1)}$ by $\mathfrak{X}^{(2)}$. As in the classical case, it follows that the formal deformation space $\mathbb{D}$ has the structure of a formal group over $W(k)$. The $W(F_q)$-action on the two factors $\mathfrak{X}^{(\nu)}$ induces an action on the formal group $\mathbb{D}$.

Now comes the best part. Each of the two factors $\mathfrak{X}^{(\nu)}$ is isomorphic to a product of a number of copies of an ordinary object of height 1. So, we have integers $d^1$ and $d^2$ with $d^1 + d^2 = d$, and we have functions $g^1$, $g^2 : \mathcal{F} \to \{0, 1\}$, such that $\mathfrak{X}^{(\nu)}$ is isomorphic to the product of $d^1$ copies of the object $\mathfrak{X}^{\text{ord}}(1, g^1)$. Moreover, the slope decomposition is such that $g^1(i) \leq g^2(i)$ for all $i \in \mathcal{F}$. Now we form a new multiplication type $f^1 : \mathcal{F} \to \{0, 1\}$ by “subtracting” $g^1$ from $g^2$: let $f^1(i) = 0$ if $g^1(i) = g^2(i)$ and $f^1(i) = 1$ if $g^1(i) = 0$ and $g^2(i) = 1$. The associated ordinary object $\mathfrak{X}^{\text{can}}(1, f^1)$ is isoclinic (one slope), so by the above it has a canonical lifting $\mathfrak{X}^{\text{can}}(1, f^1)$ over $W(k)$. The result that we find is as follows.

**Theorem.** With notation as above, the formal deformation space $\mathbb{D} = \text{Def}(\mathfrak{X}^{\text{ord}})$ has a natural structure of a BT with $W(F_q)$-action over $W(k)$, and we have

$$\mathbb{D} \cong \mathfrak{X}^{\text{can}}(1, f^1)d^1d^2.$$
It is nice to compare this with the classical ordinary case: If the underlying abelian variety $A$ is ordinary in the classical sense then we have $g^1(i) = 0$ and $g^2(i) = 1$ for all $i \in I$, hence $f'(i) = 1$ for all $i$. This is precisely the case where $\mathcal{D}$ is a formal torus.

More than two slopes. If $X_{\text{ord}} = \prod_{i=1}^{r} X_{i}$ with $r > 2$ then we no longer find the structure of a formal group on the formal deformation space $\mathcal{D}$. We introduce a new notion, called an $r$-cascade, and we show that $\mathcal{D}$ naturally admits such a structure. For $1 \leq a < b \leq r$, let us introduce the notation $X_{(a,b)} := \prod_{\nu=a}^{b} X_{(\nu)}$. A key observation is that for any deformation of $X$ we can lift the slope filtration. More precisely: if $\mathcal{X}$ is a deformation of $X$ then there is a unique filtration by sub-objects

$$
0 \subset \mathcal{D}^{(r,r)} \subset \mathcal{D}^{(r-1,r)} \subset \cdots \subset \mathcal{D}^{(1,r)} = \mathcal{D}^r
$$

such that the special fibre of $\mathcal{D}^{(a,r)}$ is $X_{(a,r)}$. As a consequence we find that we can arrange the formal deformation spaces $\mathcal{D}^{(a,b)} := \text{Def}(X_{(a,b)})$ in a “tower”:

```
\begin{tikzcd}
\mathcal{D}^{(1,r)} \arrow{r} \arrow{d}
& \mathcal{D}^{(2,r)} \arrow{d} \\
\mathcal{D}^{(1,r-1)} \arrow{r} \arrow{d}
& \mathcal{D}^{(2,r-1)} \arrow{d} \\
\mathcal{D}^{(1,r-2)} \arrow{r} \arrow{d}
& \mathcal{D}^{(2,r-2)} \arrow{d} \\
& \vdots \\
\mathcal{D}^{(1,1)} \arrow{r} \arrow{d}
& \mathcal{D}^{(2,1)} \arrow{d} \\
& \mathcal{D}^{(3,1)} \arrow{d} \\
& \vdots
\end{tikzcd}
```

Saying that $\mathcal{D}^{(1,r)} = \text{Def}(X)$ has the structure of an $r$-cascade essentially means that in each diamond

```
\begin{tikzcd}
\mathcal{D} \arrow{r} \arrow{d}& \mathcal{D}' \arrow{d}
& \mathcal{D}'' \\
\mathcal{D}' \arrow{d}
& \mathcal{D}'' \\
& \mathcal{D}'''
\end{tikzcd}
```

in the tower, viewing $\mathcal{D}'''$ as the formal base scheme, $\mathcal{D}'$ and $\mathcal{D}''$ have the structure of a relative formal group, and that $\mathcal{D}$ has the structure of a biextension over $\mathcal{D}' \times \mathcal{D}''$. The structure groups occurring in these biextentions can all be made explicit in terms of “subtraction of multiplication types”, as in the case of two slopes.

Even though an $r$-cascade is (for $r > 2$) a more complicated object than a formal group, it has a number of “group-like” features that play a role in Serre–Tate theory. Thus, for instance, $\mathcal{D}$ has an origin, corresponding to a canonical lifting of $A$. Also we have the notion of a torsion point, and we show, for $k = \mathbb{F}_p$, that the torsion points of $\mathcal{D}$ correspond precisely to the CM-liftings of $A$, as in the classical theory.

0.5. As is well-known, PEL moduli problems break up in three cases, labelled A, C and D. The example that we have taken in 0.4 is of type A, which tends to produce the most interesting
new phenomena. In Case C we essentially only find structures that are already covered by classical Serre–Tate theory. Case D, finally, is technically the most problematic. Despite the extra work, we have included type D throughout the paper. This requires that, in addition to the invariants $d$ and $f$, we keep track of a further discrete invariant, $\delta$.

0.6. In the final section of this paper we discuss an application of our theory. In 4.1 we introduce the moduli spaces $\mathcal{A}_g$ and we discuss how they decompose as a union of Shimura varieties. We discuss the possible values that the discrete invariants $(d, f, \delta)$ can take on these components, and we give some results on their fields of definition.

In Section 4.2 we study congruence relations. The conjecture, as formulated by Blasius and Rogawski in [1], is that the Frobenius correspondence $\Phi$ on (the Shimura components of) $\mathcal{A}_g$ in characteristic $p$ satisfies a certain polynomial relation of which the coefficients are Hecke correspondences. This Hecke polynomial $H_{(g, X)}$ is defined in a purely group-theoretic way, starting from a Shimura datum $(\mathcal{G}, \mathcal{X})$.

Most of the material in Section 4.2 closely follows Wedhorn’s paper [37]. The approach taken here is the one of Chai and Faltings in Chapter VII of their book [7]. The main result of this section is that the desired relation $H_{(g, X)}(\Phi) = 0$ holds over the ordinary locus. We refer to the body of the text for a precise statement.

**Notation.** We typically use the letter $X$ for Barsotti–Tate groups and $Y$ for $\mathrm{BT}_1$. The Dieudonné module of $X$ (respectively $Y$) is called $M$ (respectively $N$). In discussions about $\mathrm{BT}_n$ for arbitrary $n \in \mathbb{N} \cup \{\infty\}$ we use the letter $X$. For deformations we often use $\mathcal{G}$ and $\mathcal{Y}$. For abelian varieties we use the letter $A$. Underlined letters represent objects equipped with an action of a given ring and possibly also a polarization.

1. **Ordinary Barsotti–Tate $\mathcal{G}$-modules**

1.1. **$\mathrm{BT}_1$ with $\mathcal{G}$-structure**

1.1.1. We fix a prime number $p$. For the definition of a Barsotti–Tate group (resp. $p$-divisible group) and a truncated Barsotti–Tate group we refer to Illusie [11]. We abbreviate “Barsotti–Tate group” to $\mathrm{BT}_\infty$ or simply $\mathrm{BT}$, and “truncated Barsotti–Tate group of level $n$” to $\mathrm{BT}_n$.

Let $\mathcal{G}$ be a $\mathbb{Z}_p$-algebra. Let $n \in \mathbb{N} \cup \{\infty\}$. By a $\mathrm{BT}_n$ with $\mathcal{G}$-structure over a basis $S$ we mean a pair $\mathfrak{X} = (X, \iota)$ where $X$ is a $\mathrm{BT}_n$ over $S$ and $\iota : \mathcal{G} \to \text{End}_S(X)$ is a homomorphism of $\mathbb{Z}_p$-algebras. (An alternative name would be “$\mathrm{BT}_n \mathcal{G}$-module”, which is less satisfactory for typographical reasons.)

We shall study $\mathrm{BT}_n$ using contravariant Dieudonné theory as in Fontaine [8].

1.1.2. Let $B$ be a finite dimensional semi-simple $\mathbb{F}_p$-algebra. Let $k$ be an algebraically closed field of characteristic $p$. The first problem studied in [24] is the classification of $\mathrm{BT}_1$ with $B$-structure over $k$. This generalizes the work of Kraft [18], who classified group schemes killed by $p$ without additional structure. We shall briefly review our results.

Write $\kappa$ for the center of $B$. Then $\kappa$ is a product of finite fields, say $\kappa = \kappa_1 \times \cdots \times \kappa_\nu$.

Let $\mathcal{I} = \mathcal{I}_1 \cup \cdots \cup \mathcal{I}_\nu$ be the set of homomorphisms $\kappa \to k$.

Consider pairs $(N, L)$ consisting of a finitely generated $B \otimes_{\mathbb{F}_p} k$-module $N$ and a submodule $L \subset N$. Note that the simple factors of $B \otimes_{\mathbb{F}_p} k$ are indexed by $\mathcal{I}$, so we get canonical decompositions $N = \bigoplus_{i \in \mathcal{I}} N_i$ and $L = \bigoplus_{i \in \mathcal{I}} L_i$. Define two functions $d, f : \mathcal{I} \to \mathbb{Z}_{\geq 0}$ by $d(i) = \text{length}(N_i)$ and $f(i) = \text{length}(L_i)$, taking lengths as $B \otimes_{\mathbb{F}_p} k$-modules. The pair $(d, f)$ determines the pair $(N, L)$ up to isomorphism.
To the pair \((N, L)\) we associate an algebraic group \(G\) over \(k\) and a conjugacy class \(\%\) of parabolic subgroups of \(G\). First we define

\[
G := \text{GL}_{B \otimes_{\text{gr}} k}(N) \cong \prod_{i \in \mathcal{I}} \text{GL}_{d(i),k}.
\]

Then the stabilizer \(P := \text{Stab}(L)\) is a parabolic subgroup of \(G\), and we define

\[
\% := \text{the } G\text{-conjugacy class of } P.
\]

1.1.3. Let \(\mathcal{Y} = (Y, \iota)\) be a BT\(_1\) with \(B\)-structure over \(k\). Write \(N\) for the Dieudonné module of \(Y\) and let \(L := \text{Ker}(F) \subset N\). Let \((d, f)\) be the corresponding pair of functions. It can be shown (see [24], 4.3) that the function \(d\) is constant on each of the subsets \(\mathcal{I}_n \subset \mathcal{I}\). We refer to \((d, f)\) as the type of \((Y, \iota)\).

1.1.4. Fix a type \((d, f)\) with \(d\) constant on each subset \(\mathcal{I}_n \subset \mathcal{I}\). Fix a pair of \(B \otimes_{\text{gr}} k\)-modules \(L_0 \subset N_0\) of type \((d, f)\). Let \((G, \%\) be the associated algebraic group and conjugacy class of parabolic subgroups. Let \(W_G\) be the Weyl group of \(G\), and let \(W_\% \subset W_G\) be the subgroup corresponding to \(\%\).

To a pair \(\mathcal{Y} = (Y, \iota)\) of type \((d, f)\) we associate an element \(w(\mathcal{Y}) \in W_\% \setminus W_G\). This is done as follows. Write \((N, F, V)\) for the Dieudonné module of \(Y\). As \(Y\) is a BT\(_1\), we have \(\text{Ker}(F) = \text{Im}(V)\) and \(\text{Im}(F) = \text{Ker}(V)\). Using this, one can show that there exists a filtration

\[
\mathcal{C}_n: \; (0) = \mathcal{C}_0 \subset \mathcal{C}_1 \subset \mathcal{C}_2 \subset \cdots \subset \mathcal{C}_r = N
\]

that is the coarsest filtration with the properties that

(i) for every \(j\) there exists an index \(f(j) \in \{0, 1, \ldots, r\}\) with \(F(\mathcal{C}_j) = \mathcal{C}_{f(j)}\);

(ii) for every \(j\) there exists an index \(v(j) \in \{0, 1, \ldots, r\}\) with \(V^{-1}(\mathcal{C}_j) = \mathcal{C}_{v(j)}\).

We refer to this filtration as the canonical filtration of \(N\).

Set \(L := \text{Ker}(F) \subset N\). Choose an isomorphism \(\xi: N \xrightarrow{\sim} N_0\) that restricts to \(L \xrightarrow{\sim} L_0\). This allows us to view \(\mathcal{C}_n\) as a filtration of \(N_0\). Choose any refinement \(\mathcal{F}_n\) of \(\mathcal{C}_n\) to a complete flag. The relative position of \(L_0\) and \(\mathcal{F}_n\) is given by an element \(w(L_0, \mathcal{F}_n) \in W_\% \setminus W_G\). It can be shown that this element is independent of the choice of \(\xi\) and the refinement \(\mathcal{F}_n\); see [24], especially 4.6 for details. Now define \(w(\mathcal{Y}) := w(L_0, \mathcal{F}_n)\).

With these notations, the first main result of [24] can be stated as follows.

1.1.5. THEOREM. – Assume that \(k = \overline{k}\). The map \(\mathcal{Y} \mapsto w(\mathcal{Y})\) gives a bijection

\[
\left\{ \text{isomorphism classes of } \mathcal{Y} \text{ of type } (d, f) \right\} \xrightarrow{\sim} W_\% \setminus W_G.
\]

1.1.6. We retain the notation of 1.1.2. Note that \(\text{Aut}(k)\) naturally acts on the set \(\mathbb{Z}[\mathcal{I}]\).

Fix a type \((d, f)\). Assume that the function \(d: \mathcal{I} \to \mathbb{Z}_{\geq 0}\) is constant on each of the subsets \(\mathcal{I}_n \subset \mathcal{I}\); this is equivalent to the condition that \(d\) is invariant under \(\text{Aut}(k)\). Next consider \(\text{Stab}(f) := \{\alpha \in \text{Aut}(k) \mid \alpha f = f\}\). We define \(E(d, f) \subset k\) to be the fixed field of \(\text{Stab}(f)\). For instance, if \(B\) is a simple algebra, let \(m_0\) be the smallest positive integer with the property that \(f(i + m_0) = f(i)\) for all \(i \in \mathcal{I}\); then \(E(d, f) \subset k\) is the subfield with \(p^{m_0}\) elements. We refer to \(E(d, f)\) as the “mod \(p\) reflex field”; see Remark 4.1.11 for an explanation of this terminology.

Let \(K \subset k\) be a perfect subfield. Let \(\mathcal{Y}\) be a BT\(_1\) with \(\kappa\)-structure over \(K\) of type \((d, f)\). We claim that the existence of such an object implies that \(E(d, f) \subset K\). To see this we may replace \(k\)
by the separable closure of $K$. If $\alpha \in \Aut(k)$ then $\alpha \chi$ has type $(d, \alpha f)$. The assumption that $\chi$ is defined over $K$ therefore implies that $\Gal(k/K) \subset \Stab(f)$.

1.1.7. The study of $\BT_1$ with $B$-structure easily reduces to the case that $B = \kappa$ is a finite field. Indeed, as the Brauer group of a finite field is trivial we have $B \cong M_{\kappa_1}(\kappa_1) \times \cdots \times M_{\kappa_l}(\kappa_l)$, where the $\kappa_n$ are finite fields, $\text{char}(\kappa_n) = p$. Fixing such an isomorphism, every $\BT_1$ with $B$-structure decomposes as $Y = (Y_1)^{r_1} \times \cdots \times (Y_t)^{r_t}$, where $Y_n$ is a $\BT_1$ with $\kappa_n$-structure.

If $B = \kappa$ is a finite field, $\mathcal{I}$ is simply the set of embeddings $\kappa \to k$. This set comes equipped with a natural cyclic ordering: if $i \in \mathcal{I}$ we write $i + 1 := \text{Frob}_k \circ i$ for its successor.

The type $(d, f)$ of a $\BT_1$ with $\kappa$-structure consists of a non-negative integer $d$ and a function $f : \mathcal{I} \to \{0, \ldots, d\}$. The integer $d$ is also referred to as the height of the truncated Barsotti–Tate $\kappa$-module. (The underlying $\BT_1$ without additional structure has height $d \cdot [\kappa : F_p]$.)

1.2. The $[p]$-ordinary type

1.2.1. Situation. – Let $k$ be an algebraically closed field of characteristic $p > 0$. Let $\sigma$ be the Frobenius automorphism of $W(k)$. Let $\kappa$ be a field of $p^m$ elements, and write $\mathcal{O} = W(\kappa)$. Recall that $\mathcal{I} := \Hom(\kappa, k) = \Hom(\mathcal{O}, W(k))$.

Let $X$ be a $\mathcal{O}$-structure over $k$. Write $Y := X[p]$, which is a $\BT_1$ with $\kappa$-structure. Let $(d, f)$ be its type. Let $(G, X)$ be as in 1.1.4. We fix a maximal torus and Borel subgroup in $G$; this gives us a set of generators for the Weyl group $W_G$.

1.2.2. Definition. – Let $\omega^{\text{ord}} \in W_X \setminus W_G$ be the class of the longest element of $W_G$. We say that $Y$ is $[p]$-ordinary, and also that $X$ is $[p]$-ordinary, if $w(Y) = \omega^{\text{ord}}$.

By Theorem 2.1.2 of [25], $Y$ is $[p]$-ordinary if and only if $\Aut(Y)$ is finite.

1.2.3. We define a $\BT$ with $\mathcal{O}$-structure $X^{\text{ord}} = X^{\text{ord}}(d, f)$ that is $[p]$-ordinary. We refer to $X^{\text{ord}}$ as the standard ordinary $\BT$ with $\mathcal{O}$-structure of type $(d, f)$.

Let $M := W(k)$-module with basis $e_{i,j}$ for $i \in \mathcal{I}$ and $j \in \{1, \ldots, d\}$. Write $M_i := \sum_{j=1}^d W(k) \cdot e_{i,j}$, and let $a \in \mathcal{O}$ act on $M_i$ as the multiplication by $i(a) \in W(k)$. Next define Frobenius and Verschiebung on base vectors by

$$F(e_{i,j}) = \begin{cases} e_{i+1,j} & \text{if } j \leq d - f(i); \\ p \cdot e_{i+1,j} & \text{if } j > d - f(i); \end{cases} \quad V(e_{i+1,j}) = \begin{cases} p \cdot e_{i,j} & \text{if } j \leq d - f(i); \\ e_{i,j} & \text{if } j > d - f(i). \end{cases}$$

These data define a Dieudonné module $M^{\text{ord}} = M^{\text{ord}}(d, f)$ with $\mathcal{O}$-structure, and we define $X^{\text{ord}}$ to be the corresponding $\BT$ with $\mathcal{O}$-structure. It is easily verified that $X^{\text{ord}}$ is indeed $[p]$-ordinary; cf. [24], 4.9.

We write $Y^{\text{ord}} = Y^{\text{ord}}(d, f) := X^{\text{ord}}[p]$. Its Dieudonné module is $M^{\text{ord}} = M^{\text{ord}} / pM^{\text{ord}}$.

1.2.4. Remark. – Take $d = 1$ and $f(i) = 0$ for all $i$. We write $X_{\text{et}}$ for the corresponding standard ordinary $\BT$. If $K$ is the fraction field of $\mathcal{O}$ then $X_{\text{et}}$ is none other than the ind-étale $p$-divisible group $K/\mathcal{O}$ with its natural $\mathcal{O}$-structure. The underlying $\BT$ without $\mathcal{O}$-structure is isomorphic to $(\mathbb{Q}_p / \mathbb{Z}_p)^m$. Let $X_{\text{mult}}$ be the standard ordinary object corresponding to $d = 1$ and $f(i) = 1$ for all $i$; it is the Serre dual of $X_{\text{et}}$. The underlying $\BT$ in this case is $(\mathbb{G}_m)^m$.

In general, we do not know a description of $X^{\text{ord}}$ as a functor, other than using the “inverse Dieudonné functor” $M \mapsto X$ as in Fontaine [8], III, 1.3.
1.2.5. We fix a type \( (d, f) \). Let \( r - 1 \) be the number of values in the interval \([1, d - 1]\) that occur as \( f(i) \) for some \( i \in \mathcal{I} \). Define integers \( 0 \leq a_1 \leq a_2 \leq \cdots \leq a_d \) by

\[
a_j := \# \{ i \in \mathcal{I} \mid f(i) > d - j \}.
\]

Let \( 0 \leq \lambda_1 < \lambda_2 < \cdots < \lambda_r \) be the integers occurring as \( a_j \) for some \( j \); note that there are precisely \( r \) of them. Let \( d^r := \# \{ j \mid a_j = \lambda_r \} \) and define functions

\[
f^r : \mathcal{I} \to \{0, d^r\} \text{ by } f^r(i) = \begin{cases} 0 & \text{if } f(i) < \sum_{j=\lambda_r}^r d^j; \\ d^r & \text{if } f(i) \geq \sum_{j=\lambda_r}^r d^j. \end{cases}
\]

With the obvious meaning of the notation we have \( (d, f) = \sum_{r=1}^r (d^r, f^r) \).

Finally we define \( \text{Ord}(d, f) \) to be the polygon with slopes \( a_j \) \( (j = 1, \ldots, d) \).

1.2.6. Consider the Dieudonné module \( \nabla^{\text{ord}} = \nabla^{\text{ord}}(d, f) \) as in 1.2.3. For each \( j \in \{1, \ldots, d\} \) the subspace \( \sum_{i \in \mathcal{I}} k \cdot e_{i,j} \) of \( N \) is a Dieudonné submodule, stable under the action of \( \kappa \). We find that \( \nabla^{\text{ord}} \) is a direct sum of \( d \) objects of height 1. Grouping together isomorphic layers we get a decomposition into isotypic components

\[
\nabla^{\text{ord}}(d, f) = \bigoplus_{i=1}^d \nabla^{\text{ord}}(d^i, f^i).
\]

For \( \nabla^{\text{ord}} \) this gives a decomposition \( \nabla^{\text{ord}}(d, f) = \prod_{r=1}^\infty \nabla^{\text{ord}}(d^r, f^r) \). Similarly we have a slope decomposition \( \nabla^{\text{ord}}(d, f) = \prod_{r=1}^\infty \nabla^{\text{ord}}(d^r, f^r) \).

1.2.7. Lemma. – Notation as in 1.2.6.

(i) We have

\[
\text{End}(\nabla^{\text{ord}}) = \text{End}(\nabla^{\text{ord}}(d^1, f^1)) \times \cdots \times \text{End}(\nabla^{\text{ord}}(d^r, f^r))
\]

\[
\cong M_{d^r}(\kappa) \times \cdots \times M_{d^r}(\kappa).
\]

(ii) If \( \nabla \) is a \([p]\)-ordinary \( \mathcal{T} \) with \( \kappa \)-structure of type \( (d, f) \) then we have a canonical decomposition \( \nabla = \bigoplus_{i=1}^d \nabla^{(i)} \) such that \( \nabla^{(i)} \cong \nabla^{\text{ord}}(d^i, f^i) \).

Proof. – By definition, \( \nabla \) being \([p]\)-ordinary means that it is isomorphic to \( \nabla^{\text{ord}} \). As such an isomorphism is unique up to an element of \( \text{Aut}(\nabla^{\text{ord}}) \) we see that (ii) is an immediate consequence of (i). The proof of (i) is an easy exercise, using arguments as in [25], Section 2.2. \( \square \)

As mentioned in 1.2.6, \( \nabla \) is isomorphic to a product of \( d \) objects of height 1; note however that this finer decomposition is not canonical, unless \( r = d \).

1.3. Ordinary \( \mathcal{T} \) with \( \sigma \)-structure

1.3.1. Situation as in 1.2.1. Let \( M = (M, F, V, \iota) \) be the Dieudonné module of \( \nabla \). We have a natural decomposition into character spaces \( M = \bigoplus_{i \in \mathcal{I}} M_i \). Frobenius and Verschiebung restrict to \( \sigma \)-linear maps \( F_i : M_i \to M_{i+1} \) and \( \sigma^{-1} \)-linear maps \( V_i : M_i \to M_{i+1} \).

Let \# \( \kappa = p^m \), so that \( \mathcal{I} \) has \( m \) elements. For \( i \in \mathcal{I} \), define the \( \sigma^m \)-linear endomorphism \( \Phi_i \) of \( M_i \) by

\[
\Phi_i = (M_i \xrightarrow{F_i} M_{i+1} \xrightarrow{F_{i+1}} \cdots \xrightarrow{F_{i+m-1}} M_{i+m} \xrightarrow{F_{i+m}} M_i).
\]
Then \((M_i, \Phi_i)\) is a \(\sigma^m\)-\(F\)-crystal over \(k\). By construction, \(F_i\) induces an isogeny from \(\sigma^i(M_i, \Phi_i)\) to \((M_{i+1}, \Phi_{i+1})\). In particular, the Newton polygon of \((M_i, \Phi_i)\) is independent of \(i \in \mathcal{J}\). We refer to this as the Newton polygon of \(\mathcal{X}\). (This must not be confused with the Newton polygon of \(X\).) By contrast, easy examples show that in general the Hodge polygon of \((M_i, \Phi_i)\) does depend on \(i\).

1.3.2. Proposition. Let \(\mathcal{X}\) and \(\mathcal{X}'\) be BT with \(\mathcal{O}'\)-structure over \(k\). Then \(\mathcal{X}\) and \(\mathcal{X}'\) are isogenous if and only if their Newton polygons are the same.

Proof. This is an application of the theory of isocrystals with additional structure; see Kottwitz [16] and Rapoport and Richartz [31]. We sketch the argument.

Let \(K\) be the fraction field of \(\mathcal{O}'\). Write \(Q\) for the fraction field of \(W(k)\). Set \(d := \text{height}(\mathcal{X})\), and let \(\Gamma := \text{Res}_{K/Q_p} \text{GL}_d\). The isogeny class of \(\mathcal{X}\) is classified by \(M \otimes_{\mathbb{Z}_p} \mathbb{Q}_p\), which is an isocrystal with \(\Gamma\)-structure. This isocrystal, in turn, is classified by a \(\Gamma\)-conjugacy class in \(\text{GL}_d\). The set \(B(\Gamma)\) of such \(\Gamma\)-conjugacy classes is studied by means of a so-called Newton map \(B(\Gamma) \to \mathcal{N}(\Gamma)\); in our situation this is simply the map which associates to \(M \otimes_{\mathbb{Z}_p} \mathbb{Q}_p\) the Newton polygon of \((M_i, \Phi_i)\). Let \(b \in B(\Gamma)\) be the \(\Gamma\)-conjugacy class of \(b \in \Gamma\). To the element \(b\) one associates an algebraic group \(J_b\), and it is shown (see [31], Proposition 1.17) that the fibre of the Newton map that contains \(b\) is in bijection with \(H^1(\mathbb{Q}_p, J_b)\). Further, \(J_b\) is an inner form of a Levi subgroup of \(\Gamma\). In our situation this means that \(J_b\) is an inner form of a product of general linear groups. Hence \(H^1(\mathbb{Q}_p, J_b) = 0\) and the Newton map is injective. \(\square\)

1.3.3. Definition. Let \(\mathcal{X}\) be a BT with \(\mathcal{O}'\)-structure over \(k\), of type \((d, f)\). We say that \(\mathcal{X}\) is \(\mu\)-ordinary if its Newton polygon equals the polygon \(\text{Ord}(d, f)\) defined in 1.2.5.

The terminology “\(\mu\)-ordinary” follows Wedhorn’s paper [36].

1.3.4. Lemma. Let \(\mathcal{X}\) be as in 1.3.1. Then its Newton polygon is on or above the polygon \(\text{Ord}(d, f)\) defined in 1.2.5, and the two polygons have the same end point.

Proof. This is [31], Theorem 4.2, (ii), taking into account loc. cit., Proposition 2.4, (iv). \(\square\)

1.3.5. Lemma. Let \(\mathcal{X}\) be as in 1.3.1. Define \(a_j\) as in 1.2.5. Fix \(i \in \mathcal{J}\), and let

\[0 \leq b_1^{(i)} \leq b_2^{(i)} \leq \cdots \leq b_d^{(i)}\]

be the Hodge slopes of \((M_i, \Phi_i)\). Then \(b_1^{(i)} \geq a_1\).

Proof. By [12], 1.2.1, we have to show that \(\Phi_1(M_i) \subset p^{a_1} \cdot M_i\). By definition, \(a_1\) is the number of indices \(\nu \in \mathcal{J}\) such that \(f(\nu) = d\). But \(f(\nu) = d\) just means, writing \(N := M/pM\), that the Frobenius \(F_\nu : N_\nu \to N_{\nu+1}\) is zero, which is equivalent to saying that \(F_\nu : M_\nu \to M_{\nu+1}\) lands inside \(p \cdot M_{\nu+1}\). As \(\Phi_1\) is obtained as a composition of all \(F_\nu\), the lemma follows. \(\square\)

1.3.6. Lemma. Let \(R\) be a \(p\)-adically complete ring. Let \(\rho\) be an automorphism of \(R\). Let \(C_1, C_2, C_3\) and \(C_4\) be matrices with coefficients in \(R\), of sizes \(r \times s, s \times s, s \times r\) and \(r \times r\), respectively. Assume that \(C_2\) is invertible. Then the matrix equation

\[C_1 + X C_2 + pC_3 \cdot \rho X + pX C_4 \cdot \rho X = 0\]

has a solution for \(X \in M_{r \times s}(R)\).

Proof. The idea is simply that a solution has the form \(X = -C_1 C_2^{-1} + p \cdot X'\), where \(X'\) satisfies an equation

\[C_1' + X' C_2' + pC_3' \cdot \rho X' + pX' C_4' \cdot \rho X' = 0\].
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Writing $\Gamma := C_1C_2^{-1}$, the coefficients of the new equation are given by

\[C_1' = C_0\rho\Gamma + \Gamma C_4\rho\Gamma, \quad C_2' = C_2 - pC_4\rho\Gamma, \quad C_3' = C_3 - \Gamma C_4, \quad \text{and} \quad C_4' = pC_4.\]

Note that $C_2'$ is again invertible, as its determinant is a unit modulo $p$ and $R$ is $p$-adically complete. Iterating this we obtain a power series development for $X$, converging to a solution. \(\square\)

1.3.7. Theorem. Let $\underline{X}$ be a BT with $\mathcal{O}$-structure over $k$. Let $(d, f)$ be its type. Then the following are equivalent:

(a) $\underline{X}$ is $\mu$-ordinary;
(b) $\underline{X}$ is $[p]$-ordinary;
(c) $\underline{X} \cong \underline{X}^{\text{ord}}(d, f)$.

Proof. Recall the definition of $r$ (= the number of slopes) in 1.2.5. We first prove the theorem under the assumption that it is true for $r = 1$.

We have (c) $\Rightarrow$ (b) by definition of $\underline{X}^{\text{ord}}(d, f)$. Now assume that $\underline{X}$ is $\mu$-ordinary and that $r > 1$. The first assumption means, by definition, that the Newton polygon of $\underline{X}$ equals $\text{Ord}(d, f)$. Let $q$ be index such that $a_1 = a_2 = \cdots = a_q < a_{q+1}$. (Note that not all $a_j$ are equal, as $r > 1$.) By Mazur’s basic slope estimate (see [12], Theorem 1.4.1), $\text{Ord}(d, f)$ lies on or above the Hodge polygon of $(M_i, \Phi_i)$, for every $i \in \mathcal{F}$. Combining this with Lemma 1.3.5 we find that the first $q$ slopes of these polygons are equal, i.e., $a_1 = b_1^{(i)} = \cdots = b_q^{(i)}$. Katz [12], Theorem 1.6.1, then tells us that $(M_i, \Phi_i)$ decomposes:

\[(M_i, \Phi_i) = (M'_i, \Phi'_i) \oplus (M''_i, \Phi''_i)\]

in such a way that

- Newton slopes $(M'_i, \Phi'_i) = \text{Hodge slopes} (M'_i, \Phi'_i) = (a_1, a_2, \ldots, a_q)$;
- Newton slopes $(M''_i, \Phi''_i) = (a_{q+1}, \ldots, a_d)$;
- Hodge slopes $(M'_i, \Phi'_i) = (b_1^{(i)}, \ldots, b_d^{(i)})$.

By construction, $M'_i$ and $M''_{i+1}$ have no Newton slopes in common. Therefore, $F_i$ maps $M'_i$ into $M'_{i+1}$ and $M''_i$ into $M''_{i+1}$. This means that $\underline{X}$ decomposes as $\underline{X} = \underline{X}' \times \underline{X}''$, such that the Dieudonné module of $\underline{X}'$ (respectively $\underline{X}''$) is $\oplus M'_i$ (respectively $\oplus M''_i$). It easily follows from Lemma 1.3.4 that $\underline{X}'$ and $\underline{X}''$ are again $\mu$-ordinary. By induction on the number $r$ we may then assume that each is isomorphic to a standard ordinary BT with $\mathcal{O}$-structure. (Here we use the assumption that the theorem is true for $r = 1$.) This readily implies that $\underline{X}$ is isomorphic to the standard ordinary BT of type $(d, f)$ and that $\underline{X}$ is $[p]$-ordinary.

Next assume that $\underline{X}$ is $[p]$-ordinary. As usual we write $\underline{N} = \underline{M}/p\underline{M}$ for the Dieudonné module of $\underline{X}$. Our assumption means that $\underline{N} \cong \underline{N}^{\text{ord}}(d, f)$. Define $q$ as above. By 1.2.7 we have a canonical decomposition

\[\underline{N} = \underline{N}^{(1)} \oplus \cdots \oplus \underline{N}^{(r)}\]

Let $\underline{N}^{(i)} := \underline{N}^{(i)}$ and $\underline{N}^{(r)} := \oplus_{r=2}^{N} \underline{N}^{(r)}$. The decompositions $N_i = N'_i \oplus N''_i$ are such that, for all $i \in \mathcal{F}$,

\[(1.3.7.1) \quad \text{either} F_i : N_i \to N_{i+1} \text{ is injective on } N'_i, \text{ or } F_i = 0 \text{ on all of } N_i.\]

We want to show that there is a sub-crystal $M'_i \subset M_i$ that reduces to $N'_i$ modulo $p$. As we have seen in Lemma 1.3.5, $\Phi_i$ is divisible by $p^{a_i}$; hence we can define a $\sigma^m$-linear endomorphism $\Psi_i$.
of \(M_i\) by \(\Psi_i := p^{-a_i} \cdot \Phi_i\). (Here \(m = \# \mathcal{I}\).) If \(y \in M_i\), write \(\overline{y}\) for its class in \(N_i\). We need two properties of \(\Psi_i\). Firstly,

\[(1.3.7.2) \quad \text{if } \overline{y} \in N_i'' \text{ then } \Psi_i(y) \in p \cdot M_i.\]

This is shown by the same argument as in 1.3.5; note that the number of elements \(i \in \mathcal{I}\) for which \(F: N_i'' \to N_i''\) is zero is \(> a_i\), by construction of \(N''\). The other property we need is that

\[(1.3.7.3) \quad \text{if } 0 \neq \overline{y} \in N_i' \text{ then } 0 \neq \overline{\Psi_i(y)} \in N_i'.\]

To see this we have to look back at the definition of \(\Psi_i\). For each \(F_\nu : M_\nu \to M_{\nu+1}\) (with \(\nu \in \mathcal{I}\)) there are two possibilities. Either \((F_\nu \mod p) \neq 0\). If this happens and \(y \in M_\nu\) with \(0 \neq \overline{y} \in N_\nu'\), then it follows from (1.3.7.1) that also \(0 \neq \overline{F_\nu(y)} \in N_{\nu+1}'\). The other possibility, which occurs precisely \(a_1\) times, is that \((F_\nu \mod p) = 0\). In this case, let \(y' = p^{-1} \cdot F_\nu(y)\), which is the unique element with \(V_\nu'(y') = y\). Looking at the structure of the Dieudonné module \(N = N^{\text{ord}}(d, f)\), as made explicit in 1.2.3, we see that \(0 \neq \overline{y'} \in N_{\nu+1}'.\) Completing one full loop through the index set \(\mathcal{I}\) we arrive at (1.3.7.3).

Let \(W = W(k)\). Choose a \(W\)-basis \(f_1, \ldots, f_q, f_{q+1}, \ldots, f_d\) for \(M_i\) such that

\[(W \cdot f_1 + \cdots + W \cdot f_q) \oplus W k \sim \sim_{\sim} N_i' \quad \text{and} \quad (W \cdot f_{q+1} + \cdots + W \cdot f_d) \oplus W k \sim \sim_{\sim} N_i''.\]

Properties (1.3.7.2) and (1.3.7.3) imply that the matrix of \(\Psi_i\) with respect to this basis has the form

\[
\begin{pmatrix}
B_1 & pB_2 \\
pB_3 & pB_4
\end{pmatrix}
\]

with \(B_1\) an invertible matrix (of size \(q \times q\)). Further, the chosen basis gives rise to a bijection

\[
M_{(d-q) \times q}(W) \sim \sim_{\sim} \{\text{W-submodules } U \subseteq M_i \text{ of rank } q, \text{ with } U/(pM_i \cap U) \sim \sim_{\sim} N_i'\}
\]

by sending a matrix \(A = (a_{t,u})_{q+1 \leq t \leq d, 1 \leq u \leq q}\) to

\[
U_A := \text{Span}\left(f_1 + p \cdot \sum_{j=q+1}^d a_{j1} f_j, \ldots, f_q + p \cdot \sum_{j=q+1}^d a_{jq} f_j\right).
\]

A straightforward computation shows that \(\Psi_i(U_A) = U_{A'}\) with

\[
A' = (B_3 + pB_4 \cdot \sigma^m A)(B_1 + p^2 B_2 \cdot \sigma^m A)^{-1}.
\]

Hence \(U_A\) is stable under \(\Psi_i\) if and only if \(A \cdot (B_1 + p^2 B_2 \cdot \sigma^m A) = (B_3 + pB_4 \cdot \sigma^m A)\). Lemma 1.3.6 tells us that there exists an \(A\) with this property.

We proceed as follows. Choose a matrix \(A\) such that \(M'_i := U_A\) is stable under \(\Psi_i\). Define submodules \(M'_{i+\nu} \subseteq M_{i+\nu}\) by an inductive procedure: if \(F = 0\) on \(M_{i+\nu}\), let

\[
M'_{i+\nu+1} := p^{-1} \cdot F(M_{i+\nu});
\]

otherwise let \(M'_{i+\nu+1} := F(M_{i+\nu})\). By construction, \(M'_{i+m} = M_i\), so that we have well-defined submodules \(M'_i \subseteq M_i\) for all \(i \in \mathcal{I}\). The direct sum \(M' := \bigoplus_{i \in \mathcal{I}} M'_i\) is a sub-crystal of \(M\). On
the level of BT with \( \mathcal{O} \)-structure we find that \( X \) sits in an exact sequence

\[
0 \to X'' \to X \to X' \to 0,
\]

such that the Dieudonné module of \( X' \) is \( M' \). The \( p \)-kernel of \( X' \) (respectively of \( X'' \)) is the one given by the Dieudonné module \( N' \) (respectively the Dieudonné module \( N'/N'' \equiv N'' \)). Hence \( X' \) and \( X'' \) are both \([p]\)-ordinary. By induction on the number \( r \) we may assume that \( X' \) and \( X'' \) are \( \mu \)-ordinary, and as \( X \) is isogenous to \( X' \times X'' \) it follows that also \( X \) is \( \mu \)-ordinary. (Note that (1.3.7.4) splits, as now follows using (a) \( \Rightarrow \) (c).)

To finish the proof of the theorem we have to consider the case \( r = 1 \). If \( r = 1 \) then for all \( i \in \mathcal{I} \), either \( f(i) = 0 \) or \( f(i) = d \). But for such a type there is only one BT with \( \kappa \)-structure, up to isomorphism. So if \( X \) is any BT with \( \mathcal{O} \)-structure with \( r = 1 \) then \( X \) is \([p]\)-ordinary. On the other hand, in the first part of the proof we have seen that \( X \) is also \( \mu \)-ordinary. Finally, in the last part of the proof we have seen that \( \Phi_1 = p^{\alpha_1} \cdot \Psi_1 \) with \( \Psi_1 : M \to M_1 \) a \( \sigma^m \)-linear bijection. (If \( r = 1 \) then \( M = M' \)) As \( k = k \) we can choose a \( W(k) \)-basis \( e_1, \ldots, e_{i,d} \) for \( M_i \), such that \( \Psi_1(e_{i,j}) = e_{i,j} \). Now we choose bases for the character spaces \( M_1+n \), for \( n = 1, \ldots, m \), by induction:

\[
e_{i+n+1,j} := \begin{cases} F_{i+n}(e_{i+n,j}) & \text{if } F_{i+n} \neq 0 \mod p; \\ p^{-1}F_{i+n}(e_{i+n,j}) & \text{if } F_{i+n} = 0 \mod p. \end{cases}
\]

Our choice of the \( e_{i,j} \) is such that \( e_{i+n+1,j} = e_{i,j} \). The conclusion is that \( M \) is isomorphic to the standard ordinary Dieudonné module of the given type. This completes the proof. \( \square \)

**1.3.8. Definition.** – Let \( K \) be a field of characteristic \( p \). Let \( \mathcal{O} \) be a finite unramified extension of \( \mathbb{Z}_p \). If \( X \) is a BT with \( \mathcal{O} \)-structure over \( K \) then we say that \( X \) is ordinary if \( X \otimes K \) satisfies the equivalent conditions of 1.3.7 for some (equivalently: every) field \( k \supseteq K \).

**1.3.9. Remark.** – Thus far we have defined ordinarity only for BT with \( \mathcal{O} \)-structure, where \( \mathcal{O} \) is a finite unramified extension of \( \mathbb{Z}_p \). We can extend this, in an obvious way, to the situation where \( \mathcal{O} \) is a maximal order in a product of matrix algebras over finite unramified extensions of \( \mathbb{Q}_p \). We leave this to the reader.

**1.3.10. Remark.** – Let \( X = (X, \mathcal{I}) \) be an ordinary BT with \( \mathcal{O} \)-structure over \( k = \bar{k} \), of type \((d, f)\). As usual we let \( m = [\mathcal{O} : \mathbb{Z}_p] \). Then \( X \), the underlying BT (without \( \mathcal{O} \)-structure), is not, in general, ordinary in the classical sense. In fact, using our explicit description of \( X^{\text{ord}}(d, f) \) and the notation of 1.2.4, we find

(a) \( X \cong (\mathbb{Q}_p/\mathbb{Z}_p)^{\text{mod}} \cong X \cong \mathbb{Z}_p \Rightarrow f(i) = 0 \quad \text{for all } i \in \mathcal{I}; \)

(b) \( X \cong (\mathbb{Q}_m)^{\text{mod}} \cong X \cong \mathbb{Z}_p \Rightarrow f(i) = d \quad \text{for all } i \in \mathcal{I}; \)

(c) \( X \) is ordinary if and only if \( f \) is a constant function on \( \mathcal{I} \).

In terms of the “mod \( p \) reflex field” \( E(d, f) \) defined in 1.1.6 we find that \( X \) is ordinary if and only if \( E(d, f) = \mathbb{F}_p \). This result is to be compared with [36], Theorem 1.6.3.

**1.3.11. Lemma.** – Let \( \mathcal{O} \) be a finite unramified extension of \( \mathbb{Z}_p \) with residue field \( \kappa \cong \mathbb{F}_p \). Fix a type \((d, f)\), and let

\[
X^{\text{ord}}(d, f) = X^{\text{ord}}(d^1, f) \times \cdots \times X^{\text{ord}}(d^r, f^r).
\]

be the decomposition of the corresponding standard ordinary BT over \( k = \bar{k} \), as in 1.2.6. Then

\[
\text{End}(X^{\text{ord}}(d, f)) = \text{End}(X^{\text{ord}}(d^1, f^1)) \times \cdots \times \text{End}(X^{\text{ord}}(d^r, f^r)) \cong M_{d^r}(W(\kappa)) \times \cdots \times M_{d^r}(W(\kappa)).
\]
Proof. – Easy exercise. □

1.3.12. COROLLARY. – Let \( K \) be a perfect field, \( \text{char}(K) = p \). Let \( \mathcal{O} \) be a finite unramified extension of \( \mathbb{Z}_p \). Let \( X \) be an ordinary BT with \( \mathcal{O} \)-structure over \( K \). Then there is a unique decomposition

\[
X = X^{(1)} \times \cdots \times X^{(r)}
\]

over \( K \) such that \( X^{(r)} \) is isoclinic of slope \( \lambda_r \), and for \( k \supset K \) algebraically closed we have \( X^{(r)} \otimes_K k \cong \bigoplus_{i=1}^r (d_i, f_i) \).

Proof. – This follows from 1.3.11 using descent. Note that the slopes satisfy

\[
\lambda_1 < \lambda_2 < \cdots < \lambda_r,
\]

and that there are no nonzero homomorphisms between BT of different slopes. □

2. Deformation theory of ordinary objects

2.1. Deformation theory of BT with endomorphisms

2.1.1. Let \( K \) be a perfect field of characteristic \( p > 0 \). Write \( C_{W(K)} \) for the category of pairs \( (R, \beta) \), with \( R \) an artinian local \( W(K) \)-algebra and \( \beta : R/\mathfrak{m}_R \xrightarrow{\sim} K \) an isomorphism. Morphisms in \( C_{W(K)} \) are local homomorphisms of \( W(K) \)-algebras which are compatible with the given isomorphisms \( \varphi \).

Let \( (R, \beta) \in C_{W(K)} \). If \( X \) is a BT over \( K \) then by a deformation, or lifting, of \( X \) over \( (R, \beta) \) we mean a pair \( (\mathcal{O}_\alpha, \alpha) \) where \( \mathcal{O}_\alpha \) is a BT over \( R \) and \( \alpha : \mathcal{O}_\alpha \otimes_{W(K)} K \cong X \). In practice we often omit \( \beta \) from the notation.

The formal deformation functor of \( X \) is the covariant functor

\[
\text{Def}(X) : C_{W(K)} \rightarrow \text{Sets}
\]

whose value on a pair \( (R, \beta) \) is the set of isomorphism classes of deformations of \( X \) over \( R \).

2.1.2. Situation. – Let \( K \) be a perfect field of characteristic \( p > 0 \). Let \( \mathcal{O} \) be an unramified extension of \( \mathbb{Z}_p \) of degree \( m \) with residue field \( \kappa \); in other words: \( \kappa \cong \mathbb{F}_{p^m} \) and \( \mathcal{O} \cong W(K) \). Let \( X \) be an ordinary BT with \( \mathcal{O} \)-structure over \( K \), of type \( (d, f) \). Let \( Y := X[p] \). We write \( r \) for the number of slopes, as defined in 1.2.5.

2.1.3. PROPOSITION (Wedhorn, [38]). – Situation as above. Write \( T \) (respectively \( T^D \)) for the tangent space of \( X \) (respectively \( X^D \)) at the origin.

(i) The functor \( \text{Def}(X) \) is pro-representable and formally smooth over \( W(K) \).

(ii) The functor \( \text{Def}(Y) \) is formally smooth over \( W(K) \). The canonical map

\[
\gamma : \text{Def}(X) \rightarrow \text{Def}(Y)
\]

is a hull.

(iii) The tangent spaces of \( \text{Def}(X) \) and \( \text{Def}(Y) \) are both canonically isomorphic to the \( K \)-vector space \( T^D \otimes_{\kappa \otimes \mathbb{F}_p} K T \), and via these identifications \( \gamma \) induces the identity map on tangent spaces.
2.1.4. In the situation of the proposition, the tangent space of \( \text{Def}(X) \) can also be described in terms of the Dieudonné module \( N_\bullet \) of \( X \). Namely, there are natural isomorphisms

\[
T \cong N[F] := \text{Ker}(F) \quad \text{and} \quad T^D \cong (N/N[F])^\vee.
\]

This gives that over \( k = \bar{k} \) the tangent space of \( \text{Def}(X) \) is isomorphic to

\[
\bigoplus_{i \in \mathcal{I}} \text{Hom}(N_i/N_i[F], N_i[F]).
\]

In particular, the relative dimension of \( \text{Def}(X) \) over \( W(K) \) is equal to \( \sum_{i \in \mathcal{I}} f(i) \cdot (d - f(i)) \).

2.1.5. COROLLARY. – Suppose \( X \) is isoclinic, meaning that \( r = 1 \). Then \( X \) is rigid, i.e., \( \text{Def}(X) \) is pro-represented by \( W(K) \).

**Proof.** – The assumption means that for all \( i \in \mathcal{I} \) either \( f(i) = 0 \) or \( f(i) = d \). \( \Box \)

2.1.6. Let \( k \) be an algebraically closed field, \( \text{char}(k) = p \). Write \( \sigma \) for the Frobenius automorphism of \( W(k) \). Let \( A \) be a formally smooth \( W(k) \)-algebra. Fix an endomorphism \( \varphi_A \) of \( W(k) \). Let \( A_0 := A/pA \) and with \( (\varphi_A)^{\cdot p}/W(k) = \sigma \).

Consider 4-tuples \( (\mathcal{M}, \text{Fil}^1(\mathcal{M}), \nabla, F_{\mathcal{M}}) \) with

- \( \mathcal{M} \) a free \( A \)-module of finite rank;
- \( \text{Fil}^1(\mathcal{M}) \subset \mathcal{M} \) a direct summand;
- \( \nabla : \mathcal{M} \rightarrow \mathcal{M} \oplus \hat{O}_{A/W(k)} \) an integrable, topologically quasi-nilpotent connection;
- \( F_{\mathcal{M}} : \mathcal{M} \rightarrow \mathcal{M} \) a \( \varphi_A \)-linear endomorphism,

such that, writing \( \mathcal{M} := \mathcal{M} + p^{-1} \text{Fil}^1(\mathcal{M}) \) and \( \mathcal{M}_0 := \mathcal{M} \otimes_A A_0 \),

- \( F_{\mathcal{M}} \) induces an isomorphism \( \mathcal{M} \otimes_A \varphi_A \sim A_0 \rightarrow \mathcal{M}_0 \), and
- \( \text{Fil}^1(\mathcal{M}) \otimes_A A_0 = \text{Ker}(F_{\mathcal{M}} \otimes \text{Frob}_{A_0} : \mathcal{M}_0 \rightarrow \mathcal{M}_0) \).

With the obvious notion of a morphism, such 4-tuples form a category \( \text{MF}^\nabla_{[0,1]}(A) \). Crystalline Dieudonné theory establishes an anti-equivalence

\[
(\text{BT over } A) \xrightarrow{\text{anti-equiv}} \text{MF}^\nabla_{[0,1]}(A).
\]

See [23], Section 4 for further discussion.

2.1.7. We need a description of the 4-tuple \( (\mathcal{M}, \text{Fil}^1(\mathcal{M}), \nabla, F_{\mathcal{M}}) \) corresponding to the universal deformation of an ordinary BT with \( \mathcal{O} \)-structure, \( \mathcal{O} \) a finite unramified extension of \( \mathbb{Z}_p \). We use a construction due to Faltings [6]. We start with the Dieudonné module \( M \) of \( X \). If \( (d, j) \) is the type of \( X \) then on the standard basis \( \{ e_{i,j} \} \) for \( M \) (as in 1.2.3) the Hodge filtration is given by

\[
\text{Fil}^1(M) = \bigoplus_{i \in \mathcal{I}, j > d - f(i)} W(k) \cdot e_{i,j}.
\]

The submodule \( M^0 := \bigoplus_{i \in \mathcal{I}, j \leq d - f(i)} W(k) \cdot e_{i,j} \) is a complement for \( \text{Fil}^1(M) \) in \( M \).

Inside the algebraic group \( \text{GL}_{d,W(k)}(M) = \prod_{i \in \mathcal{I}} \text{GL}_{d,W(k)} \), the stabilizer of \( M^0 \) is a parabolic subgroup. Let \( U \) be its unipotent radical. In down-to-earth terms, \( U = \prod_{i \in \mathcal{I}} U_i \) with

\[
U_i = \text{group of matrices } \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix},
\]

where the upper right-hand block has size \( (d - f(i)) \times f(i) \).
Let \( A \) be the completed local ring of \( U \) at the identity element. Thus, \( A \) is a formal power series ring
\[
A = W(k) \left[ \left[ u_{i,j}^{(l)} \right] \right],
\]
where the indices range over \( i \in \mathcal{I} \), over \( r \in \{d+1 - f(i), \ldots, d\} \) and \( s \in \{1, \ldots, d - f(i)\} \).
It will be convenient to formally put \( u_{r,s}^{(l)} = 0 \) if \( r \) or \( s \) is not in the specified range. Define \( \varphi_A : A \rightarrow A \) to be the lifting of Frobenius with \( (\varphi_A)_{W(k)} = \sigma \) and \( \varphi_A(u_{r,s}^{(l)}) = (u_{r,s}^{(l)})^p \).

Note that we have a tautological element \( g^\text{univ} \in \text{GL}_{\mathcal{O} \otimes \kappa W(k)}(M)(A) \).

2.1.8. Proposition (Faltings, [6], § 7). – Define
\[
\mathcal{M} := M \otimes_{W(k)} A, \quad \text{Fil}^1(\mathcal{M}) := \text{Fil}^1(M) \otimes_{W(k)} A, \quad \text{and} \quad F_{\mathcal{M}} := g^\text{univ} \circ (F_M \circ \varphi_A).
\]
Then there is a unique topologically quasi-nilpotent connection \( \nabla : \mathcal{M} \rightarrow \mathcal{M} \otimes \Omega_{A/W(k)} \) that is compatible with \( F_{\mathcal{M}} \), and this connection is integrable. The ring \( \mathcal{O} \) acts on the 4-tuple \((\mathcal{M}, \text{Fil}^1(\mathcal{M}), \nabla, F_{\mathcal{M}})\) by endomorphisms. Via the anti-equivalence of categories (2.1.6.1) this 4-tuple corresponds to the universal deformation of \( X \) as a BT with \( \mathcal{O} \)-action.

This result is also discussed in [23], § 4.

2.1.9. Proposition (Lifting of the slope filtration). – Let \( K \) be a perfect field of characteristic \( p > 0 \). Let \( \mathcal{O} \) be a finite unramified extension of \( \mathbb{Z}_p \) with residue field \( \kappa \cong \mathbb{F}_{p^m} \). Let \( X \) be an ordinary BT with \( \mathcal{O} \)-structure over \( K \). Consider the decomposition of \( X \) as in 1.3.12, and define (for \( 1 \leq a \leq b \leq r \))
\[
\sum_{a,b}^{X(r,b)} := \prod_{j=a}^{b} \sum_{i}^{X(j)},
\]
so that we have a slope filtration
\[
0 \subset \sum_{a,b}^{X(r,r)} \subset \sum_{a,b}^{X(r-1,r)} \subset \cdots \subset \sum_{a,b}^{X(1,r)} = X.
\]
Let \( R \) be in \( C_{W(K)} \). If \( (\mathcal{P}, \alpha) \) is a deformation of \( X \) over \( R \) then there is a unique filtration of \( \mathcal{P} \) by sub-BT with \( \mathcal{O} \)-structure,
\[
0 \subset \mathcal{P}^{r(r,r)} \subset \mathcal{P}^{r(r-1,r)} \subset \cdots \subset \mathcal{P}^{r(1,r)} = \mathcal{P},
\]
such that \( \alpha : \mathcal{P} \otimes R K \rightarrow X \) restricts to isomorphisms \( \mathcal{P}^{a(r)} \otimes R K \rightarrow X^{a(r)} \).

Proof. – To prove unicity we use Grothendieck–Messing deformation theory; on request of the referee we give some details. Set \( R_n := R/m^n \) and consider the natural map \( R_{n+1} \rightarrow R_n \). Its kernel is an ideal of square zero, hence it carries a nilpotent PD structure. Suppose we are given a lifted slope filtration \( \mathcal{P}^{(n,r)} \) of \( \mathcal{P} \otimes R_n \). On the level of crystals, as in Messing [21], this corresponds to a chain of quotients of \( D(\mathcal{P} \otimes R_n) \). Under the bijection of [21], Theorem V.1.6, the given lifting \( \mathcal{P} \otimes R_{n+1} \) of \( \mathcal{P} \otimes R_n \) corresponds to a filtration \( \text{Fil}^1 \subset D(\mathcal{P} \otimes R_n)_{R_{n+1}} \). But then it is clear that there is at most one lifting of \( \mathcal{P}^{(n,r)} \) over \( R_{n+1} \), corresponding to the image of \( \text{Fil}^1 \) in the various modules \( D(\mathcal{P}^{(n,r)})_{R_{n+1}} \).

It suffices to prove the existence in the case that \( K = k \) is algebraically closed; the general case then follows by descent, using the unicity of the lifted filtration. Further it clearly suffices...
to show that the desired filtration exists in case $\mathcal{F}$ is the universal deformation of $X$. Finally it suffices to show that $X^{(2,r)}$ lifts to a sub-object of $\mathcal{F}^\gamma$.

We use the description of the universal deformation of $X$ given in 2.1.7 and 2.1.8. Let $M' \subset M$ be the submodule corresponding to the quotient $X/X^{(2,r)} = X^{(1)}$. Let

$$d' = \min\{d - f(i) \mid i \in \mathcal{I}\}$$

be the rank of $M'$ over $\mathcal{O} \otimes_{\mathbb{Z}_p} W(k)$, so that

$$M' = \bigoplus_{i \in \mathcal{I}} \text{Span}(e_{i,j}; j = 1, \ldots, d').$$

Set $\mathcal{M}' := M' \otimes_{W(k)} A$ and $\text{Fil}^1(\mathcal{M}') := \text{Fil}^1(M') \otimes_{W(k)} A = \mathcal{M}' \cap \text{Fil}^1(\mathcal{M})$. Note that the tautological element $g^{\text{univ}}$ acts trivially on $\mathcal{M}'$, so $F_{\mathcal{M}}$ restricts to $F_{\mathcal{M}'} := F_{M'} \otimes A$ on $\mathcal{M}'$.

We claim that $\nabla(\mathcal{M}') \subseteq \mathcal{M}' \otimes \Omega^1_{A/W(k)}$, i.e., $\nabla$ restricts to a connection $\nabla'$ on $\mathcal{M}'$. If this is true then $(\mathcal{M}', \text{Fil}^1(\mathcal{M}'), \nabla', F_{\mathcal{M}'})$ is a sub-object of $(\mathcal{M}, \text{Fil}^1(\mathcal{M}), \nabla, F_{\mathcal{M}})$ and the desired lifting of $\mathcal{F}^{\mathcal{M}}$ is the one corresponding to the quotient-crystal.

In the proof of the claim we use the standard basis $\{e_{i,j}\}$ for the module $\mathcal{M}$. Let $\{f_{i,j}\}$ be the corresponding basis for $\mathcal{M} \otimes A, \nabla_A A$; concretely,

$$f_{i,j} = \begin{cases} e_{i,j} \otimes 1 & \text{if } j > d - f(i); \\ p^{-1}e_{i,j} \otimes 1 & \text{if } j \leq d - f(i). \end{cases}$$

With respect to these bases Frobenius is given by

$$F_{\mathcal{M}}(f_{i,j}) = g^{\text{univ}}_{i,j} (e_{i+1,j}), \quad g^{\text{univ}}_{i,j} = \begin{pmatrix} 1 & u_{i,s}^{(i+1)} \\ 0 & 1 \end{pmatrix}.$$ 

The connection $\nabla$ decomposes into factors $\nabla_i : \mathcal{M}_i \to \mathcal{M}_i \otimes \Omega^1_{A/W(k)}$; let $D^{(i)}$ be the $d \times d$ matrix of $1$-forms of $\nabla_i$ on the basis $e_{i,1}, \ldots, e_{i,d}$. Similarly, let $\tilde{D}^{(i)}$ be the matrix of the induced connection $\tilde{\nabla}_i$ on $\mathcal{M} \otimes A, \nabla_A A$ with respect to the basis $f_{i,1}, \ldots, f_{i,d}$. Then $\tilde{D}^{(i)}$ is obtained from $D^{(i)}$ by applying $d\varphi_A$ to all coefficients.

By definition, $\nabla$ is compatible with Frobenius, meaning that $(F \otimes \text{id}) \circ \nabla = \nabla \circ F$. But

$$\nabla \circ F(f_{i,j}) = \sum_{\mu=1}^d e_{i+1,\mu} \otimes D^{(i+1)}_{\mu,j} + \sum_{r,\mu=1}^d u^{(i+1)}_{r,\mu} e_{i+1,\mu} \otimes D^{(i+1)}_{\mu,r} + \sum_{r=1}^d e_{i+1,r} \otimes u^{(i+1)}_{r,j},$$

whereas

$$(F \otimes \text{id}) \circ \tilde{\nabla}(f_{i,j}) = \sum_{\mu=1}^d \left( e_{i+1,\mu} + \sum_{s=1}^d u^{(i+1)}_{s,\mu} e_{i+1,s} \right) \otimes d\varphi_A(D^{(i)}_{\mu,j}).$$

Here recall that we formally put $u^{(i)}_{r,s} = 0$ if either $r \leq d - f(i)$ or $s > d - f(i)$. Comparing coefficients of $e_{i+1,\nu}$ (for fixed $\nu \in \{1, \ldots, d\}$) we find

$$(2.1.9.1) \quad D^{(i+1)}_{\nu,j} + \sum_{r=1}^d u^{(i+1)}_{r,j} D^{(i+1)}_{\nu,r} + du^{(i+1)}_{\nu,j} = d\varphi_A(D^{(i)}_{\nu,j}) + \sum_{\mu=1}^d u^{(i+1)}_{\nu,\mu} \cdot d\varphi_A(D^{(i)}_{\mu,j}).$$
Now we specialize to the case that $\nu \leq d'$ and $j < d'$. As $u_{\nu,j}^{(i+1)} = 0$ and $u_{r,j}^{(i+1)} \neq 0$ only for $r > d'$, (2.1.9.1) becomes

$$D_{\nu,j}^{(i+1)} = d_\varphi \left(D_{\nu,j}^{(i)} + \sum_{\mu=1}^{d} u_{\nu,\mu}^{(i+1)} \cdot d_\varphi \left(D_{\nu,\mu}^{(i)} - \sum_{r=d'+1}^{d} u_{r,j}^{(i+1)} D_{r,j}^{(i+1)}\right)\right).$$

By induction on $n$ this readily implies that for all $i \in \mathcal{T}$, all $\nu \leq d'$ and $j > d'$ we have $D_{\nu,j}^{(i)} \in m_\mathcal{T}_\nu \cdot D_{\nu,j}^{(0)}$. But $A$ is noetherian, so $\bigcap_{n \geq 0} m_\mathcal{T}_\nu \cdot D_{\nu,j}^{(0)} = 0$, so $D_{\nu,j}^{(i)} = 0$ whenever $\nu \leq d'$ and $j > d'$. This is what we wanted to prove. □

2.2. Cascades

2.2.1. Definition. – Let $\mathcal{T}$ be a topos with final object $S$. Let $r$ be a positive integer. An $r$-cascade in $\mathcal{T}$ consists of the following data:

1. commutative $\mathcal{T}$-groups $G(i,j)$ for $1 \leq i < j \leq r$;
2. objects $\Gamma(i,j)$ for $1 \leq i < j \leq r$; if $i \geq j$ then put $\Gamma(i,j) := S$;
3. morphisms $\lambda(i,j) : \Gamma(i,j) \to \Gamma(i,j-1)$ and $\rho(i,j) : \Gamma(i,j) \to \Gamma(i+1,j)$ satisfying the commutativity relation $\rho(i,j-1) \circ \lambda(i,j) = \lambda(i+1,j) \circ \rho(i,j)$;
4. the structure on $\Gamma(i,j)$ of a biextension of $(\Gamma(i,j-1), \Gamma(i+1,j))$ by $G(i,j) \times G(i+1,j-1)$ in the category $\mathcal{T}_{\Gamma(i+1,j-1)}$.

Part (4) of the data is meaningful by induction on $j - i$. If $j = i + 1$ then, by convention, $\Gamma(i+1,j-1) = \Gamma(i+1,j) = S$ and (4) means that $\Gamma(i,j)$ is to be equipped with the structure of a commutative $\mathcal{T}$-group isomorphic to $G(i,j)$. If $j = i + m$ and data as in (4) are available on all $\Gamma(i,j')$ with $j' = i < m$ then $\Gamma(i,j-1)$ and $\Gamma(i+1,j)$ both have the structure of a commutative group over $\Gamma(i+1,j-1)$ (as part of their structure of a biextension), so that (4) is meaningful for $\Gamma(i,j)$.

2.2.2. Example. – A 1-cascade only consists of the final object $S$. A 2-cascade is just a commutative $\mathcal{T}$-group. A 3-cascade is a biextension. A 4-cascade is a commutative diagram

with

- $\Gamma(i+1)$ commutative $\mathcal{T}$-groups isomorphic to $G(i+1)$ (for $i = 1, 2, 3$);
- $\Gamma(1,3)$ a biextension of $(\Gamma(1,2), \Gamma(2,3))$ by $G(1,3)$;
- $\Gamma(2,4)$ a biextension of $(\Gamma(2,3), \Gamma(3,4))$ by $G(2,4)$;
- $\Gamma(1,4)$ a biextension of $(\Gamma(1,3), \Gamma(2,4))$ by $G(1,4) \times G(2,3)$ in the category $\mathcal{T}_{\Gamma(1,3)}$.

We often refer to a cascade by the single letter $\Gamma$. We call the $G(i,j)$ the group constituents of the cascade and $\Gamma(i,j)$ the $(i,j)$-truncation.

If $\Gamma$ is an $r$-cascade, $r \geq 2$, then $\Gamma(1,r-1)$ and $\Gamma(2,r)$ both inherit a natural structure of an $(r-1)$-cascade.
2.2.3. Definition. – Let \( \Gamma \) and \( \Delta \) be \( r \)-cascades, with group constituents \( G^{(i,j)} \) and \( H^{(i,j)} \), respectively. A homomorphism \( f : \Gamma \to \Delta \) of cascades is a collection of maps
\[
f^{(i,j)} : \Gamma^{(i,j)} \to \Delta^{(i,j)}
\]
and homomorphisms of groups
\[
h^{(i,j)} : G^{(i,j)} \to H^{(i,j)}
\]
satisfying the following two conditions.

(a) The maps \( f^{(i,j)} \) are compatible, in the obvious sense, with the given morphisms \( \lambda \) and \( \rho \); symbolically we may write this as the conditions that \( f \circ \lambda_T = \lambda_{\Delta} \circ f \) and \( f \circ \rho_T = \rho_{\Delta} \circ f \).

(b) For all \( 1 \leq i < j \leq r \), let \( \tilde{\cdot}^{(\cdot)} \) denote a base change via \( f^{(i+1,j-1)} \), and write \( \tilde{f}^{(i,j)} : \Gamma^{(i,j)} \to \Delta^{(i,j)} \) for the morphism over \( \Gamma^{(i+1,j-1)} \) induced by \( f^{(i,j)} \). Then the quadruple \( (\tilde{f}^{(i,j)}, \tilde{f}^{(i+1,j)}, h^{(i,j)}, h^{(i+1,j)}) \) is a homomorphism of biextensions over \( \Gamma^{(i+1,j-1)} \).

2.2.4. Definition. – Let \( \Gamma \) be an \( r \)-cascade. Let \( x \in \Gamma^{(1,r-1)}(R) \) be an \( R \)-valued point, for some \( R \in \mathcal{R} \). By induction on \( r \) we define what it means for \( x \) to be a torsion point: If \( r = 1 \) then every \( x \) is torsion. If \( r \geq 2 \) then we say that \( x \) is a torsion point if

(a) \( \lambda(x) \in \Gamma^{(1,r-1)}(R) \) and \( \rho(x) \in \Gamma^{(2,r)}(R) \) are torsion points;

(b) \( x \) is a torsion point of \( \Gamma^{(1,r)} \) viewed as a group over \( \Gamma^{(1,r-1)} \), and also a torsion point of \( \Gamma^{(1,r)} \) viewed as a group over \( \Gamma^{(2,r)} \).

Note that if (a) holds then in (b) it suffices to require that \( x \) is a torsion point for one of the two group laws. To see this one uses that a biextension of a pair of groups \( (\Gamma_1, \Gamma_2) \) by a third group has a canonical trivialization over \( \{0\} \times \Gamma_2 \) and over \( \Gamma_1 \times \{0\} \).

2.2.5. An \( r \)-cascade \( \Gamma \) has a natural zero section \( 0 \in \Gamma(S) \). As above we define it by induction on \( r \). We leave the details to the reader.

2.2.6. Definition. – Let \( \Gamma \) be an \( r \)-cascade. Then we define the dual cascade, notation \( \Gamma^\vee \), to be the \( r \)-cascade obtained after replacing all index pairs \( (i,j) \) by \( (r+1-j, r+1-i) \). Thus, the group constituents are \( G^{\vee,(i,j)} := G^{(r+1-j,r+1-i)} \), the truncations are
\[
\Gamma^{\vee,(i,j)} := \Gamma^{(r+1-j,r+1-i)},
\]
and the biextension structures are the same (after re-indexing) as those occurring in \( \Gamma \).

2.3. The cascade structure on the deformation space

2.3.1. Situation as in 2.1.2. We first study the case that the Newton polygon of \( X \) has precisely two slopes, i.e., \( r = 2 \). By 1.3.12 we have a decomposition \( X = X^{(1)} \times X^{(2)} \) where the factors are both isoclinic. As shown in 2.1.5, if \( R \in \mathcal{C}_{W(K)} \) then there is a unique lifting \( P^{(\nu)} \) of \( X^{(\nu)} \) over \( R \), for \( \nu \in \{1, 2\} \). If we want to indicate over which ring \( R \) we are working we use the notation \( P^{(\nu)}_R \).

Consider the category \( \text{EXT}(P^{(1)}, P^{(2)}) \) of extensions of \( P^{(1)} \) by \( P^{(2)} \) as fpf sheaves of \( \mathcal{O} \)-modules over \( R \). If there is no risk of confusion we simply write \( \text{EXT}_R \) for this category, and \( \text{Ext}_R \) denotes the set of isomorphism classes in \( \text{EXT}_R \).

Let \( X \) be an object of \( \text{EXT}_R \). It follows from [21], I, (2.4.3) that, forgetting the structure of an extension, \( X \) is again a BT with \( \mathcal{O} \)-structure. By looking at the Newton polygon, using [12], Lemma 1.3.4, we see that \( X \otimes_R K \) is ordinary. Applying Theorem 1.3.7, and using that there are no non-trivial homomorphisms from \( X^{(1)} \) to \( X^{(2)} \), it follows that there is a unique trivialization \( \alpha : X \otimes_R K \to X^{(1)} \times X^{(2)} \) as extensions.
2.3.2. Let $x$ be as in 2.1.2, and assume $r = 2$. Let $(d, f) = (d^1, f^1) + (d^2, f^2)$ be the decomposition of the type of $x$ as in Section 1.2.5. Define a new type $(d', f')$ by $d' = 1$ and

$$f'(i) = \begin{cases} 0 & \text{if } f^1(i) = f^2(i) = 0; \\ 0 & \text{if } f^1(i) = d_1 \text{ and } f^2(i) = d_2; \\ 1 & \text{if } f^1(i) = 0 \text{ and } f^2(i) = d_2. \end{cases}$$

As functions on $y$ we have $f^2 = f^1 + (d_2 - d_1) \cdot f'$. The corresponding ordinary object $x(1, f')$ is isoclinic, so by 2.1.5 it has a unique lifting $x^{\text{can}}(1, f')$ to a BT with $\theta'$-structure over $w(k)$.

2.3.3. THEOREM. – Let $x$ be as in 2.1.2 with $r = 2$. With notations as above, the category $\text{EXT}_R$ is equivalent to the category $\text{DEF}_R(x)$ of deformations of $x$ over $R$. The functor $\text{Def}(x)$ has a natural structure of a BT with $\theta'$-structure over $w(k)$. If $k$ is an algebraically closed field containing $K$ then

$$\text{Def}(x) \otimes_{w(k)} w(k) \cong x^{\text{can}}(1, f')d^1d^2,$$

as BT with $\theta'$-structure.

Proof. – If $x'$ is an object of $\text{EXT}_R$, let $\alpha : x' \otimes_R K \xrightarrow{\sim} x^{(1)} \times x^{(2)}$ be the unique trivialization of $x' \otimes K$ as extension. Forgetting the structure of an extension on $x'$, the pair $(\alpha, x)$ is a deformation of $x$ over $R$. One easily checks that this defines a functor $h : \text{EXT}_R \to \text{DEF}_R(x')$. In the opposite direction, suppose $(\alpha, x')$ is a deformation of $x$ over $R$. By 2.1.9 and rigidity of $x^{(2)}$ we have $\alpha^{(2)} \to x^{(2)}$. By [21], I, (2.4.3) the quotient $x' / x^{(2)}$ is again a BT with $\theta'$-structure. By rigidity of $x^{(1)}$ it then follows that $x'$ is an extension of $x^{(1)}$ by $x^{(2)}$, in such a way that the given identification $\beta : x' \otimes_R K \xrightarrow{\sim} x$ becomes a trivialization of the extension over $K$. This gives a quasi-inverse to the functor $h$.

We find that $\text{Def}_R(x') \cong \text{Ext}_R$, which has a natural group structure. Hence $\text{Def}(x')$ has the structure of a smooth formal group over $w(K)$. Further, $\theta'$ acts on it through its action on $x^{(1)}$.

Let us now show that $\text{Def}(x)$ is a BT. By [21], II, (4.3) and (4.5) it suffices to show that for every $R \in \text{C}_w(K)$ multipication by $p$ is an epimorphism of $\text{Def}(x') \otimes_R R$ to itself. For this it is enough to show that $D := \text{Def}(x) \otimes_{w(k)} K$ is a BT over $K$. Further we may assume that $K = k = k$. (Another proof of these reduction steps can be found in Conrad’s notes [3], § 3.1.) By the classification theory of formal groups (see Manin [20], II.4), in order to conclude that $D$ is a BT it suffices to show that $D[p]$ is a finite group scheme.

As usual we write $x^{(p)}$ for the $p$-kernel of $x^{(p)}$; similarly, let $\alpha^{(p)} := \alpha^{(p)}[p]$. If $R$ is a $k$-algebra then $\alpha^{(p)} = \alpha^{(p)} \otimes_R k R$.

Let $R$ be an artinian local $k$-algebra. We have an exact sequence

$$\text{Hom}(x^{(1)}_R, x^{(2)}_R) \to \text{Ext}_R \xrightarrow{\times p} \text{Ext}_R \to \cdots,$$

where the $\text{Hom}(\ )$ denotes homomorphisms of sheaves of $\theta'$-modules over $R$. Clearly we have $\text{Hom}(x^{(1)}_R, x^{(2)}_R) \cong \text{Hom}(x^{(1)}_R, x^{(2)}_R)$, and as a functor in $k$-algebras $R$ the latter is representable by a group scheme $G := \text{Hom}(x^{(1)}_R, x^{(2)}_R)$. But $G$ is isomorphic to a closed subgroup scheme of the group scheme $\text{Aut}(x)$, which is finite by [25], Theorem 2.1.2 and our definition of the $[p]$-ordinary type. Hence we have a finite group scheme $G$ and a homomorphism $G \to D[p]$ which is surjective on $R$-valued points for every $R$ as above. This is easily seen to imply that $D[p]$ is finite.
In order to prove the last assertion of the theorem we may assume that \( K = k \), and one easily reduces to the case that \( d^1 = d^2 = 1 \). If we can show that \( D := \text{Def}(X) \otimes_{W(k)} k \) is isomorphic to \( \Lambda(1, f') \) then (2.3.3.1) follows from the rigidity result 2.1.5.

From now on we assume that \( d^1 = d^2 = 1 \) and \( K = k \). We have \( \Lambda(\nu) = \sum\text{ord}(1, f') \). Let \( \Lambda_D \) be the Dieudonné module of \( D[p] \) and \( \Lambda = \Lambda(1, f') \) that of \( \Lambda(1, f') \). We know that \( N_D[F] \) is isomorphic to the tangent space of \( D \) at the origin, so 2.1.4 gives \( N_D[F] \cong N[F] \) as modules over \( \partial \otimes k \). By our classification results the proof is complete if we can show that \( N_D \), which is a free module over \( \partial \otimes k \), is of rank 1. We shall use a result of Raynaud [32] to prove that the affine algebra of \( G := \text{Hom}(\Lambda(1), \Lambda(2)) \) has \( k \)-dimension (at most) equal to \( p^m \).

Loc. cit., Corollary 1.5.1 tells us that the affine algebras of \( \Lambda(1) \) and \( \Lambda(2) \) are of the form \( A^{(1)} = k[x_i; i \in \mathcal{I}] / \alpha \) and \( A^{(2)} = k[y_i; i \in \mathcal{J}] / \beta \) with

\[
a = (x_i^p - (1 - f'(i))x_{i+1}; i \in \mathcal{I}), \quad \text{and} \quad b = (y_i^p - (1 - f'(i))y_{i+1}; i \in \mathcal{J}),
\]

and \( \alpha \in \kappa := \partial / p\partial \) acts on \( x_i \) and \( y_i \) as multiplication by \( i(a) \in \kappa \). If \( R \) is a \( k \)-algebra then a homomorphism \( A^{(1)} \to A^{(2)} \) is given by a homomorphism \( A^{(2)} \otimes k R \to A^{(1)} \otimes k R \) with \( y_i \mapsto \gamma_i x_i \) for certain \( \gamma_i \in R \). For each \( i \) there are three possibilities.

(a) If \( f'(i) = 0 = f''(i) \) then the relations \( x_i^p = x_{i+1} \) and \( y_i^p = y_{i+1} \) give that \( \gamma_{i+1} = \gamma_i^p \).

(b) If \( f'(i) = 0 \) and \( f''(i) = 1 \) then we have \( x_i^p = x_{i+1} \) and \( y_i^p = 0 \), hence \( \gamma_{i+1} = 0 \).

(c) The third possibility is that \( f'(i) = 1 = f''(i) \). We claim that in this case again \( \gamma_{i+1} = \gamma_i^p \).

To see this we can use Cartier duality, which interchanges cases (a) and (c). Alternatively, we can see that \( \gamma_{i+1} = \gamma_i^p \) by using the explicit formulas for the comultiplication given by [32], Corollary 1.5.1.

The conclusion is that the affine algebra \( A_G \) of \( G \) is a quotient of the ring \( k[z_i; i \in \mathcal{I}] / \epsilon \) with

\[
\epsilon = (z_i^p - (1 - f'(i))z_{i+1}; i \in \mathcal{I}).
\]

This shows that \( \dim_k(A_G) \leq p^m \), as claimed. But then \( N_D \), which is free, has rank \( \leq 1 \) over \( \partial \otimes k \). On the other hand, \( N_D[F] \neq 0 \). Hence \( N_D \) is free of rank 1. This completes the proof of the theorem.

\[\Box\]

2.3.4. Remarks. – (i) Let \( \overline{X} = (X, i) \) be as in the theorem. By 1.3.10, \( X \) is ordinary (in the classical sense) if and only if \( f \) is a constant function, which means that \( f'(i) = 1 \) for all \( i \). This is precisely the case that \( \text{Def}(\overline{X}) \) is a formal torus. Of course, the formal group structure on \( \text{Def}(\overline{X}) \) is in this case the same as the one defined by Serre and Tate.

(ii) As a corollary of the proof we find that \( \text{Hom}(\Lambda(1), \Lambda(2)) \) is a \( K \)-form of the group scheme \( \Lambda(1, f')^{d_1 d_2} \), and that the first map in (2.3.3.2) is injective. This last result also follows from the fact that for \( R \in C_W(K) \) we have \( \text{Hom}(\Lambda(1), \Lambda(2)) = 0 \), as can be shown using [11], Theorem 4.4.

2.3.5. Let \( K \) be a perfect field, \( \text{char}(K) = p > 0 \). Let \( W = W(K) \). Write \( FS_W \) for the category of affine formal schemes \( \mathcal{X} \) over \( W \) with the property that \( \Gamma(\mathcal{X}, O_X) \) is a pro-finite \( W \)-algebra. By a theorem of Grothendieck, \( FS_W \) is equivalent to the category of left-exact covariant functors \( C_W \to \text{Sets} \).

On \( FS_W \) we consider the flat topology; see [5], VIIb, 1.5. This topology is coarser than the canonical topology. Hence if we write \( FS_W \) for the topos of sheaves for the flat topology) then we have a natural functor \( i : FS_W \to FS_W \).

2.3.6. Construction. – Let \( \overline{X} \) be as in 2.1.2. We are going to define the structure of a cascade on the formal deformation space of \( \overline{X} \). More precisely, write \( \overline{X} = \overline{X}^{(1)} \times \cdots \times \overline{X}^{(r)} \) as in 1.3.12.
For $1 \leq a \leq b \leq r$, let $X^{(a,b)} := \prod_{j=a}^{b} X^{(j)}$, and define

$$\Gamma^{(a,b)} := \text{Def}(X^{(a,b)}).$$

Using Proposition 2.1.9 we obtain natural morphisms

$$\lambda : \Gamma^{(a,b)} \to \Gamma^{(a,b-1)} \quad \text{and} \quad \rho : \Gamma^{(a,b)} \to \Gamma^{(a+1,b)}.$$

Finally, define

$$G^{(a,b)} := \text{Def}(X^{(a)} \times X^{(b)}),$$

viewed as a BT with $\mathcal{G}$-structure over $W = W(K)$. We shall define the structure of an $r$-cascade on the collection of data $\{\Gamma^{(a,b)}, \lambda, \rho\}$, with group constituents $G^{(a,b)}$. Here we work in the category $\mathcal{FS}_W$.

To begin with, fix indices $a < b$. We claim that we can choose coordinates such that

$$\Gamma^{(a,b)} \xrightarrow{\sim} \Gamma^{(a,b-1)} \quad \text{is given by} \quad A[u_1, v_1, \ldots, u_d] \quad \text{and} \quad A[v_1, \ldots, v_e]$$

where $A \cong W[x_1, \ldots, x_n]$ is the affine algebra of $\Gamma^{(a+1,b-1)}$. This is an easy algebra exercise; one uses that each $\Gamma^{(a,b)}$ is formally smooth over $W$, and computes the induced maps on tangent spaces in terms of Dieudonné modules. In particular we find that the natural map

$$\pi : \Gamma^{(a,b)} \to \Gamma^{(a,b-1)} \times \Gamma^{(a+1,b-1)} \Gamma^{(a+1,b)}$$

is formally smooth, hence topologically flat and surjective.

We want to define on $\Gamma^{(a,b)}$ the structure of a group over $\Gamma^{(a,b-1)}$, as well as the structure of a group over $\Gamma^{(a+1,b)}$. Let $R \in C_W$, with $W = W(K)$. Let $\eta \in \Gamma^{(a,b-1)}(R)$ correspond to a deformation $(\mathcal{F}, \beta)$ of $X^{(a,b-1)}$ over $R$. With similar arguments as in the proof of 2.3.3, one shows that there is a bijection

$$\{ \zeta \in \Gamma^{(a,b)}(R) \mid \zeta \mapsto \eta \} \sim \text{Ext}(\mathcal{F}, \mathcal{G}^{(b)}).$$

The desired group structure on $\Gamma^{(a,b)}$ over $\Gamma^{(a,b-1)}$ is then obtained by transporting the group structure on $\text{Ext}(\mathcal{F}, \mathcal{G}^{(b)})$. For the group structure on $\Gamma^{(a,b)}$ over $\Gamma^{(a+1,b)}$ the construction is similar.

The next point is to show, for $b > a + 1$, that $\Gamma^{(a,b)}$ has a natural structure of a $G^{(a,b)}$-torsor over $\Pi := \Gamma^{(a,b-1)} \times \Gamma^{(a+1,b-1)} \Gamma^{(a+1,b)}$. For this we use Grothendieck’s notion of a blended extension (“extension panachée”); see [10], IX, 9.3. We write $\Gamma(?)$ for the fibre of $? \in \Pi(R)$ under $\pi : \Gamma(R) \to \Pi(R)$.
An $R$-valued point $\eta_1 \times \xi \eta_2$ of $\Pi$ is given by:
- a deformation $(\mathcal{E}, \alpha)$ of $\mathcal{E}_{(a+1,b-1)}$ over $R$;
- the class of an extension $0 \to \mathcal{F} \to \mathcal{E}_1 \to \mathcal{E}_{(a)} \to 0$;
- the class of an extension $0 \to \mathcal{E}_{(a)} \to \mathcal{E}_2 \to \mathcal{F} \to 0$.
(The extensions live in the category of sheaves of $\mathcal{O}$-modules over $R$.) With similar arguments as before we find that the fibre $\Gamma(\eta_1 \times \xi \eta_2)$ is in natural bijection with the set $\text{Ext} \text{pan}(\mathcal{E}_1, \mathcal{E}_2)$ of blended extensions of $\mathcal{E}_1$ by $\mathcal{E}_2$. As shown in loc. cit., this set is either empty or it is principal homogeneous under the group $\text{Ext}(\mathcal{E}_{(a)}, \mathcal{E}_{(b)}) \cong G(a,b)(R)$. But we have already excluded the first option. Using the obvious functoriality with respect to $R$, and using that $\pi : \Gamma(a,b) \to \Pi$ is a flat covering, we find that, indeed, $\Gamma(a,b)$ is a $G(a,b)$-torsor over $\Pi$.

Finally we have to give $\Gamma(a,b)$ the structure of a biextension. We use a pointwise notation.

Let $\eta_1, \eta'_1 \in \Gamma(a,b-1)(R)$ and $\eta_2, \eta'_2 \in \Gamma(a+1,b)(R)$, all mapping to the same point $\xi \in \Gamma^{(a+1, b-1)}(R)$. The points $\eta_1$ and $\eta'_1$ correspond to extensions $\mathcal{E}_1$ and $\mathcal{E}'_1$ of $\mathcal{E}_{(a)}$ by $\mathcal{E}$; the points $\eta_2$ and $\eta'_2$ to extensions $\mathcal{E}_2$ and $\mathcal{E}'_2$ of $\mathcal{E}$ by $\mathcal{E}_{(b)}$.

A point of $\Gamma(\eta_1 \times \xi \eta_2)$ can be viewed as an extension $E$ of $\mathcal{E}_1$ by $\mathcal{E}_{(a)}$; similarly for points of $\Gamma(\eta'_1 \times \xi \eta_2)$. This interpretation gives rise to maps

$$
\varphi(\eta_1, \eta'_1; \eta_2, \eta'_2) : \Gamma(\eta_1 \times \xi \eta_2) \times \Gamma(\eta'_1 \times \xi \eta_2) \to \Gamma\left((\eta_1 \land \eta'_1) \times \xi \eta_2\right)
$$

by $([E],[E']) \mapsto [E \land E']$. A point of $\Gamma(\eta_1 \times \xi \eta_2)$ can also be viewed as an extension $F$ of $\mathcal{E}_{(a)}$ by $\mathcal{E}_2$, and similarly for $\Gamma(\eta'_1 \times \xi \eta'_2)$. This interpretation gives rise to maps

$$
\psi(\eta_1, \eta'_1; \eta_2, \eta'_2) : \Gamma(\eta_1 \times \xi \eta_2) \times \Gamma(\eta'_1 \times \xi \eta'_2) \to \Gamma\left((\eta_1 \land \eta'_1) \times \xi \eta'_2\right)
$$

by $([F],[F']) \mapsto [F \land F']$. These maps $\varphi(\eta_1, \eta'_1; \eta_2, \eta'_2)$ and $\psi(\eta_1, \eta'_1; \eta_2, \eta'_2)$ give the desired structure of a biextension; we leave it to the reader to verify that they satisfy all required compatibilities.

2.3.7. Remark. – If $\mathcal{X}^D$ is the Cartier dual of $\mathcal{X}$ then $\text{Def}(\mathcal{X}^D)$ is naturally isomorphic, as a cascade, to the dual of $\text{Def}(\mathcal{X})$.

2.3.8. Situation as in 2.1.2. Write $\sigma$ for the Frobenius automorphism of $W(K)$. For any $n \geq 1$ we have a canonical isomorphism of formal $W(K)$-schemes

$$(2.3.8.1) \quad \text{Def}(\mathcal{X}^{(\sigma^n)}) \xrightarrow{\sim} \text{Def}(\mathcal{X})^{(\sigma^n)}.$$
\[ \mathcal{X}[F^{\text{can}}] = \mathcal{X}^{(1)}[F^{\text{can}}] \times \cdots \times \mathcal{X}^{(r)}[F^{\text{can}}] = \mathcal{X}^{(1)}[p^{\lambda_1m_0/m}] \times \cdots \times \mathcal{X}^{(r)}[p^{\lambda_rm_0/m}]. \]

Note that \( \lambda_rm_0/m \in \mathbb{Z} \) for all \( \nu \). Now suppose \( \mathcal{Y} \) is a lifting of \( \mathcal{X} \) over some \( R \in C_W(K) \). As shown in 2.1.9 we have a slope filtration

\[ 0 < \mathcal{Y}^{(r,r)}(r) \subset \mathcal{Y}^{(r-1,r)}(r) \subset \cdots \subset \mathcal{Y}^{(1,r)}(r) = \mathcal{Y}. \]

Define a finite subgroup scheme \( Q \subset \mathcal{Y} \) by

\[ Q := \mathcal{Y}^{(r,r)}(r)[p^{\lambda_rm_0/m}] + \mathcal{Y}^{(r-1,r)}(r)[p^{\lambda_{r-1}m_0/m}] + \cdots + \mathcal{Y}^{(1,r)}(r)[p^{\lambda_1m_0/m}]. \]

Note that

\[ Q \otimes_R K = \mathcal{X}[F^{\text{can}}]. \]

One easily verifies that \( \mathcal{Y}/Q \) is again a BT with \( \sigma \)-structure over \( R \), which is a lifting of \( \mathcal{X}^{(\text{can})} \).

This construction defines a functor \( \text{Def}(\mathcal{X}) \to \text{Def}(\mathcal{X}^{(\text{can})}) \), and by composition with (2.3.8.1) we get a morphism \( \Phi^{\text{can}} : \mathbb{D} \to \mathbb{D}(\sigma^{\text{can}}) \) that lifts \( \Phi_{\text{can}} \).

**2.3.9. Proposition.** With respect to the cascade structure on \( \mathbb{D} := \text{Def}(\mathcal{X}) \) defined in 2.3.6, the morphism \( \Phi^{\text{can}} : \mathbb{D} \to \mathbb{D}(\sigma^{\text{can}}) \) is a homomorphism of cascades.

The proof of the proposition is tedious but straightforward; we leave it to the reader. We do not know if one can characterize the cascade structure on \( \text{Def}(\mathcal{X}) \) by its property that \( \Phi^{\text{can}} \) defines a homomorphism, as in the “classical” ordinary case – cf. the appendix by Katz to [4].

**2.3.10. Definition.** Situation as in 2.1.2. The canonical lifting \( \mathcal{X}^{\text{can}} \) of \( \mathcal{X} \) over \( W(K) \) is the lifting corresponding to the zero section of the cascade \( \text{Def}(\mathcal{X}) \). Concretely, if

\[ \mathcal{X} = \mathcal{X}^{(1)} \times \cdots \times \mathcal{X}^{(r)} \]

is the slope decomposition of \( \mathcal{X} \) as in 1.3.12 then by 2.1.5 each isoclinic factor \( \mathcal{X}^{(\nu)} \) has a unique lifting \( \mathcal{Y}^{(\nu)} = \mathcal{Y}^{(\nu)}_{W(K)} \) over \( W(K) \), and

\[ \mathcal{X}^{\text{can}} := \mathcal{Y}^{(1)} \times \cdots \times \mathcal{Y}^{(r)}. \]

**2.3.11.** Let \( R \) be a complete local \( W(K) \)-algebra with residue field \( K \). If \( \mathcal{Y} \) is a lifting of \( \mathcal{X} \) over \( R \) then the natural map \( \text{End}_R(\mathcal{Y}) \to \text{End}_K(\mathcal{X}) \) is injective; this follows from Illusie [11], d) of Theorem 4.4.

Write \( L \) for the fraction field of \( \mathcal{O} \). Recall that \( (d,f) \) is the type of \( \mathcal{X} \). Given a lifting \( \mathcal{Y} \) over \( R \), write \( \tilde{R} := R \otimes_{W(K)} W(K) \). We say that \( \mathcal{Y} \) is of CM-type if \( \text{End}_R(\mathcal{Y}) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \) contains a commutative semi-simple \( L \)-subalgebra \( \mathcal{O} \) with \( \dim_{L}(\mathcal{O}) = d \).

**2.3.12. Proposition.** (i) The canonical lifting \( \mathcal{X}^{\text{can}} \) is the unique lifting of \( \mathcal{X} \) with the property that (geometrically) all endomorphisms lift. More precisely, suppose \( K = k \) is algebraically closed. Let \( \mathcal{Y} \) be a lifting of \( \mathcal{X} \) over \( R \in C_W(k) \). Then the map

\[ \text{End}_R(\mathcal{Y}) \to \text{End}_k(\mathcal{X}) \]

is an isomorphism if and only if \( \mathcal{Y} \cong \mathcal{X}^{\text{can}} \otimes_{W(k)} R \).
(ii) Let \( D := \text{Def}(X) \) have the structure of an \( r \)-cascade defined in 2.3.6. Let \( R \) be a complete local \( W(K) \)-algebra with residue field \( K \). Let \( s \in D(R) \) correspond to a lifting \( \mathcal{P} \) of \( X \) over \( R \). Then the following properties are equivalent:

(a) \( s \) is a torsion point;
(b) \( \mathcal{P} \) is isogenous to \( X_{\text{can}} \);
(c) \( \mathcal{P} \) is of CM-type.

Proof. (i) Write \( \mathcal{O}' := \text{End}(X) \). Then \( \mathcal{O}' \) is a product of matrix algebras over finite unramified extensions of \( \mathbb{Z}_p \); see 1.3.11. Write \( X' \) for \( X \) viewed as a BT with \( \mathcal{O}' \)-structure. On the one hand, using the explicit description of the ordinary type over \( k = k \), it is clear that all endomorphisms of \( X \) lift to endomorphisms of \( X_{\text{can}} \). On the other hand, it is not difficult to see that \( X' \) is again ordinary, and that it is rigid.

(ii) To see that (a) \( \Rightarrow \) (b) we argue by induction on \( r \), the number of slopes. We use the notation of 2.1.9. If \( r = 1 \) then \( X \) is rigid and there is nothing to prove. For \( r \geq 2 \) we have an extension

\[
0 \to \mathcal{P}^{(2,r)} \to \mathcal{P} \to \mathcal{P}_R^{(1)} \to 0.
\]

By induction we may assume that \( \mathcal{P}^{(2,r)} \), which is a lifting of \( X^{(2,r)} \), is isogenous to the canonical lifting

\[
X^{(2,r),\text{can}} \otimes_{W(K)} R = \mathcal{P}^{(2)}_R \times \cdots \times \mathcal{P}^{(r)}_R.
\]

But if the class of the extension (2.3.12.1) is torsion then \( \mathcal{P} \) is isogenous to \( \mathcal{P}^{(2,r)} \times \mathcal{P}_R^{(1)} \).

Hence (a) implies (b).

That (b) implies (c) is immediate. For (c) \( \Rightarrow \) (a) we may assume that \( K = k \) is algebraically closed. Let \( L \) be the fraction field of \( \mathcal{O}' \). Suppose that \( \mathcal{P} \) is of CM-type, i.e., there is a commutative semi-simple \( L \)-subalgebra \( \mathcal{O} \subset \text{End}^0(\mathcal{P}) \) with \( \dim_L(\mathcal{O}) = d \). Again we are going to use induction on \( r \). For \( r = 1 \) there is nothing to prove. For \( r \geq 2 \) it suffices to show that the extension class of (2.3.12.1) is torsion and that \( \mathcal{P}^{(2,r)} \) is of CM-type, too.

As \( \text{End}_R(\mathcal{P}) \otimes \mathbb{Q}_p \) maps injectively to

\[
\text{End}_K(X) \otimes \mathbb{Q}_p = M_{d^2}(L) \times \cdots \times M_{d^2}(L),
\]

the algebra \( \mathcal{O} \) is a product \( \mathcal{O}_1 \times \cdots \times \mathcal{O}_r \), with \( \mathcal{O}_j \) a field extension of degree \( d^j \) of \( L \). If \( O_j \) is the ring of integers in \( \mathcal{O}_j \) then \( \mathcal{O} \cap \text{End}_R(\mathcal{P}) \) is a subring of finite index in \( O_1 \times \cdots \times O_r \). Further, every \( \alpha \in \text{End}_R(\mathcal{P}) \) maps \( \mathcal{P}^{(2,r)} \subseteq \mathcal{P} \) into itself; indeed, the composition

\[
\mathcal{P}^{(2,r)} \hookrightarrow \mathcal{P} \xrightarrow{\alpha} \mathcal{P} \xrightarrow{\bullet} \mathcal{P}_R^{(1)}
\]

is zero, as it is zero on the special fibre for slope reasons. Of course, under the decomposition (2.3.12.2) the resulting homomorphism \( h : \text{End}_R(\mathcal{P}) \to \text{End}_R(\mathcal{P}^{(2,r)}) \) is given by the projection onto the last \((r - 1)\) factors. The kernel of \( h \) maps injectively to

\[
\text{End}_R(\mathcal{P}^{(1)}_R) = M_{d^2}(\mathcal{O}).
\]

Combining these remarks we readily find that \( \mathcal{P}^{(2,r)} \) is of CM-type. Finally, because \( \mathcal{O} \cap \text{End}_R(\mathcal{P}) \) is of finite index in \( O_1 \times \cdots \times O_r \), there are non-zero integers \( n_j \) such that \((n_1, 0, \ldots, 0)\) and \((0, n_2, \ldots, n_r)\) are both in \( \text{End}_R(\mathcal{P}) \). This implies that the class of (2.3.12.1) is torsion. \( \square \)
3. Ordinary polarized Barsotti–Tate \( O \)-modules

3.1. Generalities on \( BT_n \) with \((O, *, \iota)\)-structure

3.1.1. From now on we assume that \( p > 2 \). If \( X \) is a commutative finite locally free group scheme over some basis \( S \) then we write \( X^D \) for its Cartier dual. If \( X \) is a BT over \( S \) then we write \( X^D \) for its Serre dual. In both cases there is a canonical isomorphism \( \kappa_X : X \iso X^D \).

Let \( n \in \mathbb{N} \cup \{ \infty \} \) and \( \varepsilon \in \{ \pm 1 \} \). If \( X \) is a \( BT_n \) over a base scheme \( S \) then by an \( \varepsilon \)-duality of \( X \) we mean an isomorphism \( \lambda : X \iso X^\varepsilon \) such that \( \lambda = \varepsilon \cdot \lambda^D \circ \kappa_X \). Such an \( \varepsilon \)-duality induces an involution \( f \mapsto f^\varepsilon \) on the ring \( \text{End}_S(X) \). We also refer to an \( \varepsilon \)-duality as a polarization.

Let \( (O, *, \iota) \) be a \( \mathbb{Z}_p \)-algebra equipped with a \( \mathbb{Z}_p \)-linear involution \( b \mapsto b^* \). By \( \mathbb{Z}_p \)-linearity we mean an isomorphism \( \lambda : X \iso X^\varepsilon \) such that \( \lambda(b^*) = \varepsilon \lambda(b) \) for all \( b \in O \).

Let \( K \) be a perfect field, \( \text{char}(K) = p \). Let \( \sigma \) be the Frobenius automorphism of \( W_n(K) \). Then a \( BT_n \) with \((O, *, \iota)\)-structure over \( K \) corresponds to a \( 5 \)-tuple \((M, F, V, \varphi, \iota)\), where

- \( M \) is a free \( W_n(K) \)-module of finite rank,
- \( F : M \to M \) is a \( \sigma \)-linear endomorphism,
- \( V : M \to M \) is a \( \sigma^{-1} \)-linear endomorphism,
- \( \varphi : M \times M \to W_n(K) \) is a perfect, \( \varepsilon \)-symmetric bilinear form, and
- \( \iota : O \to \text{End}(M, F, V) \) is a \( \mathbb{Z}_p \)-linear homomorphism.

In addition to the relation \( F \circ V = p \cdot \text{id}_M = V \circ F \) we should have

\[
(3.1.1.1) \quad \varphi(Fm_1, m_2) = \sigma(\varphi(m_1, Vm_2)) \quad \text{for all } m_1, m_2 \in M;
\]
\[
\varphi(bm_1, m_2) = \varphi(m_1, b^*m_2) \quad \text{for all } b \in O \text{ and } m_1, m_2 \in M,
\]
and for \( n = 1 \) we have the additional requirement that \( \text{Ker}(F) = \text{Im}(V) \) and \( \text{Ker}(V) = \text{Im}(F) \).

We shall mainly use this in the cases \( n = 1 \) and \( n = \infty \).

3.1.2. We call a \( \mathbb{Q}_p \)-algebra unramified if it is isomorphic to a product of matrix algebras over finite unramified field extensions of \( \mathbb{Q}_p \). We are interested in \( BT_n \) with \((O, *, \iota)\)-structure, where \( O \) is a maximal order in an unramified \( \mathbb{Q}_p \)-algebra. By Morita equivalence (see e.g. [14], Chapter I, § 9), the study of such objects reduces to the following four special cases.

Case C: \( O \cong W(k) \), with \( k \) a finite field, \( * = \text{id} \) and \( \varepsilon = -1 \).

Case D: \( O \cong W(k) \), with \( k \) a finite field, \( * = \text{id} \) and \( \varepsilon = +1 \).

Case AU: \( O \cong W(k) \), with \( k \cong \mathbb{F}_{p^n} \), a finite field of even degree over \( \mathbb{F}_p \), with \( * = \sigma^m \) the unique non-trivial involution, and \( \varepsilon = +1 \).

Case AL: \( O \cong W(k) \times W(k) \), with \( k \) a finite field, with \( * \) given by \( (x, y)^* = (y, x) \), and \( \varepsilon = +1 \).

In case AL every \( BT_n \) with \((O, *, +1)\)-structure is of the form \( X \cong X_1 \times X_1^D \), where \( X_1 \) is a \( BT_n \) with \( W(k) \)-structure, and where the \(+1\)-duality of \( X \) is given by switching the factors \( X_1 \) and \( X_1^D \). This reduces case AL to the study of BT with \((O, *)\)-structure.

3.1.3. Let us now briefly review the second classification theorem proved in [24]; this concerns a variant of Theorem 1.1.5 for polarized objects. We shall state the result in its general form, not only for the basic cases C, D and A.

Let \((B, *)\) be a finite dimensional semi-simple \( \mathbb{F}_p \)-algebra equipped with an involution \( b \mapsto b^* \). Let \( \varepsilon \in \{ \pm 1 \} \). Let \( \bar{\kappa} \) be the center of \( B \) and \( \bar{\kappa} := \{ z \in \bar{\kappa} \mid z^* = z \} \). We can decompose \((B, *)\) as a product of simple factors, say \((B, *) = \prod_{n=1}^r (B_n, *_{n}) \). Accordingly we have decompositions \( \bar{\kappa} = \prod \bar{\kappa}_n \) and \( \kappa = \prod \kappa_n \). The \( \kappa_n \) are finite fields. We have \( B_n \cong M_{r_n}(\bar{\kappa}_n) \) for some \( r_n \geq 1 \).
If \(*_n\) is an involution of the second kind then either \(\tilde{\kappa}_n \cong \kappa_n \times \kappa_n\) or \(\tilde{\kappa}_n\) is a quadratic field extension of \(\kappa_n\). We say in this case that \((B_n, *_n)\) is of type A. Next suppose \(*_n\) is of the first kind; in this case \(\tilde{\kappa}_n = \kappa_n\). Set \(\varepsilon_n = +1\) if \(*_n\) is orthogonal, \(\varepsilon_n = -1\) if \(*_n\) is symplectic. We say that \((B_n, *_n)\) is of type C if \(\varepsilon \cdot \varepsilon_n = -1\) and that it is of type D if \(\varepsilon \cdot \varepsilon_n = +1\).

Let \(\mathcal{F} = \mathcal{F}_1 \cup \cdots \cup \mathcal{F}_l\) be the set of homomorphisms \(\kappa \to k\). For \(X \in \{C, D, A\}\), let \(\mathcal{F}^X \subset \mathcal{F}\) be the union of all subsets \(\mathcal{F}_n \subset \mathcal{F}\) for which \((B_n, *_n)\) is of type \(X\). Let \(\mathcal{F} = \mathcal{F}_1 \cup \cdots \cup \mathcal{F}_l\) be the set of homomorphisms \(\kappa \to k\). We have a restriction map \(\text{res} : \mathcal{F} \to \mathcal{F}\). For \(\tau \in \mathcal{F}\) define \(\tilde{\tau} := \tau \circ *\). If \(i \in \mathcal{F}^C \cup \mathcal{F}^D\) there is a unique \(\tau \in \mathcal{F}\) with \(\text{res}(\tau) = i\), and \(\tau = \tilde{\tau}\); if \(i \in \mathcal{F}^A\) there are precisely two elements \(\tau, \tilde{\tau} \in \mathcal{F}\) that restrict to the embedding \(i\) on \(\kappa\).

### 3.1.4

Let \(k\) be an algebraically closed field, \(\text{char}(k) = p > 2\). Consider triples \((N, L, \psi)\) consisting of a finitely generated \(B \otimes_{k} k\)-module \(N\), an \(\varepsilon\)-hermitian form

\[
\psi : N \times N \to B \otimes_{k} k,
\]

and a maximal isotropic submodule \(L \subset N\). With a similar construction as in 1.1.2, such a triple is classified, up to isomorphism, by a pair \((d, f)\) consisting of functions \(d : \mathcal{F} \to \mathbb{Z}_{\geq 0}\) and \(f : \mathcal{F} \to \mathbb{Z}_{\geq 0}\) such that \(f(\tau) + f(\tilde{\tau}) = d(\tau)\) for all \(\tau \in \mathcal{F}\) and \(i = \text{res}(\tau) \in \mathcal{F}\).

### 3.1.5

Notation as above. Let \(\mathbf{Y}\) be a BT\(_1\) with \((B, *, \varepsilon)\)-structure over \(k\). To \(\mathbf{Y}\) we associate a triple of invariants \((d, f, \delta)\), referred to as its type.

Let \(N = (N, F, V, \varepsilon, \varphi)\) be the Dieudonné module of \(\mathbf{Y}\). There is a unique \(\varepsilon\)-hermitian form \(\psi : N \times N \to B \otimes_{k} k\) such that \(\varphi = \text{Trd} \circ \psi\), where \(\text{Trd} : B \otimes_{k} k \to k\) is the reduced trace. Set \(L := \ker(F)\). Let \((d, f)\) be the pair of functions corresponding to \((N, L, \psi)\). It can be shown ([24], 4.3 and 6.5) that the function \(d\) is constant on each of the subsets \(\mathcal{F}_n \subset \mathcal{F}\). Note that for \(i \in \mathcal{F}^C \cup \mathcal{F}^D\) there is a unique \(\tau = \tilde{\tau}\) with \(\text{res}(\tau) = i\), hence \(d(i) = 2 \cdot f(\tau)\).

Finally we define a function

\[
\delta : \mathcal{F}^D \to \mathbb{Z}/2\mathbb{Z}.
\]

Given \(i \in \mathcal{F}^D\), let \(\tau \in \mathcal{F}\) be the unique element with \(\text{res}(\tau) = i\), and write \(N_i := N_\tau \subset N\). Then let

\[
\delta(i) = \text{length}_{B \otimes_{k} k} \left( \ker(F_{N_i})/\ker(F_{N_i}) \cap \ker(V_{N_i}) \right) \mod 2.
\]

If there are no factors of type D then \(\mathcal{F}^D = \emptyset\) and the invariant \(\delta\) is void.

### 3.1.6

Fix a triple \((N_0, L_0, \psi_0)\) as in 3.1.4, corresponding to a pair \((d, f)\) with \(d\) constant on each subset \(\mathcal{F}_n \subset \mathcal{F}\). Define \(G := \text{Sp}_{B \otimes_{k} k}(N_0, \psi_0)\), the algebraic group (over \(k\)) of \(B \otimes_{k} k\)-linear automorphisms of \(N_0\) that preserve the form \(\psi_0\). We have \(G = \prod_{i \in \mathcal{F}^C} G_i\), with \(G_i\) isomorphic to \(\text{Sp}_{d(i), k}\) if \(i \in \mathcal{F}^C\), to \(O_{d(i), k}\) if \(i \in \mathcal{F}^D\) and to \(\text{GL}_{d(i), k}\) if \(i \in \mathcal{F}^A\).

Let \(G^0 \subset G\) be the identity component. Define \(\mathcal{X}^0\) to be the \(G^0\)-conjugacy class of the parabolic subgroup \(\text{Stab}(L_0)\). Write \(W_{G^0}\) for the Weyl group of \(G^0\), and let \(W_{G^0} \subset W_{G^0}\) be the subgroup corresponding to \(\mathcal{X}^0\).

Let \(\mathbf{Y}\) be a BT\(_1\) with \((B, *, \varepsilon)\)-structure over \(k\), of type \((d, f, \delta)\). To \(\mathbf{Y}\) we associate an element \(w(\mathbf{Y}) \in W_{G^0}\). This works essentially the same as in 1.1.4: Choose an isometry \(\xi : (N, \psi) \to (N_0, \psi_0)\) that restricts to \(L \to L_0\). Then we choose a Borel subgroup \(Q \subset G^0\) that stabilizes the canonical filtration \(\mathcal{F}_n\) (viewed as a flag in \(N_0\) via \(\xi\)), and we define \(w(\mathbf{Y})\) to be the Weyl group coset measuring the relative position of \(\text{Stab}(L_0)\) and \(Q\). This is independent of the choices of \(\xi\) and \(Q\).

With these notations the second main theorem of [24] is the following.
3.1.7. Theorem. — Let \( k \) be an algebraically closed field, \( \text{char}(k) > 2 \). Sending a \( B T_1 \) with \((B, *, \varepsilon)\)-structure \( Y \) to the element \( w(Y) \) gives a bijection

\[
\{ \text{isomorphism classes of } Y \text{ of type } (d, f, \delta) \} \xrightarrow{\sim} W_{X^0} \setminus W_{G^0}.
\]

3.1.8. Remark. — In [24] we have given two versions of the above theorem: the result as stated here, and a version working with the possibly non-connected group \( G \). (This is only relevant if there are factors of type D.) In this paper we shall exclusively work with the connected group \( G^0 \). The notation \( G^0 \) and \( X^0 \) should remind us of this.

3.2. Ordinary BT with \((\mathcal{O}, *, \varepsilon)\)-structure

3.2.1. Situation. — We assume \( p > 2 \). Let \( \mathcal{O} \) be an unramified semi-simple \( \mathbb{Q}_p \)-algebra, equipped with an involution \(*\). Let \( \mathcal{O} \subset \mathcal{R} \) be a maximal order that is stable under \(*\). Write \( B := \mathcal{O} / p\mathcal{O} \), which is a finite dimensional semi-simple \( \mathbb{F}_p \)-algebra on which we have an induced involution \(*\). Let \( k = \mathcal{O} / \mathcal{P} \), \( \text{char}(k) = p \), \( \varepsilon \in \{ \pm 1 \} \).

Let \( \underline{X} = (X, \iota, \lambda) \) be a BT with \((\mathcal{O}, *, \varepsilon)\)-structure over \( k \). Write \( Y := X[p] \), which is a \( B T_1 \) with \((B, *, \varepsilon)\)-structure. Let \((d, f, \delta)\) be its type. Let \((G^0, \mathbb{X}^0)\) be as in 3.1.6.

We should like to have a notion of ordinariness for the polarized object \( \underline{X} \). We shall take the same approach as in the non-polarized case. Thus, we define a notion of \([p]\)-ordinariness, depending only on the structure of the \( p \)-kernel, and a notion of \( \mu \)-ordinariness, depending only on the isogeny class of \( \underline{X} \). Our main goal is then to show that the two notions are equivalent, and that, working over \( k = \mathcal{O} / \mathcal{P} \) and fixing \((d, f, \delta)\), there is a unique ordinary object, up to isomorphism.

For factors of type C or A, most of this is a rather straightforward extension of the results in the non-polarized case. The factors of type D require some extra work.

3.2.2. Definition. — Situation as in 3.2.1. Let \( w^{\text{ord}} \in W_{X^0} \setminus W_{G^0} \) be the class of the longest element of \( W_{G^0} \). We say that \( \underline{X} \) as a BT with \((\mathcal{O}, *, \varepsilon)\)-structure, is \([p]\)-ordinary if \( w(Y) = w^{\text{ord}} \).

3.2.3. We define a \([p]\)-ordinary object \( \underline{X}^{\text{ord}} = X^{\text{ord}}(d, f, \delta) \) over \( k \). We shall only do this in the basic cases C, D and AU. As explained in 3.1.2, case AL reduces to the study of BT with \( \mathcal{O} \)-structure (without polarization), and \( X^{\text{ord}} \) corresponds to the standard ordinary object described in 1.2.3. In the general case we can define \( \underline{X}^{\text{ord}} \) by “reversing” the reduction step discussed in 3.1.2, based on Morita equivalence; we leave the details of this to the reader. In the cases C and AU the invariant \( \delta \) plays no role, and we simply omit it in the discussion.

Case C. In this case the pair \((d, f)\) has a very simple form: there is a natural number \( q \) such that \( d = 2q \) and \( f(i) = q \) for all \( i \in \mathcal{S} \). Let \( X_{\text{et}} \) and \( X_{\text{mult}} \) be as in 1.2.4. Then \( X_{\text{et}} \times X_{\text{mult}} \) has a natural \(-1\)-duality, and \( X^{\text{ord}} = (X_{\text{et}} \times X_{\text{mult}})^{\text{\#}} \).

Case D. The pair \((d, f)\) is as in case C: \( d = 2q \) and \( f(i) = q \) for all \( i \in \mathcal{S} \). Further, \( \delta \) is an arbitrary function \( \mathcal{S} \rightarrow \mathbb{Z}/2\mathbb{Z} \).

First we do the case \( q = 1 \). Up to isomorphism there is a unique \( B T_1 \) with \((\kappa, \text{id}, +1)\)-structure of type \((2, 1, \delta)\); we call it \( Y(\delta) \). The Dieudonné module of the corresponding standard ordinary object \( X(\delta) = X^{\text{ord}}(2, 1, \delta) \) is given as follows. Let \( M \) be the free \( W(k) \)-module with basis \( \{ e_{i,j} \} \) for \( i \in \mathcal{S} \) and \( j \in \{ 1, 2 \} \). Let \( b \in \mathcal{O} \) act on \( e_{i,j} \) as multiplication by \( i(b) \in W(k) \). Frobenius is given on base vectors by

\[
\begin{align*}
F(e_{1,1}) &= e_{1+1,1} \\
F(e_{1,2}) &= p \cdot e_{1+1,2}
\end{align*}
\]

if \( \delta(i) = 1 \); \( \begin{align*}
F(e_{1,1}) &= p \cdot e_{1+1,1} \\
F(e_{1,2}) &= e_{1+2,1}
\end{align*} \)

if \( \delta(i) = 0 \).

Verschiebung is determined by the rule that \( FV = p = VF \). The form \( \varphi \) is an orthogonal sum of the forms \( \varphi_i \) on \( M_i = \text{Span}(e_{1,1}, e_{1,2}) \) given by the matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \).
For $q > 1$ we have $\Delta^{\text{ord}} = (X_{\text{et}} \times X_{\text{mult}})^{e-1} \times X(\delta)$, where this time we equip $X_{\text{et}} \times X_{\text{mult}}$ with its natural $e$-duality. Note that if $\delta$ is the constant function $1$ then $X(\delta) = X_{\text{et}} \times X_{\text{mult}}$, so in this case we have $\Delta^{\text{ord}} = (X_{\text{et}} \times X_{\text{mult}})^{e}$.

Case $\mathcal{A}$. We have $d \in \mathbb{N}$, and $\tilde{f}: \tilde{\mathcal{I}} \to \mathbb{Z}_{>0}$ is a function with $f(\tau) + f(\bar{\tau}) = d$ for all $\tau \in \tilde{\mathcal{I}}$. Since $\kappa$ is a finite field, $\tilde{\mathcal{I}}$ is a finite set with cyclic ordering. Let $M$ be the free $W(k)$-module with basis $\{e_{\tau,j}\}$ for $\tau \in \tilde{\mathcal{I}}$ and $j \in \{1, \ldots, d\}$. Define $F$ and $V$ by

$$F(e_{\tau,j}) = \begin{cases} e_{\tau+1,j} & \text{if } j \leq d - f(\tau); \\ p \cdot e_{\tau+1,j} & \text{if } j > d - f(\tau); \\ e_{\tau,j} & \text{if } j > d - f(\tau). \end{cases}$$

$$V(e_{\tau+1,j}) = \begin{cases} p \cdot e_{\tau,j} & \text{if } j \leq d - f(\tau); \\ e_{\tau,j} & \text{if } j > d - f(\tau). \end{cases}$$

The pairing $\varphi$ can be chosen in such a way that $\varphi(e_{\tau,j}, e_{\tau',j'}) \neq 0$ only if $\tau' = \tau$ and $j = j'$, and such that $\varphi(e_{\tau,j}, e_{\tau,j'}) = e_{\tau}$ only depends on $\tau$. In order for this pairing to satisfy (3.1.1.1) we should then choose the function $\tau \mapsto c_{\tau}$ such that $e_{\tau+1} = \sigma(e_{\tau})$ for all $\tau$. In particular, if $E \subset k$ is the subfield with $p^{2m} = \#\kappa$ elements then $c_{\tau} \in W(E)^{\times}$ for all $\tau$. The choice of the constants $c_{\tau}$ is not unique, but it can be shown that, up to isomorphism, the resulting Dieudonné module $\hat{M}$ is independent of this choice.

3.2.4. Our next objective is to define the notion of $\mu$-ordinariness for BT with $(\mathcal{O},*,\varepsilon)$-structure, analogous to the definition in 1.3.3. In the polarized case we cannot give the definition in terms of a single Newton polygon; instead we have to go deeper into the theory developed in [16] and [31]. We closely follow Wedhorn [36], to which the reader is referred for more details. For simplicity of exposition we shall assume that we are in one of the basic cases $\mathcal{C}$, $\mathcal{D}$ or $\mathcal{A}$.

Let $\mathcal{Y} := \mathcal{B}^\delta$, with its natural structure of a left $\mathcal{B}$-module. Let $\psi: \mathcal{Y} \times \mathcal{Y} \to \mathcal{B}$ be an $\varepsilon$-hermitian form. Write $\gamma \mapsto \overline{\gamma}$ for the associated involution of the $\mathbb{Q}_p$-algebra $\text{End}_{\mathcal{G}}(\mathcal{Y})$, and let $\mathcal{G} = \text{Sp}_{\mathcal{G}}(\mathcal{Y}, \psi)$ be the algebraic group over $\mathbb{Q}_p$, given as a functor on $\mathbb{Q}_p$-algebras, by

$$\mathcal{G}(A) = \{\gamma \in \text{End}_{\mathcal{G}}(\mathcal{Y}) \otimes_{\mathbb{Q}_p} A \mid \gamma \overline{\gamma} \in A^\times\}.$$
Theorem 1.3.7. Further reduction to a statement about non-polarized BT, and the result follows in this case from \( \text{Ord}(\mathcal{X}) \).

See Wedhorn [36], Section 2.3, for an explicit calculation of the set \( \text{Ord}(\mathcal{X}) \).

### 3.2.5

To \( \mathcal{X} \) we can associate a Newton point \( \nu(\mathcal{X}) \in (X_\ast \otimes \mathbb{Q})/W_{\text{gon}} \). For the definition we refer to [31]. (One needs to combine loc. cit. (1.8), (3.4) and (3.5).) The Newton point takes the role of the Newton polygon in the classical theory. Note however, that in general \( \nu(\mathcal{X}) \) does not determine \( \mathcal{X} \) up to isogeny, as the Newton map need not be injective.

### 3.2.6

**Definition.** – Situation as in 3.2.1. We say that \( \mathcal{X} \), as a BT with \( (\sigma, *, \varepsilon) \)-structure, is \( \mu \)-ordinary if \( \nu(\mathcal{X}) \in \text{Ord}(d, f) \).

### 3.2.7

**Theorem.** – Situation as in 3.2.1. Then the following are equivalent:

(a) \( \mathcal{X} \) is \( \mu \)-ordinary;
(b) \( \mathcal{X} \) is \( [p] \)-ordinary;
(c) \( \mathcal{X} \cong X^{\text{ord}}(d, f, \delta) \).

If there are no factors of type D or if the function \( \delta : \mathcal{Z} \rightarrow \mathbb{Z}/2\mathbb{Z} \) is the constant function \( \overline{1} \) then (a)–(c) are equivalent to the condition that \( (X, t) \), the underlying BT with \( \sigma \)-structure, is ordinary in the sense of Section 1.3.

We divide the proof into a couple of steps.

### 3.2.8

As usual we can reduce to the basic cases C, D, AU and AL. In case AL there is a further reduction to a statement about non-polarized BT, and the result follows in this case from Theorem 1.3.7.

We sketch the argument if we are in one of the cases C or A, or if \( \delta : \mathcal{Z} \rightarrow \mathbb{Z}/2\mathbb{Z} \) is the constant function 1. Write \( \mathcal{X}' \) for the underlying BT with \( \sigma \)-structure, without polarization. Similar notation for \( \mathcal{Y} := \mathcal{X}/[p] \). If \( \mathcal{X} \) is \([p]\)-ordinary then by inspection of 1.2.3 and 3.2.3 we see that \( \mathcal{X}' \) is \([p]\)-ordinary too. Conversely, suppose \( \mathcal{X}' \) is \([p]\)-ordinary. Up to isomorphism there is a unique polarization on \( \mathcal{Y}' \) that makes it into a BT with \( (\mathcal{X}, *, \varepsilon) \)-structure; see [24], 5.5 and 6.7. Hence \( \mathcal{X} \) is \([p]\)-ordinary. In particular this proves the last assertion of the theorem.

Suppose \( \mathcal{X} \) is \( \mu \)-ordinary. It can be shown that then also \( \mathcal{X}' \) is \( \mu \)-ordinary. By Theorem 1.3.7 this implies that \( \mathcal{X}' \) is \([p]\)-ordinary, and by the above it follows that \( \mathcal{X} \) is \([p]\)-ordinary.

If \( \mathcal{X} \) is \([p]\)-ordinary then by Theorem 1.3.7 and the above we know that \( \mathcal{X}' \cong X^{\text{ord}}(d, f) \). We claim that up to isomorphism there is a unique polarization form on \( X^{\text{ord}}(d, f) \) making it into a BT with \( (\sigma, *, \varepsilon) \)-structure. In the cases C and D (still assuming that \( \delta \) is the constant function 1) we have \( X^{\text{ord}}(d, f) \cong (X_\ast \times X^{\text{mult}})^q \) for some \( q \), and the claim follows without difficulty. In case AU we may assume that \( X^{\text{ord}}(d, f) \) is isoclinic (one slope), which means that it is isomorphic to the \( d \)-fold product of a height 1 object. The polarization forms then correspond to the isometry classes of rank \( d \) hermitian forms over \( W(\kappa) \). But there is only one such class, by [14], Chapter II, (4.6.5) and the fact that the norm map \( W(\kappa)^{\times} \rightarrow W(\kappa)^{\times} \) is surjective. Our claim follows.

The implication (c) \( \Rightarrow \) (a) follows by direct computation of the Newton point of \( X^{\text{ord}}(d, f, \delta) \).

### 3.2.9

Let us now assume that we are in case D and \( \delta \) is not the constant function \( \overline{1} \). Recall that \( \sigma = W(\kappa) \) for some finite field \( \kappa \cong F_{p^m} \) and that the type \((d, f)\) is given by \( d = 2q \) and \( f(i) = q \) for all \( i \). The implication (c) \( \Rightarrow \) (a) is again done by direct computation of the Newton point. Next suppose \( \mathcal{X} \) is \( \mu \)-ordinary. To prove that \( \mathcal{X} \) is \([p]\)-ordinary it suffices to show that \( \mathcal{X} \), the underlying BT, has \( p \)-rank \( \geq m \cdot (q - 1) \); the point is that \( X^{\text{ord}}(d, f) \) is the only BT with \( (\kappa, \text{id}, +1) \)-structure which is of type \((2q, q, \delta)\) and for which the \( p \)-rank is \( \geq m \cdot (q - 1) \). We use the notation of 3.2.4, applied to case D. (In particular, \( \mathcal{B} \) is the fraction field of \( W(\kappa) \).)

Let \( \mathcal{Y} := \text{GL}_{\mathcal{A}}(\mathcal{V}) \), write \( X_{\ast} \) for its coroot lattice and \( W_{\mathcal{A}} \) for its Weyl group. The inclusion...
$\mathcal{G} \hookrightarrow \mathcal{G}'$ gives rise to a map $\beta : (X_\ast \otimes \mathbb{Q})/W_{\mathfrak{g}'} \to (X'_\ast \otimes \mathbb{Q})/W_{\mathfrak{g}'}$. If $\mathfrak{X} = (X, \iota, \lambda)$ is a BT with $(W(\kappa), \iota, +1)$-structure and $X'_\ast = (X, \iota)$ is the underlying non-polarized BT with $W(\kappa)$-structure then $\beta$ maps the Newton point of $\mathfrak{X}$ to that of $\mathfrak{X}'$. But the Newton point of $X'_\ast$ can be represented by a single Newton polygon (cf. the proof of 1.3.2), and its $p$-rank is simply $m$ times the multiplicity of the slope 0 in that polygon. Hence everything boils down to verification that in each of the polygons $\beta(\mu)$, for $\mu \in \text{Ord}(d, f) \subset (X_\ast \otimes \mathbb{Q})/W_{\mathfrak{g}'}$, the slope 0 has multiplicity $\geq q - 1$. This easily follows from the computations by Wedhorn in [36], (2.3.4).

Finally, assume $\mathfrak{X}$ is $\lfloor p \rfloor$-ordinary. With the notation of 3.2.3, case D, we have

$$Y \cong (Y_{\text{et}} \times Y_{\text{mult}})^{q-1} \times Y(\delta),$$

By $p$-rank considerations we have a similar decomposition for $\mathfrak{X}$, say

$$\mathfrak{X} \cong (\mathfrak{X}_{\text{et}} \times \mathfrak{X}_{\text{mult}})^{q-1} \times \mathfrak{X}^{(2)},$$

where $\mathfrak{X}^{(2)}$ is BT with $(\mathcal{G}', \iota, +1)$-structure of type $(2, 1, \delta)$. Hence to prove that

$$\mathfrak{X} \cong \mathfrak{X}^{\text{ord}}(d, f, \delta)$$

we may assume that $q = 1$. As usual we write $\mathfrak{M}$ for the Dieudonné module of $\mathfrak{X}$. We have a natural decomposition $M = \bigoplus_{i \in \mathcal{I}} M_i$; write $\varphi_i$ for the restriction of $\varphi$ to $M_i$. Let $\mathfrak{M} = \mathfrak{M}/p\mathfrak{M}$ and write $\varphi_i = \varphi_i \mod p$. As $Y \cong Y(\delta)$ we can choose a basis $\{e_{i,j}\}$ for $N$ (with $i \in \mathcal{I}$ and $j \in \{1, 2\}$) such that $b \in \kappa$ acts on $N_i = k \cdot e_{i,1} + k \cdot e_{i,2}$ as multiplication by $i(b) \in k$, such that

$$\begin{cases}
F(e_{i,1}) = e_{i+1,1} \\
V(e_{i+1,2}) = e_{i,2}
\end{cases}
\quad \text{if } \delta(i) = 1,
\quad \begin{cases}
F(e_{i,2}) = e_{i+1,1} \\
V(e_{i+1,2}) = e_{i,1}
\end{cases}
\quad \text{if } \delta(i) = 0,$$

and such that the form $\varphi_i$ on $N_i$ is given by the matrix $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.

We claim that for every $i \in \mathcal{I}$ there exists an orthonormal basis $\{\tilde{e}_{i,1}, \tilde{e}_{i,2}\}$ for $M_i$ such that $\tilde{e}_{i,j}$ reduces to $e_{i,j}$ modulo $p$. Further, this lifted basis is unique up to a scalar: any other such basis is of the form $\{ce_{i,1}, ce^{-1}_{i,2}\}$ with $c \in 1 + pW(k) \subset W(k)^\times$. To prove the claim, let $e_{i,j} \in N_i$ be the vector generating the Frobenius kernel (i.e., $j = 1$ if $\delta(i) = 0$ and $j = 2$ if $\delta(i) = 1$). Clearly it suffices to show that $\tilde{e}_{i,j}$ can be lifted to a vector $\tilde{e}_{i,j} \in M_i$ such that $\varphi_i(\tilde{e}_{i,1}, \tilde{e}_{i,2}) = 0$, and that this lifting is uniquely determined up to a scalar in $1 + pW(k)$. Start with an arbitrary $u \in M_i$, reducing to $e_{i,j}$ modulo $p$. Choose any $v$ such that $\{u, v\}$ is a $W(k)$-basis for $M_i$. As $\varphi_i(u, v) \equiv 0 \mod p$ we have $\varphi_i(u, v) \in W(k)^\times$, so after rescaling the vector $v$ we can assume that $\varphi_i(u, v) = 1$. Let $\gamma = -\varphi_i(u, u)/2$ and set $u' := u + \gamma v$. Note that $\gamma \equiv 0 \mod p$, as $p \neq 2$; hence $u'$ lifts $e_{i,j}$ and $\{u', v\}$ is again a basis for $M_i$. Finally, $\varphi_i(u', v') = \varphi_i(u, u)^2\varphi_i(v, v)/4$, which is $p$-adically closer to 0 than $\varphi_i(u, u)$. As $M_i$ is $p$-adically complete, the existence of the desired lifting $\tilde{e}_{i,j}$ follows by approximation. That this lifting is unique up to a scalar is straightforward to check, again using that $p \neq 2$.

The rest of the argument is easy. Choose a starting point $i_0 \in \mathcal{I}$. As just shown we can choose an orthonormal basis $\{\tilde{e}_{i_0,1}, \tilde{e}_{i_0,2}\}$ for $M_{i_0}$. Let $j_0 \in \{1, 2\}$ be the index such that $F(\tilde{e}_{i_0,j_0}) \equiv 0 \mod p$; let $i_0$ be the other index. Note that there is a unique vector in $M_{i+1}$ which maps to $\tilde{e}_{i_0,j_0}$ under $V$; hence we can define $e_{i_1,1} := F(\tilde{e}_{i_0,j_0})$ and $e_{i_1,2} := V^{-1}(\tilde{e}_{i_0,j_0})$. It readily follows from (3.1.1.1) that $\{e_{i_1,1}, e_{i_1,2}\}$ is an orthonormal basis for $M_{i_1}$. Iterating this construction we arrive, after $m$ steps, at a second orthonormal basis $\{e_{i_m,1}, e_{i_m,2}\}$ for $M_{i_m} = M_{i_0}$. As shown above, this second basis differs from the first one by a scalar $c \in 1 + pW(k)$. But if we rescale $\{e_{i_0,1}, e_{i_0,2}\}$ by a factor $\gamma \in 1 + pW(k)$ then this affects the resulting basis.
Let us first assume that we are in one of the basic cases C or AU; case D shall be discussed in 3.3.3. 3.3. Deformation theory of ordinary polarized objects

3.3.1. To finish this section we describe the deformation theory in the polarized case. Let $X, \iota, \lambda$ be an ordinary BT with $(\mathcal{O}, \ast, \varepsilon)$-structure over a perfect field $K$ of characteristic $p$. Let us first assume that we are in one of the basic cases C or AU; case D shall be discussed in 3.3.3 below. (As always, case AL reduces to a study of non-polarized BT with given endomorphisms and requires no further explanation.) Write $X' = (X, \iota)$ for the underlying non-polarized BT with $\mathcal{O}$-structure, and let $D := \text{Def}(X')$. The given duality $\lambda : X' \longrightarrow X'^{\dag}$ induces an isomorphism of cascades

$$\gamma : D \sim \text{Def} \left( X'^{\dag} \right) \overset{2.3.7}{\longrightarrow} D^{\gamma}.$$ 

Note that $D^{\gamma}$ has the same underlying space as $D$; the duality “$\cdot \, \vee \cdot$” only involves the cascade structure. Clearly, $\gamma$ satisfies $\gamma \circ \gamma = \text{id}$. Define a formal subscheme $D^\lambda \subset D$ of “symmetric elements” by $D^\lambda(R) := \{ x \in D(R) \mid \gamma(x) = x \}$. Then we find that we have a natural isomorphism

$$\text{Def} \left( X' \right) \sim D^\lambda,$$

and that $D^\lambda$ is stable under the Frobenius lifting $\Phi^{\text{can}}$ defined in 2.3.8.

3.3.2. Example. – Consider an example of type AU, with $\mathcal{O} = W(\kappa)$ as in 3.1.2. Let $X'$ be an ordinary BT with $(\mathcal{O}, \ast, +1)$-structure over $k = \kappa$. The building blocks for the underlying non-polarized object $X'$ are the standard ordinary objects of height 1, i.e., the $X^{\text{ord}}(1, \mathcal{J})$, where $\mathcal{J} : \mathcal{S} \to \{ 0, 1 \}$. The dual of $X^{\text{ord}}(1, \mathcal{J})$, as a BT with $\mathcal{O}$-structure, is $X^{\text{ord}}(1, \mathcal{J}^D)$, where $\mathcal{J}^D$ is given by $\mathcal{J}^D(\tau) = 1 - \mathcal{J}(\tau)$.

If $X'$ has one slope then we find that $D^\lambda = D$. Next assume there are two slopes, so $X' = X^{\text{r}}(1) \times X^{\text{r}}(2)$. It follows from the unicity in 1.3.12, combined with slope considerations, that $\lambda$ restricts to an isomorphism $X^{\text{r}}(2) \sim X^{\text{r}}(1).D$. Taking this as an identification we have that

$$\lambda : X^{\text{r}}(1) \times X^{\text{r}}(1).D \sim X^{\text{r}}(1).D \times X^{\text{r}}(1)$$

is given by reversing the two factors. For simplicity, write $Z := X^{\text{r}}(1)$. The formal deformation space $D$ is described as the functor $R \mapsto \text{Ext}_R(\mathcal{P}^{D}_{R}, \mathcal{P}_{R})$, where $\mathcal{P}_{R}$ is the unique lifting of $\mathcal{P}$ over $R$. The symmetry $\gamma$ is the automorphism of $D$ that associates to an extension its Serre dual (which is again an extension of $\mathcal{P}^{D}_{R}$ by $\mathcal{P}_{R}$). We find that $D^\lambda \subset D$ is a formal subgroup over $W(k)$. However, in general $D^\lambda$ is only stable under the action of $W(k) \subset \mathcal{O} = W(\kappa)$ of $+\cdot$-symmetric elements in $\mathcal{O}$, not under the full action of $\mathcal{O}$.

If there are 3 or more slopes then $D^\lambda$ does not inherit a cascade structure from $D$. However, in the case of 3 slopes one may still describe $D^\lambda$ as a torsor under a formal group over the diagonal of another formal group; cf. point (d) at the end of this section.

3.3.3. Assume now we are in case D. Let $(2q, q, \delta)$ be the type of $X$. If $\delta$ is the constant function 1 then $X$, the underlying BT, is ordinary in the classical sense and the structure
of $\text{Def}(X)$ is fully explained by the classical theory. From now on we therefore restrict our attention to the case that $\delta(i) = 0$ for some $i$. Note that in this case the underlying object $X'$ is not ordinary in the sense of 1.3.8, so we cannot directly use the theory developed in Section 2.

With some easy modifications we have a similar theory in this case, though. We outline the main features.

(a) To begin with, recall that the ordinary object $X$ of type $(2q, q, \delta)$ canonically decomposes as $X = X^{(1)} \times X^{(2)} \times X^{(3)}$ with $X^{(1)} \cong X_{\text{ext}}^{q-1}$ and $X^{(3)} \cong X_{\text{split}}^{q-1}$, and with $X^{(2)}$ ordinary of type $(2, 1, \delta)$. It is important to note that $X^{(2)}$ is again a polarized object, whereas the factors $X^{(1)}$ and $X^{(3)}$ are BT with $\mathcal{O}$-structure, dual under the given polarization on $X$.

The first fact we need is that the “middle” factor $X^{(2)}$ is rigid, as a polarized object. Thus, for $R \in \mathcal{C}_W(K)$ there is a unique lifting $\mathcal{O}_R^{(2)}$ of $\mathcal{O}_R^{(2)}$ over $R$. In particular there is a canonical lifting $\mathcal{O}_R^{(2), \text{can}}$ over $W(K)$. The factors $X^{(1)}$ and $X^{(3)}$, as BT with $\mathcal{O}$-structure, are rigid too, and we use a similar notation for their liftings.

(b) Consider the functor $\mathbb{E}$ from $\mathcal{C}_W(K)$ to $\mathcal{O}$-modules given by $R \mapsto \text{Ext}_R(\mathcal{O}_R^{(1)}, \mathcal{O}_R^{(2)})$. Here we view Barsotti–Tate groups as sheaves for the flat topology, and the Ext is taken in the category of sheaves of $\mathcal{O}$-modules on $\text{Spec}(R)$. We claim that $\mathbb{E}$ is represented by a BT with $\mathcal{O}$-structure over $W(K)$ which is geometrically isomorphic to the product of $q - 1$ copies of $\mathcal{O}_R^{(2), \text{can}}$. To see this, we first observe that we have a morphism of functors $\text{Def}(X^{(1)} \times X^{(2)}, \mathcal{O}) \to \text{Def}(X^{(2)}, \mathcal{O})$, where the prime indicates that we now view $X^{(2)}$ without its polarization. Using Grothendieck–Messing deformation theory one can show that this morphism is formally smooth. Now the object $\mathcal{O}_R^{(2), \text{can}}$ gives us a section $\text{Spf}(W(K)) \to \text{Def}(X^{(2)})$, and the functor $\mathbb{E}$ represents the pull-back of $\text{Def}(X^{(1)} \times X^{(2)})$ via this section. In this way we see that $\mathbb{E}$ is pro-representable and formally smooth.

From now on let us assume that $K = k$ is algebraically closed. We identify $\mathcal{O} = W(k)$ and write $L$ for its fraction field. Note that $L/\mathcal{O} = X_{\text{et}}$. We have a short exact sequence of sheaves of $\mathcal{O}$-modules $0 \to \mathcal{O} \to L \to \mathcal{O}/\mathcal{O} \to 0$. As $\text{Hom}_L(L, \mathcal{O}_R^{(2)}) = 0$, this gives rise to injective maps

$$\mathcal{O}_R^{(2), \text{can}}(R) = \text{Hom}_R(\mathcal{O}, \mathcal{O}_R^{(2)}) \hookrightarrow \text{Ext}_R(L/\mathcal{O}, \mathcal{O}_R^{(2)})$$

functorial in $R$. Put differently, we have an injective map $j : (\mathcal{O}_R^{(2), \text{can}})^{q-1} \hookrightarrow \mathbb{E}$. One easily verifies that this map is an isomorphism on tangent spaces. Hence $j$ is an isomorphism and $\mathbb{E}_k$ is isomorphic to the product of $q - 1$ factors $\mathcal{O}_R^{(2), \text{can}}$.

As Serre duality gives an isomorphism of $\mathbb{E}$ with the functor $R \mapsto \text{Ext}_R(\mathcal{O}_R^{(2)}, \mathcal{O}_R^{(3)})$, we have the same conclusions for the latter.

(c) Let $X'$ be the pair $(X, \iota)$, without polarization form. Any deformation of $X'$ over $R$ admits a slope decomposition, with graded pieces $\mathcal{F}_R^{(1)}, \mathcal{Z}$ and $\mathcal{F}_R^{(2)}$, where $\mathcal{Z}$ is a deformation of $X^{(2), \iota}$. Consider the closed formal subscheme $\mathcal{D} \subset \text{Def}(X')$ given by the condition that $Z = \mathcal{F}_R^{(2)}$; this is equivalent to the condition that the polarization form on $X^{(2)}$ lifts to $Z$. The slope filtration gives rise to a morphism $\mathcal{D} \to \mathbb{E}$, where the first (respectively second) factor $\mathcal{E}$ controls the extension of $\mathcal{F}_R^{(2)}$ by $\mathcal{F}_R^{(1)}$ (respectively the extension of $\mathcal{F}_R^{(3)}$ by $\mathcal{F}_R^{(2)}$).

Similar to our construction in 2.3.6, we can give $\mathcal{D}$ the structure of a biextension (= 3-cascade) over $\mathbb{E} \times \mathbb{E}$. The structure group is of course $\text{Ext}(X^{(1)}, X^{(3)})$, which is a formal torus of rank $(q - 1)^2$.

(d) Finally, the deformations of $X$ are parametrized by a closed formal subscheme $\mathcal{D}^\lambda \subset \mathcal{D}$, defined as the fixed point locus in $\mathcal{D}$ of an involution $\mathcal{D} \overset{\sim}{\longrightarrow} \mathcal{D}^\vee$. This fixed point locus lives over the diagonal in $\mathbb{E} \times \mathbb{E}$; its fibres are principal homogeneous under a formal torus of rank $q(q - 1)/2$.  
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4. Moduli spaces of PEL type, and congruence relations

4.1. The Ekedahl–Oort stratification on moduli spaces of PEL type

4.1.1. We consider a moduli problem of PEL type with good reduction at a prime \( p > 2 \). The data involved are the following.

- \((\mathscr{B}, \ast)\) is a finite dimensional semi-simple \( \mathbb{Q}\)-algebra with a positive involution;
- \(\mathcal{V}\) is a finitely generated faithful left \(\mathscr{B}\)-module;
- \(\varphi: \mathcal{V} \times \mathcal{V} \to \mathbb{Q}\) is a symplectic form (\(\mathbb{Q}\)-bilinear, alternating and perfect) with the property that \(\varphi(bv_1, v_2) = \varphi(v_1, b^*v_2)\) for all \(b \in \mathscr{B}\) and \(v_1, v_2 \in \mathcal{V}\);
- \(p\) is a prime number \( > 2 \) such that \(\mathscr{B} \otimes \mathbb{Q}_p\) is unramified (see 3.1.2);
- \(O_{\mathscr{B}}\) is a \(\mathbb{Z}_p\)-order in \(\mathscr{B}\), stable under \(\ast\), such that \(O_{\mathscr{B}} \otimes \mathbb{Z}_p\) is a maximal order in \(\mathscr{B} \otimes \mathbb{Q}_p\);
- \(\Lambda \subset \mathcal{V} \otimes \mathbb{Q}_p\) is a \(\mathbb{Z}_p\)-lattice which is also an \(O_{\mathscr{B}}\)-submodule, such that \(\varphi\) induces a perfect pairing \(\Lambda \times \Lambda \to \mathbb{Z}_p\);
- \(\mathscr{G} := \text{CSp}(\Lambda, \varphi) \cap \text{GL}_{O_{\mathscr{B}} \otimes \mathbb{Z}_p}(\Lambda)\) is the (not necessarily connected) reductive group over \(\mathbb{Z}_p\) given by the symplectic similitudes of \((\Lambda, \varphi)\) that commute with the action of \(O_{\mathscr{B}}\);
- \(\mathscr{X}\) is a \(\mathscr{G}(\mathbb{R})\)-conjugacy class of homomorphisms \(S \to \mathscr{G}\) (with \(S := \text{Res}_{\mathbb{C}/\mathbb{R}}(\mathbb{G}_m)\) that define a Hodge structure of type \((-1, 0) + (0, -1)\) on \(\mathcal{V}_\mathbb{R}\) for which either \(2\pi i \cdot \varphi\) or \(-2\pi i \cdot \varphi\) is a polarization form;
- \(c\) is the \(\mathscr{G}(\mathbb{C})\)-conjugacy class of cocharacters of \(\mathscr{G}\) associated to \(\mathscr{X}\); concretely, if \(h \in \mathscr{X}\) then we have a cocharacter \(\mu = \mu_h\) through which \(z \in \mathbb{C}^\times\) acts on \(\varphi^{1,0}\) (respectively \(\varphi^{0,-1}\)) as multiplication by \(z\) (respectively by \(1\));
- \(E = E(\mathscr{G}, \mathscr{X})\) is the reflex field, i.e., the field of definition of the conjugacy class \(c\).

4.1.2. Fix data \(\mathscr{D} = (\mathscr{B}, \ast, \mathcal{V}, \varphi, O_{\mathscr{B}}, \Lambda, \mathscr{X})\) as in 4.1.1. Let \(\overline{\mathbb{Q}}\) be the algebraic closure of \(\mathbb{Q}\) inside \(\mathbb{C}\). We fix an embedding \(\overline{\mathbb{Q}} \to \overline{\mathbb{Q}}_p\). Let \(v\) be the corresponding place of \(E\) above \((p)\). We write \(O_{E,v}\) for the localization of \(O_E\) at \(v\).

Let \(C_p := \mathscr{G}(\mathbb{Z}_p)\). Let \(C^p\) be a compact open subgroup of \(\mathscr{G}(\mathbb{A}^f_p)\), and put \(C := C_p \times C^p\). We consider the moduli problem \(\mathscr{M}_{\mathscr{G}, C}\) over \(\text{Spec}(O_{E,v})\) defined by Kottwitz in [17], § 5. If \(T\) is a locally noetherian \(O_{E,v}\)-scheme then the \(T\)-valued points of \(\mathscr{M}_{\mathscr{G}, C}\) are the isomorphism classes of four-tuples \(\mathcal{A} = (A, \lambda, \iota, \eta)\) with

- \(A\) an abelian scheme up to prime-to-\(p\) isogeny over \(T\);
- \(\lambda \in (\text{NS}(A) \otimes \mathbb{Z}_p)/\mathbb{Z}_p^*\) the class of a prime-to-\(p\) polarization;
- \(\iota: O_{\mathscr{B}} \to \text{End}_{\mathcal{V}}(A) \otimes \mathbb{Z}_p(\mathcal{V})\) a homomorphism of \(\mathbb{Z}_p\)-algebras with \(\iota(b^*) = \iota(b)\); here \(\dagger\) is the Rosati involution associated to \(\lambda\);
- \(\eta\) a level structure of type \(C^p\) on \(A\),

such that a certain determinant condition is satisfied. For precise details we refer to Kottwitz [17], § 5. If \(C^p\) is sufficiently small, which we from now on assume, then \(\mathscr{M}_{\mathscr{G}, C}\) is representable by a smooth quasi-projective \(O_{E,v}\)-scheme.

4.1.3. In the rest of this section we assume that \((\mathscr{B}, \ast)\) is simple as an algebra with involution. Then \((\mathscr{B}, \ast)\) is of one of the four types I–IV in Albert’s classification; see Mumford [26], § 21. Let \(Z = Z_{\mathscr{B}}\) be the center and \(Z_0 \subset Z\) the subfield of \(\ast\)-symmetric elements. Define \(\mathscr{O} := (O_{\mathscr{B}} \otimes \mathbb{Z}_p) \cap (Z \otimes \mathbb{Q}_p)\). We again write \(\ast\) for the involution of \(\mathscr{O}\) induced by the given involution of \(\mathscr{B}\). If \((\mathscr{B}, \ast)\) is of Albert type I or II, set \(\varepsilon = -1\); otherwise set \(\varepsilon = +1\). The triple \((\mathscr{O}, \ast, \varepsilon)\) thus obtained is a product of triples of type C, D, AU or AL (cf. Section 3.1.2); more precisely:

- if \((\mathscr{B}, \ast)\) is of type I or II then \((\mathscr{O}, \ast, \varepsilon)\) is a product of triples of type C, where the factors are indexed by the primes of \(Z\) above \(p\);
– if \((\mathcal{G},*)\) is of type III then \((\mathcal{G},*,\varepsilon)\) is a product of triples of type D, where the factors are indexed by the primes of \(Z\) above \(p\);
– if \((\mathcal{G},*)\) is of type IV then \((\mathcal{G},*,\varepsilon)\) is a product of triples of type AU and AL; the factors of type AU correspond to the primes of \(Z_0\) above \(p\) that are inert in the extension \(Z_0 \subset Z\); the factors of type AL correspond to the primes of \(Z_0\) above \(p\) that split in \(Z\).

Let \(T\) be a scheme over \(O_{E,\nu}\). Let \(s \in \mathcal{A}_{G,\nu}(T)\) be a \(T\)-valued point, corresponding to a four-tuple \((A,\lambda,\iota,\eta)\). The Barsotti–Tate group \(A[p^\infty]\) has a \((\mathcal{O}_E \otimes \mathbb{Z}_p,*,-1)\)-structure. By our assumptions, \(\mathcal{O}_E \otimes \mathbb{Z}_p\) is isomorphic to a matrix algebra over \(\mathcal{O}\). Therefore Morita equivalence applies, to the effect that \(A[p^\infty]\) comes from a BT \(X^0\) with \((\mathcal{G},*,\iota,\varepsilon)\)-structure.

Morita equivalence also applies to \((A,\varphi)\). For the rest of this section we fix a pair \((A_0,\varphi_0)\) consisting of an \(\mathcal{O}\)-module and an \(\varepsilon\)-\(\ast\)-hermitian pairing such that \((A_0,\varphi_0)\) is Morita equivalent to the original pair \((A,\varphi)\). Note that \(\mathcal{G} = \text{CSp}_{\mathcal{O}}(A_0,\varphi_0)\).

4.1.4. Let \(\mathcal{G}\) be a \(G^0(\mathbb{R})\)-orbit. The pair \((G^0,\mathcal{G})\) is a Shimura datum. Define \(c^0\) to be the \(G^0(\mathbb{C})\)-conjugacy class of cocharacters of \(\mathfrak{g}_C\) with \(\mu_h \in c^0\) for all \(h \in \mathcal{G}\). The reflex field \(E^0 := E(G^0,\mathcal{G}^0)\) is a finite extension of \(E = E(G,\mathcal{G})\). Let \(c^0\) be the place of \(E^0\) determined by the chosen embedding \(\mathbb{Q} \to \mathcal{O}_E\).

Let \(S_C = S_C(G^0,\mathcal{G}^0)\) denote the canonical model (over \(E^0\)) of the Shimura variety associated to \((G^0,\mathcal{G}^0)\) at level \(C \cap \mathfrak{g}^0(\mathfrak{A}_\nu)\). Then \(S_C\) can be identified with an open and closed subscheme of the generic fibre of \(\mathcal{A}_{G,C} \otimes O_{E^0,\nu}\). In fact, we have a decomposition of \(\mathcal{A}_{G,C} \otimes \mathbb{C}\) as a union of open and closed subschemes, say

\[
\mathcal{A}_{G,C} \otimes \mathbb{C} = \mathcal{A}^{(1)} \cdots \mathcal{A}^{(s)},
\]

such that each \(\mathcal{A}^{(j)}\) is a Shimura variety. Here \(s\) is the order of

\[
\text{Ker}\left( H^1(\mathbb{Q},\mathcal{G}) \to \prod_p H^1(\mathbb{Q}_p,\mathcal{G}) \right).
\]

In general, the Shimura varieties that constitute the generic fibre are not all associated to the same \(\mathbb{Q}\)-group. (Note that different PEL data \(\mathcal{G}\) may give rise to the same moduli problem \(\mathcal{A}_{G,C}\), since this problem only involves all local information.)

For some results that we want to discuss it is more natural to work with the individual Shimura varieties. We define \(\mathcal{S}_C\) to be the open and closed subscheme of \(\mathcal{A}_{G,C} \otimes O_{E^0,\nu}\) whose generic fibre is \(S_C\). If there is no risk of confusion we simply write \(\mathcal{S}\) instead of \(\mathcal{S}_C\). Write \(\mathcal{S}_0 = \mathcal{S}_{C,0}\) for the special fibre.

4.1.5. PROPOSITION. – Let \(k\) be an algebraically closed field containing \(\kappa(v^0)\). In the cases C, AU or AL (Albert types I, II or IV), the type-function \(s \mapsto (d_s,\mathfrak{f}_s)\) is constant on \(\mathcal{S}_0(k)\). In case D (Albert type III), the type-function \(s \mapsto (d_s,\mathfrak{f}_s,\delta_s)\) is constant on \(\mathcal{S}_0(k)\).

In fact, it is clear that \(d\) and \(\mathfrak{f}\) are constant. We postpone the proof of the assertion in case D to the end of this subsection.

4.1.6. Let \(k\) be an algebraically closed field containing \(\kappa(v^0)\). A \(k\)-valued point of \(\mathcal{S}_0\) gives rise to a BT \(X^0\) with \((\mathcal{G},*,\varepsilon)\)-structure, of some fixed type \((\mathfrak{d},\mathfrak{f})\) or, in case D, \((\mathfrak{d},\mathfrak{f},\delta)\). Let \((\mathcal{G}^0,X^0)\) be the corresponding pair consisting of an algebraic group and a conjugacy class of parabolic subgroups; see 3.1.6. Our classification results of the \(p\)-kernel group schemes
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\text{ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE}
\[ Y := X[p] \] give rise to an \textit{Ekedahl-Oort stratification}

\[
\mathcal{X}_0 = \coprod_{w \in W_{20} \setminus W_{c_0}} \mathcal{X}_0(w),
\]

where \( s \in \mathcal{X}_0(k) \) lies in \( \mathcal{X}_0(w) \) if and only if \( Y_s \) is of type \( w \). By the statement that (4.1.6.1) is a stratification we mean that it gives a decomposition of \( \mathcal{X}_0 \) as a disjoint union of locally closed subspaces and that the closure of each stratum \( \mathcal{X}_0(w) \) is a union of strata. For proofs of these facts we refer to Wedhorn’s paper [38].

In our paper [25] we have proved the following result.

\textbf{4.1.7. Theorem.} – If \( \mathcal{X}_0(w) \neq \emptyset \) then \( \mathcal{X}_0(w) \) is equi-dimensional, of dimension \( \ell(w) \).

We use this result to give a new proof of the main result of Wedhorn [36]:

\textbf{4.1.8. Corollary (Wedhorn).} – The ordinary locus in \( \mathcal{X}_0 \) is Zariski dense.

\textit{Proof.} – Set \( B := O_{\mathbb{R}}/pO_{\mathbb{R}} \), and again write * for the induced involution on \( B \). Let \( A \) be a 4-tuple as above corresponding to a \( W(\mathbb{F}_p) \)-valued point of \( \mathcal{X} \). Then \( A[p^n] \) is a BT with \( (O_{\mathbb{R}} \otimes \mathbb{Z}_p, *, -1) \)-structure and \( A[p] \) is a BT1 with \( (B, *, -1) \)-structure. We use the notions introduced in 3.1.6 and 3.2.2 with \( N_0 \) the Dieudonné module of \( A[p] \) and \( L_0 \subset N_0 \) the Frobenius kernel.

The flatness of \( \mathcal{X} \) over \( O_{\mathbb{E}, \nu} \) implies that \( \mathcal{X}_0 \) is equi-dimensional, with \( \dim(\mathcal{X}_0) = \dim(\mathcal{X}^0) \). Combining this with our dimension formula 4.1.7 and Theorem 3.2.7, it suffices to show that \( \dim(\mathcal{X}^0) = \ell(w_{\text{ord}}) \). For this we have to make precise the (thus far implicit) relation between \( \mathcal{X}^0 \) and \( X^0 \). Note that \( X^0 \) is a variety of dimension equal to \( \ell(w_{\text{ord}}) \).

The de Rham cohomology \( H := H^1_{dR}(A/W(\mathbb{F}_p)) \) is a projective module over \( O_{\mathbb{R}} \otimes W(\mathbb{F}_p) \). The polarization of \( A \) induces a hermitian form \( \Psi : H \times H \rightarrow W(\mathbb{F}_p) \), and the Hodge filtration \( \text{Fil}^1 \subset H \) is a direct summand that is totally isotropic with respect to \( \Psi \). Let \( \mathcal{F} \) be the flag variety over \( W(\mathbb{F}_p) \) whose \( R \)-valued points (for \( R \) a \( W(\mathbb{F}_p) \)-algebra) are the \( O_{\mathbb{R}} \otimes R \)-submodules of \( H \otimes R \) that are direct summands and that are maximal totally isotropic with respect to \( \Psi_R \). Let \( \mathcal{F}^0 \subset \mathcal{F} \) be the connected component containing the point \( \text{Fil}^1 \). The assumptions made in 4.1.1 imply that \( \mathcal{F}^0 \) is flat over \( W(\mathbb{F}_p) \). The special fibre of \( \mathcal{F}^0 \) is isomorphic to \( X^0 \). On the other hand, if we choose an embedding \( W(\mathbb{F}_p) \hookrightarrow \mathbb{C} \) then \( \mathcal{F}^0 \subset \mathcal{F} \) is a hermitian symmetric space which is the “compact dual” of \( \mathcal{X}^0 \), and the Borel embedding identifies \( cX^0 \) with an open submanifold of \( \mathcal{F}^0 \). Hence we get the desired equality of dimensions. \( \square \)

\textbf{4.1.9.} Let \( Q \) be a field containing \( \mathbb{E}^0 \). Let \( X \) be the BT with \( (\mathcal{O}, \ast, e) \)-structure associated to a \( Q \)-valued point of \( \mathcal{X} \). Write \( T_p = T_p(X) \) for its Tate-\( p \)-module, which is to be viewed as a free \( \mathbb{Z}_p \)-module of finite rank with \( \mathcal{O} \)-action and with an \( e \)-symmetric perfect bilinear form \( \psi_p : T_p \times T_p \rightarrow \mathbb{Z}_p(1) \) satisfying \( \psi_p(bx, y) = \psi_p(x, b^e y) \) for all \( b \in \mathcal{O} \) and \( x, y \in T_p \).

The interpretation of the generic fibre of \( \mathcal{X} \) as the Shimura variety associated to the datum \( (G^0, X^0) \) gives us an isomorphism of \( \mathcal{O} \)-modules \( \alpha : \Lambda_0 \xrightarrow{\sim} T_p \) such that \( \alpha^* \psi_p = c \cdot \varphi_0 \) for some \( c \in \mathbb{Z}_p(1)^* \). (See 4.1.3 for the definition of \( (\Lambda_0, \varphi_0) \).) This isomorphism \( \alpha \) is canonical up to the action of an element of \( \mathfrak{g}^0(\mathbb{Z}_p) \).

\textbf{4.1.10. Proof of Proposition 4.1.5.} The only non-trivial part of the proposition is the statement that, in case D, the function \( \delta \) is constant.

Suppose we are in case D. As shown in [25], Lemma. 3.1.4, the function \( s \mapsto \delta_s \) is locally constant in families. On the other hand, the ordinary locus of \( \mathcal{X}_0 \) is Zariski dense; see 4.1.8. Hence it suffices to show that any two ordinary points of \( \mathcal{X}_0 \) have the same \( \delta \).
Let $A$ be an ordinary $k$-valued point of $\mathcal{F}$. Write $X$ for the associated BT with $(\mathcal{O}, \text{id}, +1)$-structure. For simplicity of exposition, let us assume that $\mathcal{O}$ is a domain, i.e., there is only one prime of $Z = Z_{\mathcal{O}}$ above $p$. In the general case the argument is the same, but we first have to decompose $X$ according to the decomposition of $\mathcal{O}$ as a product of domains. As usual we write $\kappa = \mathcal{O}/p\mathcal{O}$, we let

$$\mathcal{I} = \text{Hom}(\kappa, k) = \text{Hom}(\mathcal{O}, W(k)),$$

and we put $m = \# \mathcal{I} = [\mathcal{O} : \mathbb{Z}_p]$. Recall that we have an integer $q$ such that $d = 2q$ and $f$ is the constant function $q$.

Let $\delta$ be the invariant of $X$ as in 3.1.5. We say we are in the split case if $\sum_{i \in \mathcal{I}} \delta(i) \equiv m$ modulo 2, in the non-split case if not. As we shall see, this is independent of the choice of the ordinary point $A$.

In the split case, let $\widetilde{\mathcal{O}} = \mathcal{O} \times \mathcal{O}$ with involution $\star$ given by $(y_1, y_2) \mapsto (y_2, y_1)$. In the non-split case, let $\mathcal{O}$ be the unramified quadratic extension of $\mathcal{O}$ and $\star$ the non-trivial automorphism of $\mathcal{O}$ over $\mathcal{O}$. Set $\mathcal{J} := \text{Hom}(\widetilde{\mathcal{O}}, W(k))$. We use the letter $\tau$ for elements of $\mathcal{J}$. Similar to the notation introduced in 3.1.3 we have a natural $2 : 1$ map $\mathcal{J} \rightarrow \mathcal{I}$ and we set $\tau := \tau \circ \star$.

Let $R = \mathcal{O}^{\tau^{-1}} \times \mathcal{O} \times \mathcal{O}^{\tau^{-1}}$ with involution $\star$ given by $(x, y, z) \mapsto (z, y^*, x)$. Let $\mathcal{J}$ be the torus over $\mathbb{Z}_p$, of rank $mq + 1$, given on points by

$$\mathcal{J}(A) = \{ \xi \in (R \otimes_{\mathbb{Z}_p} A)^{\times} \mid \xi^* \in A^{\times} \}.$$

The cocharacter group of $\mathcal{J}$ is given by

$$X_*(\mathcal{J}) = \{(a_{i,j}, b_r, c_{i,j}) \in (\mathbb{Z}^\mathcal{I})^{q-1} \times \mathbb{Z}^\mathcal{I} \times (\mathbb{Z}^\mathcal{I})^{q-1} \mid a_{i,j} + c_{i,q-j} = \text{const} = b_r + b_r\}.$$

The constant appearing here is called the weight of the cocharacter. The fundamental group of $\text{Spec}(\mathbb{Z}_p)$ acts on $X_*(\mathcal{J})$ through its natural action on the sets $\mathcal{I}$ and $\mathcal{J}$.

Let $\nu : \mathbb{G}_m \rightarrow \mathcal{J}$ be a cocharacter of weight 1 over $W(k)$. To $\nu$ we associate a Dieudonné module with $(R, \star, +1)$-structure: Take $M_\nu = R \otimes_{\mathbb{Z}_p} W(k)$, with $F$ and $V$ given by

$$F(r \otimes w) = (1 \otimes \sigma)(\nu(p) \cdot (r \otimes w)) \quad \text{and} \quad V(r \otimes w) = (1 \otimes \sigma^{-1})(\nu(p)^* \cdot (r \otimes w)),$$

and with $+1$-duality given by $\psi(r_1 \otimes w_1, r_2 \otimes w_2) = \text{tr}_{R/\mathbb{Z}_p}(r_1 r_2^*)w_1 w_2$. If instead of the full $R$-action we only remember the action of $\mathcal{O}$ (embedded diagonally into $R$) then we obtain a BT with $(\mathcal{O}, \text{id}, +1)$-structure, denoted $X_\nu$. For later use let us remark that $X_\nu$ is ordinary when viewed as a BT with $R$-structure; the point is that it has height 1 ("relative to its $R$-structure"), and height 1 objects are always ordinary.

The point of all this is that $X_\nu$ our ordinary BT with $(\mathcal{O}, \text{id}, +1)$-structure, is of the form $X_\nu = X_\nu^{(1)} \times X_\nu^{(2)} \times X_\nu^{(3)}$ as in 3.3.3 this is equivalent to the requirement that the $n$th factor $(n = 1, 2, 3)$ of $R = \mathcal{O}^{\tau^{-1}} \times \mathcal{O} \times \mathcal{O}^{\tau^{-1}}$ acts by endomorphisms of $X_\nu^{(n)}$. Once we fix the $R$-action on $X$ the corresponding $\nu$ is uniquely determined.

We can compute $\delta$ from $\nu$, as follows. Let $i \in \mathcal{I}$. Choose an element $\tau \in \mathcal{J}$ that maps to $i$ under the natural $2 : 1$ map $\mathcal{J} \rightarrow \mathcal{I}$. Write $\nu = (a_{i,j}, b_r, c_{i,j})$. Then

$$\delta(i) = \begin{cases} 0 \mod 2 & \text{if } b_r \neq b_{\tau^{-1}}; \\ 1 \mod 2 & \text{if } b_r = b_{\tau^{-1}}. \end{cases}$$
Let $T_p = T_p(X^\text{can})$ be the Tate-$p$-module of the canonical lifting of $X$. As discussed in 4.1.9 we have an isomorphism $\alpha : \mathcal{A}_0 \xrightarrow{\sim} T_p$, canonical up to an element of $\mathcal{G}^0(\mathbb{Z}_p)$. As remarked above, $X$ is ordinary when viewed as a BT with $R$-structure, so by 2.3.12 the full $R$-action on $X$ lifts to $X^\text{can}$. Via $\alpha$ this gives rise to an embedding $j : \mathcal{T} \hookrightarrow \mathcal{G}^0$ (over $\mathbb{Z}_p$), realizing $\mathcal{T}$ as a maximal torus of $\mathcal{G}^0$. The cocharacter $\nu$ is defined over a finite unramified extension $V$ of $W(k(\nu^0))$ inside $W(k)$. Choose an embedding $V \hookrightarrow \mathbb{Q}_p$. We obtain a cocharacter $j \circ \nu$ of $\mathcal{G}^0$ over $\mathbb{Q}_p$. On the other hand, writing $\mathcal{E}(L)$ for the $\mathcal{G}^0(L)$-conjugacy classes of cocharacters $\mathbb{G}_m \rightarrow \mathcal{G}^0$ over a field $L$, we have natural bijections $\mathcal{E}(\mathbb{C}) \xrightarrow{\sim} \mathcal{E}(\mathbb{Q}) \xrightarrow{\sim} \mathcal{E}(\mathbb{Q}_p)$, via which we can view $\ell^0$ (as in 4.1.4) as an element of $\mathcal{E}(\mathbb{Q}_p)$. By Reimann and Zink [33], Theorem (1.6), we have $j \circ \nu \in \ell^0$. (This may be off by a normalization factor, due to the fact that we use a different version of Dieudonné theory, and due to various sign conventions in Hodge theory. Such a normalization does not affect our argument, though, and we save ourselves the trouble of getting it exactly right.)

As claimed earlier, whether we are in the split or in the non-split case is independent of the choice of the ordinary point $\mathcal{A} \in \mathcal{I}(k)$. Let us now prove this. Let $\mathcal{T}_1 = \text{ker}(c) \subset \mathcal{G}^0$, where $c : \mathcal{G} \rightarrow \mathbb{G}_m$ is the multiplier character. We have $\mathcal{T}_1 = \text{Res}_{\mathbb{G}/\mathbb{Z}_p} \mathcal{T}_1'$ with $\mathcal{T}_1'$ an algebraic group over $\mathcal{O}$. We claim that we are in the split case if and only if $\mathcal{T}_1'$ is split (over $\mathcal{O}$). If we are in the split case then $\mathcal{T}_1 := j(\mathcal{T}) \cap \mathcal{T}_1'$ is of the form $\mathcal{T}_1 = \text{Res}_{\mathbb{G}/\mathbb{Z}_p} \mathcal{T}_1''$ and $\mathcal{T}_1'' \subset \mathcal{T}_1'$ is a split maximal torus. Conversely, if $\mathcal{T}_1'$ is split then every element of $\mathcal{E}(\mathbb{Q}_p)$ is defined over the fraction field of $\mathcal{O}$. But if $\sum_{i \in \mathcal{I}} \delta(i) \not\equiv m$ modulo 2 then we find that the conjugacy class of $j \circ \nu$ is defined only over a quadratic extension of $\mathcal{O}$. This proves our claim.

To complete the proof, let us now show that $\delta$ is determined by the conjugacy class $\ell^0$. If $\mathcal{W}_{\ell^0}$ is the Weyl group of $\mathcal{G}^0$ then there is a natural bijection $\mathcal{E}(\mathbb{Q}_p) \xrightarrow{\sim} \mathcal{X}_1(\mathcal{T})/\mathcal{W}_{\ell^0}$. We observe that $\nu \in \mathcal{X}_1(\mathcal{T})$ is the unique representative of the class $\ell^0 \in \mathcal{X}_1(\mathcal{T})/\mathcal{W}_{\ell^0}$ with the property that for all $\tau \in \mathcal{I}$ and $i = \text{res}(\tau) \in \mathcal{I}$,

$$a_{i,1} \leq \cdots \leq a_{i,q-1} \leq \min(b_r, b_s) < \max(b_r, b_s) \leq c_{i,1} \leq \cdots \leq c_{i,q-1}. $$

Since we can compute $\delta$ from $\nu$, it follows that $\ell^0$ determines $\delta$. \hfill $\square$

**4.1.11. Remark.**— There are two key points in the above proof. Firstly, we have a direct relation between the conjugacy class $\ell^0$ and the conjugacy class of the cocharacter $\nu$. Secondly, the cocharacter $\nu$ is directly related to the explicit description of the Dieudonné module of $X^\text{ord}(d, f, \delta)$. We can further exploit these relations to obtain information on the residue field $k(\nu^0)$ of the reflex field $E^0$ at the place $\ell^0$. In the cases A and C (where similar ideas apply), we find that $\kappa(\nu) = \kappa(\nu^0)$ equals the field $E(d, f)$ defined in 1.1.6.

In case D something similar can be done. Given a type $(2g, q, \delta)$, define $E(\delta) \subset k$ as the fixed field of $\{\alpha \in \text{Aut}(k) : \alpha \delta = \delta\}$. Then we find that in case D(split) we have $\kappa(\nu^0) = E(\delta)$ and in case D(non-split) $\kappa(\nu^0)$ is the quadratic extension of $E(\delta)$ in $k$.

**4.1.12.** In case D, let $\mathcal{G}_1 = \text{Res}_{\mathbb{G}/\mathbb{Z}_p} \mathcal{G}_1'$ as in the above proof. Set $n = 0$ if $\mathcal{G}_1'$ is a split group, $n = 1$ otherwise. Then every value for $\delta$ such that $\sum_{i \in \mathcal{I}} \delta(i) \equiv m + n$ modulo 2 occurs on the special fibre of $\mathcal{A}_{\mathcal{G}, C}$. To see this we have to analyse what happens if we replace $\mathcal{G}^0 \subset \mathcal{I}$ by another $\mathcal{G}^0(\mathbb{R})$-orbit. This amounts to changing the conjugacy class $\ell^0$ by an element of $\mathcal{G}_1'$. Computing $\delta$ from $\ell^0$ as in the above proof, we find that all $\delta$ with $\sum_{i \in \mathcal{I}} \delta(i) \equiv m + n$ are obtained.

### 4.2. Congruence relations

**4.2.1.** We retain the notation of Section 4.1. If there is no risk of confusion we simply write $\mathcal{A}$ for $\mathcal{A}_{\mathcal{G}, C}$. Write $\mathcal{A}^\text{ord} \subset \mathcal{A}$ for the open subscheme obtained by removing the non-ordinary
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locus on the special fibre. (Note: if we decompose \( \mathcal{A} \) as a union of Shimura varieties, as in 4.1.4, then on each of the “Shimura components” we remove the non-ordinary locus.)

Suppose given two four-tuples \( \mathbf{A} = (A_1, \lambda_1, i_1, \eta_1) \), for \( i = 1, 2 \), corresponding to \( T \)-valued points of \( \mathcal{A} \). By a \( p \)-isogeny \( f: \mathbf{A}_1 \to \mathbf{A}_2 \) we mean an \( O_{\mathcal{A}} \)-linear isogeny such that \( f^* \lambda_2 \equiv p^r \cdot \lambda_1 \) for some \( c \geq 0 \). Note that \( f \) necessarily has \( p \)-power degree.

Write \( p \mathcal{I}\text{-sog} = p \mathcal{I}\text{-sog}_\mathbb{Z}, \mathbb{C} \) for the \( O_{E,v} \)-scheme of such \( p \)-isogenies; it comes equipped with two morphisms \( s, t: p \mathcal{I}\text{-sog} \to \mathcal{A} \), sending an isogeny to its source and target, respectively. Fixing \( p^d = \deg(f) \) gives an open and closed subscheme \( p \mathcal{I}\text{-sog}^{(2)} \subset p \mathcal{I}\text{-sog} \). We claim that the two projections \( s, t: p \mathcal{I}\text{-sog}^{(d)} \to \mathcal{A} \) are proper; in particular \( p \mathcal{I}\text{-sog}^{(d)} \) is of finite type over \( O_{E,v} \). To see that \( s \) is proper we note that it is relatively representable by a closed subscheme of a Grassmanian. Indeed, if \( \mathbf{A} \in \mathcal{A}(T) \) for some \( O_{E,v} \)-scheme \( T \) then a \( p \)-isogeny \( f: \mathbf{A} \to \mathbf{A}' \) with \( \deg(f) = p^d \) is determined (up to isomorphism) by \( \ker(f) \subset A[p^d] \). The affine algebra of \( A[p^d] \) is a locally free sheaf \( \mathcal{F} \) over \( T \). The subgroup schemes that arise as kernel of some \( f \in p \mathcal{I}\text{-sog}^{(d)} \) are parametrized by a closed subscheme of \( \text{Grass}_{p^d}(\mathcal{F}) \). Hence \( s \) is proper. For \( t \) a dual version of the same argument applies.

For every \( n \geq 0 \) we have a morphism \( \mathcal{A} \to p \mathcal{I}\text{-sog} \) that sends \( \mathbf{A} \) to the isogeny “multiplication by \( p^n \)” on \( \mathbf{A} \). As this is clearly a section of the (separable) morphism \( s \), its image is a reduced closed subscheme \( \text{Mult}(p^n) \subset p \mathcal{I}\text{-sog} \).

Composition of isogenies defines a morphism

\[
e: p \mathcal{I}\text{-sog} \times_{t, \mathcal{A}, s} p \mathcal{I}\text{-sog} \to p \mathcal{I}\text{-sog}.
\]

We claim that this morphism is proper. To see this, work over a d.v.r. \( R \) with fraction field \( K \).

Suppose given an isogeny \( f: \mathbf{A}_1 \to \mathbf{A}_2 \), and suppose that \( f_K = \psi_K \circ \varphi_K \). Since \( R \) is a d.v.r., the flat closure of \( \ker(f_K) \) inside \( A_1 \) is a finite flat subgroup scheme, and we get (in a unique way) a factorization \( f = \psi \circ \varphi \) over \( R \). By the valuative criterion it follows that \( e \) is proper.

Suppose given a homomorphism \( O_{E,v} \to L \) with \( L \) a field. Using the composition morphism \( e \) we can define an “algebra of isogenies” over \( L \). Let \( Z_Q(p \mathcal{I}\text{-sog} \otimes L) \) be the group of algebraic cycles on \( p \mathcal{I}\text{-sog} \otimes L \), taken with \( \mathbb{Q} \)-coefficients. If \( Y_1 \) and \( Y_2 \) are two cycles, let

\[
Y_1 \cdot Y_2 := e_*(Y_1 \times_{t,s} Y_2).
\]

Note that the push-forward is defined on the level of cycles, since \( e \) is proper. Extending this product bilinearly, we obtain the structure of a \( \mathbb{Q} \)-algebra on \( Z_Q(p \mathcal{I}\text{-sog} \otimes L) \). The identity element is the cycle \( \text{Mult}(1) = p \mathcal{I}\text{-sog}^{(0)} \). Finally define \( \mathbb{Q}[p \mathcal{I}\text{-sog} \otimes L] \) to be the subalgebra of \( Z_Q(p \mathcal{I}\text{-sog} \otimes L) \) generated by the irreducible components.

The previous constructions also work on \( p \mathcal{I}\text{-sog}^{\text{ord}} \), which we define as the inverse image under \( s \) of \( \mathcal{A}^{\text{ord}} \subset \mathcal{A} \). As our notion ofordinariness is invariant under isogenies, \( p \mathcal{I}\text{-sog}^{\text{ord}} \) is also the inverse image of \( \mathcal{A}^{\text{ord}} \times \mathcal{A}^{\text{ord}} \) under \( (s,t) \). Let \( p \mathcal{I}\text{-sog}^{\text{ord},(d)} \) be the open and closed subscheme of \( p \)-isogenies \( f \) with \( \deg(f) = p^d \).

\[4.2.2. \text{Lemma. -- Suppose given a homomorphism } O_{E,v} \to L \text{ with } L \text{ a field.}
\]

(i) If \( \text{char}(L) = 0 \) then \( \mathbb{Q}[p \mathcal{I}\text{-sog} \otimes L] \subset Z_Q(p \mathcal{I}\text{-sog} \otimes L) \) is the \( \mathbb{Q} \)-subspace spanned by the irreducible components of \( p \mathcal{I}\text{-sog} \otimes L \). In other words, if \( Y_1 \) and \( Y_2 \) are irreducible components of \( p \mathcal{I}\text{-sog} \otimes L \) then \( Y_1 \cdot Y_2 \) is a \( \mathbb{Q} \)-linear combination of irreducible components.

(ii) If \( \text{char}(L) = p \) an analogous statement holds over the ordinary locus:

\[
\mathbb{Q}[p \mathcal{I}\text{-sog}^{\text{ord}} \otimes L] \subset Z_Q(p \mathcal{I}\text{-sog}^{\text{ord}} \otimes L)
\]

is the \( \mathbb{Q} \)-subspace spanned by the irreducible components of \( p \mathcal{I}\text{-sog}^{\text{ord}} \otimes L \).
Proof. – If char(\(L\)) = 0 we reduce to the case \(L = \mathbb{C}\); then we use the complex uniformization of the components of \(\mathcal{A} \otimes \mathbb{C}\) by hermitian symmetric domains. We omit the details. Next suppose \(\text{char}(\mathbb{C}) = p\). For the purpose of this proof let us abbreviate \(p-\mathcal{A}_{\mathcal{F}}^{\text{ord}} \otimes L\) to \(\mathcal{F}\).

Step 1: It suffices to show that, fixing \(d\), the morphisms \(s, t: \mathcal{F} \rightarrow \mathcal{A}_{\mathcal{F}}^{\text{ord}} \otimes L\) are finite and flat. Indeed, suppose this is true. Let \(Y_1\) and \(Y_2\) be irreducible components of \(\mathcal{F}\), say with \(Y_i\) contained in \(\mathcal{F}^{(d_i)}\). Then \(W := \mathcal{F}^{(d_1)} \times_{t, s} \mathcal{F}^{(d_2)}\) is finite flat over \(\mathcal{A}_{\mathcal{F}}^{\text{ord}} \otimes L\), and \(Y_1 \times_{t, s} Y_2\) is a union of irreducible components of \(W\). It follows that \(\mathcal{F}\) and \(Y_1 \times_{t, s} Y_2\) are both equidimensional of dimension equal to \(\dim(\mathcal{A})\). This readily implies that \(Y_1 \cdot Y_2\) is a linear combination of irreducible components of \(\mathcal{F}\).

Step 2: Let \(\mathcal{O}_0 \subset \mathcal{A} \otimes \kappa(\mathbb{C})\) be the special fibre of the Shimura variety \(\mathcal{F}\); see the discussion in 4.1.4. Let \(\mathcal{O}_{\text{ord}}^{\mathcal{F}} \subset \mathcal{F}\) be the inverse image of \(\mathcal{O}_0^{\text{ord}}\) under the source morphism \(s\). Let \(\kappa\) be an algebraically closed field containing \(\mathcal{O}_0^{\text{ord}}\). A \(k\)-value point \(a \in \mathcal{O}_{\text{ord}}^{\mathcal{F}}(k)\) gives rise to a four-tuple \(A_i\) which in turn gives rise to a BT \(A[p^\infty]\) with \((O_{\mathcal{F}} \otimes \mathbb{Z}_p, \mathbb{Z}_p, \mathbb{Z}_p, \mathbb{Z}_p, -1)\)-structure (cf. 4.1.3). By Theorem 3.2.7 and Proposition 4.1.5, this object is independent of the choice of \(a\), up to isomorphism.

If \(R\) is a \(k\)-algebra and if \(f: A_i \rightarrow A_2\) corresponds to an \(R\)-valued point of \(\mathcal{O}_{\text{ord}}^{\mathcal{F}}(d)\) then up to isomorphism \(f\) only depends on its kernel \(\text{ker}(f) \subset A_i\). It follows that the fibres \(s^{-1}(a)\), for \(a \in \mathcal{O}_{\text{ord}}^{\mathcal{F}}(k)\), are all isomorphic as schemes.

Step 3: We claim that, fixing \(d = \log_p(\deg(f))\), the fibres \(s^{-1}(a)\) are finite. First note that any \(p\)-isogeny \(f\) factors as \(f = f_r \circ f_{r-1} \circ \cdots f_1\) in such a way that

\[
\text{ker}(f_r \circ f_{r-1} \circ \cdots f_1) = \text{ker}(f)[p^n]
\]

for all \(n\). Moreover, up to isomorphism this factorization is unique. It therefore suffices to prove that in the fibre over a given point \(a \in \mathcal{O}_{\text{ord}}^{\mathcal{F}}(k)\) there are only finitely many \(p\)-isogenies \(f\) with the property that \(\text{ker}(f)\) is killed by \(p\). Such an isogeny is completely determined by the induced homomorphism

\[
f[p]: A_i[p] \rightarrow A_2[p].
\]

Moreover, sending \((a_1, a_2)\) to \((a_1, a_2 + f[p](a_1))\) gives an automorphism of \(A_i[p] \times A_2[p]\) as a BT with \((O_{\mathcal{F}} \otimes \mathbb{Z}_p, \mathbb{Z}_p, \mathbb{Z}_p, -1)\)-structure. But \(A_i[p] \times A_2[p]\) is ordinary, so by Theorem 2.1.2 of [25] its automorphism group scheme is finite.

Step 4: We shall use the following general fact. If \(\varphi: X \rightarrow Y\) is a finite morphism of schemes such that \(Y\) is reduced and such that the function \(y \mapsto \dim_{\kappa(y)}(\varphi_*O_X \otimes_{\kappa(y)} \kappa(y))\) is constant on \(Y\) then \(\varphi\) is flat. By what was explained in steps 2 and 3 we can apply this to the morphism \(s: \mathcal{O}_{\text{ord}}^{\mathcal{F}} \rightarrow \mathcal{O}_0^{\text{ord}}\). As finite flatness is a local notion on the target scheme, this shows that \(s: \mathcal{F}^{\text{ord}} \rightarrow \mathcal{A}_{\mathcal{F}}^{\text{ord}} \otimes L\) is finite and flat.

Finally, that the target morphism \(t\) is also finite and flat follows from duality. Namely, sending a \(p\)-isogeny \(f: A_i \rightarrow A_2\) to the dual isogeny \(f^*: A_2^* \rightarrow A_i^*\) gives an isomorphism between \(p-\mathcal{A}_{\mathcal{F}}\) and another scheme of \(p\)-isogenies, which interchanges the roles of \(s\) and \(t\). (In general the “other” scheme of \(p\)-isogenies lives over another moduli scheme of PEL type, as the dual abelian schemes \(A_i^*\) with the inherited \(O_{\mathcal{F}}\)-action may have a different CM-type.) We leave the details of this to the reader. \(\square\)

4.2.3. Let \(\mathcal{F} = \mathcal{F} \otimes O_{\mathcal{F}, \varphi}\) be as in 4.1. Define \(\mathcal{F} \hookrightarrow p-\mathcal{A}_{\mathcal{F}} \otimes O_{\mathcal{F}, \varphi}\) to be the inverse image of \(\mathcal{F} \times \mathcal{F}\) under the morphism \((s, t): p-\mathcal{A}_{\mathcal{F}} \rightarrow \mathcal{A} \times \mathcal{A}\). We write \(J\) for the generic fibre of \(\mathcal{F}\) and \(\mathcal{F}_0\) for its special fibre.

Consider a homomorphism \(O_{\mathcal{F}, \varphi} \rightarrow L\) with \(L\) a field. If char(\(L\)) = 0 we define \(\mathbb{Q}[J \otimes L]\) to be the subalgebra of \(\mathbb{Q}[p-\mathcal{A}_{\mathcal{F}} \otimes L]\) generated by the irreducible components of \(J_L\). Similarly, if
char$(L) = p$ then we define $\mathbb{Q}[J^{\text{ord}} \otimes L]$ to be the subalgebra of $\mathbb{Q}[p^*J^{\text{sgord}} \otimes L]$ generated by the irreducible components of $J^{\text{ord}} \otimes L$.

4.2.4. Let $q = p^m$ be the cardinality of the residue field $\kappa(v^0)$. We have a section
\[ \varphi : J_0 \to J_0 \]
of the source morphism, sending a four-tuple $\underline{A}$ to the $m$th power Frobenius isogeny
\[ \varphi_{\underline{A}} : \underline{A} \to \underline{A}^{(q)}. \]
The image of this section is a closed reduced subscheme $\Phi \subset J_0$. As the source morphism $s$ is finite and flat over the ordinary locus, and the ordinary locus in $J_0$ is dense, $\Phi$ is a union of irreducible components of $J_0$. We shall henceforth view $\Phi$ as an element of the algebra $\mathbb{Q}[J_0 \otimes \kappa(v^0)]$, or as an element of $\mathbb{Q}[J_0^{\text{ord}} \otimes \kappa(v^0)]$. We refer to this element $\varphi$ as the Frobenius correspondence. The main theme of this section is that $\Phi$ satisfies a polynomial equation with coefficients in the Hecke algebra of $\mathcal{G}$.

4.2.5. Recall that we have a conjugacy class $\mathcal{C}^0$ of cocharacters of $\mathcal{G}^0$, and that $E^0$ is the field of definition of $\mathcal{C}^0$. Let $\mathcal{E}$ be the $v^0$-adic completion of $E^0$; its ring of integers is $O_{\mathcal{E}} := \mathcal{O}_{E^0,v^0}$. Note that $\mathcal{E}$ is an unramified extension of $\mathcal{Q}_p$; see [22], Corollary 4.7. By the same arguments as in [37], Lemma 5.1, there exists a cocharacter $\mu \in \mathcal{C}^0$ that is defined over $\mathcal{E}$. Similar to what we did in 3.2.2 we can consider the quasi-cocharacter obtained from $\mu$ by averaging its Galois conjugates. More precisely, let $\Gamma := \text{Gal}(\mathbb{Q}_p/\mathcal{Q}_p) \supset \Gamma' := \text{Gal}(\mathbb{Q}_p/\mathcal{E})$, and consider
\[ N(\mu) := \frac{1}{[\Gamma : \Gamma']} \sum_{\gamma \in \Gamma/\Gamma'} \gamma \cdot \mu, \]
which is a quasi-cocharacter of $\mathcal{G}^0$ defined over $\mathcal{Q}_p$. This $N(\mu)$ extends to a quasi-cocharacter over $\mathbb{Z}_p$, and we define $\mathcal{M} \subset \mathcal{G}^0$ to be the centralizer of $N(\mu)$.

We denote by $\mathcal{H}(\mathcal{G}^0, \mathcal{Q})$ the Hecke algebra of $\mathcal{G}^0$, with respect to its hyperspecial subgroup $\mathcal{G}^0(\mathbb{Z}_p)$, with $\mathcal{Q}$ as coefficient field. Let $\mathcal{H}_0(\mathcal{G}^0, \mathcal{Q}) \subset \mathcal{H}(\mathcal{G}^0, \mathcal{Q})$ be the subalgebra of $\mathcal{Q}$-valued functions that have support contained in $\mathcal{G}^0(\mathcal{Q}_p) \cap \text{End}(\mathcal{A}_0)$. The Hecke algebras $\mathcal{H}_0(\mathcal{M}, \mathcal{Q}_p) \subset \mathcal{H}(\mathcal{M}, \mathcal{Q})$ are defined in a similar manner; see Wedhorn’s paper [37], § 1, for more details. We write
\[ \check{S}_{\mathcal{M}^0} : \mathcal{H}(\mathcal{G}^0, \mathcal{Q}) \to \mathcal{H}(\mathcal{M}, \mathcal{Q}) \]
for the twisted Satake homomorphism. It restricts to a map $\mathcal{H}_0(\mathcal{G}^0, \mathcal{Q}) \to \mathcal{H}_0(\mathcal{M}, \mathcal{Q})$, which we again call $\check{S}_{\mathcal{M}^0}$.

4.2.6. Remark. – Suppose $(\mathcal{O}, *, \varepsilon)$ is of type D. Let $\underline{A}$ be a $K$-valued point of $J^{\text{ord}}$, where $K$ is a perfect field containing $\kappa(v^0)$. Let $\underline{X}$ be the corresponding BT with $(\mathcal{O}, *, \varepsilon)$-structure. In 3.2.4 we have defined conjugacy classes of quasi-cocharacters $\mu_j$ of $\mathcal{G}^0$ over $\mathbb{Q}_p$. One of these conjugacy classes contains $N(\mu)$. By definition, saying that $\underline{A}$ is ordinary means that the associated Newton quasi-cocharacter $\nu(\underline{X})$ lies in one of the conjugacy classes $\mu_j$. Under the assumption that $\underline{A}$ is a point of $J_0$ (not just a point of $\mathcal{A}$) we can sharpen this: $\underline{A}$ is ordinary if and only if $\nu(\underline{X})$ is conjugate to $N(\mu)$. This can be shown using arguments as in 4.1.10.
4.2.7. As usual we write $T_p(?)$ for Tate-$p$-modules and $V_p(?) := T_p(?) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p$. Let $L$ be a field containing $E^\circ$. Let $f : A_1 \rightarrow A_2$ be an isogeny corresponding to an $L$-valued point of $J$. Choose identifications $\alpha_i : \Lambda_0 \sim \rightarrow T_p X_i$ as in 4.1.9. The linear map $V_p f : V_p X_1 \rightarrow V_p X_2$ is an isomorphism and $\alpha_2^{-1} \circ V_p f \circ \alpha_1 : \Lambda_0 \otimes \mathbb{Q}_p \sim \rightarrow \Lambda_0 \otimes \mathbb{Q}_p$ is an element of $\mathcal{G}^0(\mathbb{Q}_p)$. Its class

$$\tau(f) := [\alpha_2^{-1} \circ V_p f \circ \alpha_1] \in \mathcal{G}^0(\mathbb{Z}_p) \backslash \mathcal{G}^0(\mathbb{Q}_p) / \mathcal{G}^0(\mathbb{Z}_p)$$

is independent of the choices of the $\alpha_i$. We refer to $\tau(f)$ as the type of the $p$-isogeny $f$.

The type of an isogeny is constant on irreducible components of the scheme $J$. This allows us to define a map

$$h : \mathcal{H}_0(\mathcal{G}^0, \mathbb{Q}) \rightarrow \mathbb{Q}[J]$$

sending the characteristic function of a class $[\gamma]$ with $\gamma \in \mathcal{G}^0(\mathbb{Q}_p) \cap \text{End}(\Lambda_0)$ to the sum of all irreducible components of $J$ on which the type is equal to $[\gamma]$. By extending scalars to $\mathbb{C}$ and using the complex uniformization of $S$, it can be checked that $h$ is a homomorphism.

4.2.8. Our next goal is to define the $p$-type of an ordinary isogeny $f : A_1 \rightarrow A_2$ corresponding to a point of $\mathcal{G}_{ord}^0$. In the Siegel modular case this notion is defined by Chai and Faltings in [7], Chapter VII, § 4. The $p$-type of an isogeny $f$ will be an element in $\mathcal{H}(\mathbb{Z}_p) \backslash \mathcal{H}(\mathbb{Q}_p) / \mathcal{H}(\mathbb{Z}_p)$.

Let $K$ be a perfect field containing the residue field $\kappa$. Let $A$ be a $K$-valued point of $\mathcal{G}_{ord}^0$. Let $X$ be the corresponding BT with $(\mathcal{O}, *, \varepsilon)$-structure. Write $T_p = T_p(X^\text{can})$. As before we have an identification $\alpha : \Lambda_0 \sim \rightarrow T_p$, canonical up to an element of $\mathcal{G}^0(\mathbb{Z}_p)$.

Write $X'$ for the BT with $\mathcal{O}$-structure underlying $X$ (forgetting the polarization). We have a slope decomposition

$$X' = \prod_{\nu \in \mathbb{Q}} X^\prime(\nu),$$

in such a way that the BT underlying $X^\prime(\nu)$, is isotypic of slope $\nu$. The canonical lifting $X^\text{can}$ has the property that as a BT with $\mathcal{O}$-structure it is the product of factors $X^\text{can, i}(\nu)$ where the factor indexed by $\nu$ lifts $X^\prime(\nu)$. In particular this gives a decomposition

$$(4.2.8.1) \quad T_p(X^\text{can}) = \bigoplus_{\nu \in \mathbb{Q}} T_p^{(\nu)}.$$

4.2.9. Lemma. – Possibly after changing $\alpha : \Lambda_0 \sim \rightarrow T_p$ by an element of $\mathcal{G}^0(\mathbb{Z}_p)$, the decomposition (4.2.8.1) agrees with the decomposition of $\Lambda_0$ into eigenspaces with respect to the quasi-cocharacter $N(\mu)$.

Proof. – Let $Q$ be the fraction field of $W(K)$. Consider the category $\text{MF}^0_Q(\mathcal{O})$ of admissible filtered modules over $Q$. It is a neutral Tannakian category over $Q$. Let $M$ be the Dieudonné module of $X^\text{can}$. Then $M \otimes \mathbb{Q}_p$, equipped with its Frobenius automorphism and Hodge filtration is an object of $\text{MF}^0_Q(\mathcal{O})$. Write $\langle M_{Q_p} \rangle^\otimes \subset \text{MF}^0_Q(\mathcal{O})$ for the tensor subcategory that it generates. We have a diagram as follows.

\[
\begin{array}{ccc}
\text{Rep}_{Q_p}(\mathcal{G}^0) & \xrightarrow{u} & \langle M_{Q_p} \rangle^\otimes \xrightarrow{\omega^\text{can}} \text{Vec}_{Q_p} \\
\downarrow \omega & & \\
\text{Vec}_Q & & \\
\end{array}
\]
Explanation: (a) We can view $M_{Q_p}$ as an object with $\mathcal{G}^0$-structure in $\mathbf{M}^0_{Q}(\varphi)$; this means precisely that we have a tensor functor $u$ as in the diagram. This functor $u$ sends the tautological representation of $\mathcal{G}^0$ on $A_0 \otimes Q_p$ to the object $M \otimes Q_p$. (b) The functor $\omega$ is the fibre functor that sends an object of $\mathbf{M}^0_{Q}(\varphi)$ to the underlying $Q$-vector space. (c) The functor $\omega_{\text{Gal}}$ is the functor that sends an object $(L, \varphi, \text{Fil}^\ast)$ to the $Q_p$-vector space $\text{Fil}^0(L \otimes Q_{\text{cris}})^{e=1}$. We refer to the paper [2] of Colmez and Fontaine for further details.

We have a $Q$-grading on the object $M_{Q_p}$, coming from the decomposition of $\underline{X}^{\text{can}}$ as a product of isotypical factors. This gives us a $Q$-grading on the functor $u$. The induced $Q$-gradings on the functors $\omega \circ u$ and $\omega_{\text{Gal}} \circ u$ give rise to quasi-cocharacters

$$\gamma : \mathbb{G}_m \to \text{Aut}^\otimes(\omega \circ u) \quad \text{and} \quad \gamma_{\text{Gal}} : \mathbb{G}_m \to \text{Aut}^\otimes(\omega_{\text{Gal}} \circ u).$$

(See Saavedra Rivano [34], IV, § 1.) Here $\mathbb{G}_m$ is the pro-algebraic split torus with character group $Q$.

The choice of an identification $\alpha : A_0 \sim \to T_p$ gives an isomorphism of the functor $\omega_{\text{Gal}} \circ u$ with the forgetful functor $\text{Rep}_{\Omega_p}(\mathcal{G}^0) \to \text{Vec}_{\Omega_p}$, and this induces an isomorphism

$$\mathcal{G}^0 \cong \text{Aut}^\otimes(\omega_{\text{Gal}} \circ u).$$

The conjugacy class $[\gamma_{\text{Gal}}]$ of the quasi-cocharacter $\gamma_{\text{Gal}}$ that we get does not depend on the choice of $\alpha$ (within its $\mathcal{G}^0$-conjugacy class). By construction, if we let $\mathcal{G}^0$ act on $T_p$ via $\alpha$ then the decomposition $T_p = \bigoplus T_p(\nu)$ is precisely the eigenspace decomposition with respect to $\gamma_{\text{Gal}}$.

It now suffices to prove that the quasi-cocharacter $N(\mu)$ is geometrically conjugate to $\gamma_{\text{Gal}}$. Indeed, if this holds then $\gamma_{\text{Gal}}$ and $N(\mu)$, being both defined over $Q_p$, are already in the same $\mathcal{G}^0(\Omega_p)$-conjugacy class (use [15], Lemma 1.1.3), and this gives our claim.

The automorphism group $\text{Aut}^\otimes(\omega \circ u)$ is an inner form of $\mathcal{G}^0_{\Omega}$, so over an algebraic closure $\overline{Q}$ we have an isomorphism $\text{Aut}^\otimes(\omega \circ u) \otimes_{Q} \overline{Q} \cong \mathcal{G}^0 \otimes_{Q} \overline{Q}$, canonical up to inner automorphisms. In particular, $\gamma$ gives a conjugacy class $[\gamma]$ of quasi-cocharacters of $\mathcal{G}^0$ over $\overline{Q}$. The two conjugacy classes $[\gamma]$ and $[\gamma_{\text{Gal}}]$ are (geometrically) the same; this results from the fact that they are both obtained from the same $Q$-grading of the functor $u$. But $[\gamma]$ represents the Newton quasi-cocharacter associated to $\underline{X}$. Because $\underline{X}$ is ordinary, $N(\mu)$ is in this conjugacy class and we are done. □

4.2.10. Let $K$ be a field containing $\kappa(\nu^0)$. Let $f : \underline{X}_1 \to \underline{X}_2$ be a $K$-valued point of $\underline{M}^{\text{ord}}$. Choose isomorphisms $\alpha_i : A_0 \sim \to T_p(X_i^{\text{can}})$ as in the lemma. The canonical lifting

$$f^{\text{can}} : \underline{X}_1^{\text{can}} \to \underline{X}_2^{\text{can}}$$

respects slope decompositions. Because $f$ is an isogeny, the induced map

$$V_p f^{\text{can}} : V_p X_1^{\text{can}} \to V_p X_2^{\text{can}}$$

is an isomorphism. Hence $\alpha_2^{-1} \circ V_p f^{\text{can}} \circ \alpha_1$ is an element of $\mathcal{M}(Q_p)$. Its class in

$$\mathcal{M}(\mathbb{Z}_p) \backslash \mathcal{M}(Q_p) / \mathcal{M}(\mathbb{Z}_p)$$

is independent of choices. We call

$$\tau_p(f) := [\alpha_2^{-1} \circ V_p f^{\text{can}} \circ \alpha_1] \in \mathcal{M}(\mathbb{Z}_p) \backslash \mathcal{M}(Q_p) / \mathcal{M}(\mathbb{Z}_p)$$

the $p$-type of $f$. 
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4.2.11. Lemma. – Let $T$ be a scheme over $\kappa(v^0)$. If $f : T \to \mathcal{A}'$ is a $T$-valued point of $\mathcal{A}'$ then the map $t \mapsto \tau_p(f_t)$ that associates to $t \in T$ the $p$-type of $f_t$ is locally constant.

Sketch of the proof. First one shows that if $f : \mathcal{A}_1 \to \mathcal{A}_2$ is a $p$-isogeny over a field then its $p$-type is completely determined by the structure of $\text{Ker}(f)$. Next remark that it suffices to test local constancy on schemes $T = \text{Spec}(R)$ with $R$ a discrete valuation ring of equal characteristic $p$. Let $k \subset R$ be a coefficient field. Choose an integer $N$ large enough such that $\text{Ker}(f) \subseteq X_1[p^N]$. Possibly after passing to a finite extension of $R$ we can assume that $X_1[p^N]$ is trivialized, meaning that we have an isomorphism $X_1[p^N] \cong \mathbb{Z}[p^N] \otimes_k R$ with $\mathbb{Z}$ a standard ordinary BT with $(\theta, *, e)$-structure over $k$.

Suppose $m \in \mathcal{M}(\mathbb{Q}_p) \cap \text{End}(\Lambda_0)$ represents the $p$-type of the isogeny $f$ over the generic point $\eta \in \text{Spec}(R)$. The key point is that $\text{Ker}(f)_\eta$, viewed as a subgroup scheme of $\mathbb{Z}[p^N] \otimes_k k(\eta)$, can be expressed directly in terms of $m$. To make this more precise, fix an identification

$$T_{\eta} \mathbb{Z}^{\text{can}} \cong \Lambda_0.$$ 

Let $k(\bar{\eta})$ be an algebraic closure of $k(\eta)$, let $K(\bar{\eta})$ be the fraction field of $W(k(\bar{\eta}))$, and let $\overline{K(\bar{\eta})}$ be an algebraic closure of $K(\bar{\eta})$. Then

$$\Lambda_0/p^N \Lambda_0 \cong \mathbb{Z}^{\text{can}}[p^N](\overline{K(\bar{\eta})}) \cong X_1^{\text{can}}[p^N](\overline{K(\bar{\eta})})$$

as modules over the absolute Galois group of $K(\bar{\eta})$. Let

$$f_\eta^{\text{can}} : (X_1 \otimes k(\bar{\eta}))^{\text{can}} \to (X_1 \otimes k(\bar{\eta}))^{\text{can}}$$

be the canonical lifting of $f_\eta$ to a $p$-isogeny over $W(\bar{\eta})$. Then $\text{Ker}(f_\eta^{\text{can}})$ is uniquely determined by its points with values in $\overline{K(\bar{\eta})}$, and via the above identifications we have

$$\text{Ker}(f_\eta^{\text{can}})(\overline{K(\bar{\eta})}) = m(\Lambda_0)/p^N \Lambda_0 \subset \Lambda_0/p^N \Lambda_0.$$

(Our assumptions imply that $p^N \Lambda_0 \subseteq m(\Lambda_0)$.)

The conclusion is that $\text{Ker}(f)_\eta = H(m) \otimes_k k(\eta)$ for some subgroup scheme $H(m) \subset \mathbb{Z}[p^N]$ depending only on $m$. But then $H(m) \otimes_k R$ is the unique flat subgroup scheme of $\mathbb{Z}[p^N] \otimes_k R$ extending $\text{Ker}(f)_\eta$. Hence via the chosen trivialization of $X_1[p^N]$ we have

$$\text{Ker}(f) = H(m) \otimes_k R.$$ 

Over the closed point of $T$ we again have a relation between the kernel of $f$ and the $p$-type, similar to the above. Using this we find that the $p$-type of $f$ over the special fibre is again given by the double coset $[m]$.

4.2.12. The $p$-type of isogenies allows us to define a map

$$\tilde{h} : \mathcal{M}_0(\mathcal{M}, \mathbb{Q}) \to \mathbb{Q}[\mathcal{A}'^{\text{ord}}],$$

sending the characteristic function of a double coset $[m]$ with $m \in \mathcal{M}(\mathbb{Q}_p) \cap \text{End}(\Lambda_0)$ to the sum of all irreducible components of $\mathcal{A}'^{\text{ord}}$ on which the $p$-type is equal to $[m]$. It should be noted that in the Siegel modular case this definition agrees with the one given by Chai and Faltings in [7], Chapter VII, §4; the normalization factor $1/\# \text{Sym}^2(\mathbb{Z}_p^g/d\mathbb{Z}_p^g)$ used in
loc. cit. (p. 261) arises only to compensate for the difference between “irreducible components” and “connected components”. Although it is presumably true that \( h \) is a ring homomorphism, we did not check this. Fortunately we only need this property on the image of the twisted Satake homomorphism, where it follows from the commutativity of the diagram below.

4.2.13. **Theorem.** Let \( \sigma : \mathbb{Q}[J] \to \mathbb{Q}[J_{0}] \) be the homomorphism given by specialization of cycles. Then we have a commutative diagram of \( \mathbb{Q} \)-algebra homomorphisms

\[
\begin{array}{ccc}
\mathcal{H}_0(\mathcal{M}, \mathbb{Q}) & \xrightarrow{h} & \mathbb{Q}[J] \\
\sigma & & \\
\mathcal{H}_0(\mathcal{G}, \mathbb{Q}) & \xrightarrow{h} & \mathbb{Q}[J_{0}]
\end{array}
\]

The proof of this result is essentially the same as in the Siegel modular case; see Chai and Faltings [7], p. 263.

4.2.14. **Corollary.** Let \( \Phi \) be the Frobenius correspondence on \( \mathcal{J}_0 \), as in 4.2.4. Let \( H_{(\mathcal{G}, \mathcal{X}_{0})} \in \mathcal{H}_0(\mathcal{G}, \mathbb{Q})[t] \) be the Hecke polynomial associated to the datum \( (\mathcal{G}, \mathcal{X}_{0}) \), as defined in [37], Section 2. Regarding \( \mathbb{Q}[J_{0}]^{\text{ord}} \) as an algebra over \( \mathcal{H}(\mathcal{G}, \mathbb{Q}) \) via \( \sigma \circ h \), we have the relation \( H_{(\mathcal{G}, \mathcal{X}_{0})}(\Phi) = 0 \).

**Proof.** As in Wedhorn’s paper [37], this is a direct consequence of the theorem together with the purely group-theoretic result loc. cit., Proposition (2.9), due to Büttel.

4.2.15. **Corollary.** If \( J_{0}^{\text{ord}} \) is Zariski dense in \( J_{0} \) then the relation \( H_{(\mathcal{G}, \mathcal{X}_{0})}(\Phi) = 0 \) holds in the algebra \( \mathbb{Q}[J_{0}] \), viewed as an algebra over \( \mathcal{H}_0(\mathcal{G}, \mathbb{Q}) \) via \( \sigma \circ h \).

4.2.16. For cohomological applications it is the latter result that is most interesting. The condition that \( J_{0}^{\text{ord}} \) is Zariski dense in \( J_{0} \) is referred to as the relative density condition in [37]. Note that even though \( J_{0}^{\text{ord}} \) is dense in \( J_{0} \), the analogous property for \( J_{0} \) may fail; see for instance Stamm [35]. In the cases where the relative density condition is satisfied, Corollary 4.2.15 proves the conjecture formulated by Blasius and Rogawski in [1], Section 6.

It is not clear to the author whether it is reasonable to expect that \( H_{(\mathcal{G}, \mathcal{X}_{0})}(\Phi) = 0 \) if the relative density condition fails. If in the polynomial \( H_{(\mathcal{G}, \mathcal{X}_{0})} \) we replace all coefficients (viewed as elements of the algebra \( \mathbb{Q}[J_{0}] \)) by the Zariski closures of their ordinary part, then we obtain a polynomial \( H_{(\mathcal{G}, \mathcal{X}_{0})}' \) for which \( H_{(\mathcal{G}, \mathcal{X}_{0})}'(\Phi) = 0 \) by 4.2.14. Therefore the question is whether for the difference \( H_{(\mathcal{G}, \mathcal{X}_{0})}'' := H_{(\mathcal{G}, \mathcal{X}_{0})} - H_{(\mathcal{G}, \mathcal{X}_{0})}' \) we again have \( H_{(\mathcal{G}, \mathcal{X}_{0})}''(\Phi) = 0 \). It is not so clear to us why this should hold. Note that the coefficients of \( H_{(\mathcal{G}, \mathcal{X}_{0})}'' \) are linear combinations of irreducible components of \( J_{0} \) that are not in the closure of the ordinary locus.

None the less, if we test this in the Hilbert modular case at inert primes (where the relative density condition fails) then it is still true that \( H_{(\mathcal{G}, \mathcal{X}_{0})}(\Phi) = 0 \). The point is that the minimum polynomial is in this case only a factor (of degree 2) of the Hecke polynomial (cf. Example (2.13) in [37]), and the coefficients of this minimum polynomial do not have truly “non-ordinary” terms. It would be interesting to investigate whether this is a general phenomenon.
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