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0. Introduction.

The main topic of this article is the mixed boundary value problem for higher order elliptic equations in a bounded planar domain $\Omega$. The boundary $\partial\Omega$ of $\Omega$ is divided by two points $P_1$, $P_2$ on it: $\partial\Omega = \partial^-\Omega \cup \partial^+\Omega$. $L$ is a properly elliptic operator of order $2m$ in $\Omega$; $\{B_j^-, \{ B_j^+, 1 \leq j \leq m\}$, are two sets of boundary operators. The problem is to find a solution $u$ satisfying

\begin{equation}
Lu = f \quad \text{in } \Omega,
B_j^- u = \varphi_j^- \quad \text{on } \partial^-\Omega, \quad B_j^+ u = \varphi_j^+ \quad \text{on } \partial^+\Omega, \quad i \leq j \leq m.
\end{equation}

$f, \varphi_j^-, \varphi_j^+$ are given functions (the data of the problem).

Introducing the map

$$Tu = (Lu|_\Omega, B_j^- u|_{\partial^-\Omega}, B_j^+ u|_{\partial^+\Omega})_{j=1}^{m},$$

we have to study the equation $Tu = (f, \varphi_j^-, \varphi_j^+)^m_{j=1}$ in appropriate Banach spaces. Here we take the Sobolev spaces $W^{s+2m, p}(\Omega)$, $1 < p < \infty$, $s \geq 0$. For integral values of $s$, this is the space of functions whose derivatives up to order $s + 2m$ are in $L^p(\Omega)$. For fractional $s$, it is given by a certain interpolation method. The space of data is denoted by $H^{s, p}$.

Pure boundary problems (in which one set of boundary operators is given for the whole boundary and the definition of $T$ is accordingly modified) were widely studied in recent years [1, 2, 4, 5, 9, 11, 14, 16]. Mixed problems were studied in [15, 17, 19]. The modern approach is based on
obtaining a priori estimates of the form

\[(0.2) \quad \| u \|_{W^{2m+s,p}(\Omega)} \leq K (\| Tu \|_{H^{s,p}(\Omega)} + \| u \|_{(0)}),\]

and of the dual form (employed by Peetre [14] for \( p = 2 \))

\[(0.3) \quad \| V \|_{H^s, p(\partial\Omega)} \leq K (\| T^* V \|_{W^{2m+s,p}(\partial\Omega)} + \| V \|_{(0)}).\]

Here * denotes the adjoint space (or map), and the residual norm \( \| u \|_{(0)} \) is smaller than the one appearing on the left (and the corresponding natural imbedding is compact).

The estimate (0.2) is equivalent to: (i) the space of null solutions (of \( Tu = 0 \)) is finite dimensional and (ii) the range of \( T \) is closed. The estimate (0.3) implies: (iii) the range of \( T' \) has finite codimension in \( H^{s,p} \), ((0.3) is also implied by (i)-(iii)). If \( T \) satisfies (i)-(iii), the boundary problem is called normally solvable.

Our main result (Theorem 5.1) is the determination of the exact algebraic conditions (bearing on \( L, B^\pm_i \) and \( \Omega \)) under which the estimates (0.2-3) are valid for mixed elliptic problems in the plane. The corresponding conditions for a pure problem (in any dimension) with a boundary set \( \{ B_j \} \) are well known and is formulated as: \( \{ B_j \} \) cover \( L \) at each point of \( \partial\Omega \). Using these conditions and taking a fixed \( p \) and \( s \equiv 1/p, 2/p \) (mod 1) we have (Corollary 5.1) that for every value of \( s \), except for at most \( 2m \) values of \( s \) (mod 1), the conditions that \( \{ B_j^- \} \) cover \( L \) at each point of \( \partial^-\Omega \) and that \( \{ B_j^+ \} \) cover \( L \) at each point of \( \partial^+\Omega \) are necessary and sufficient for the validity of (0.2-3), hence for the normal solvability of the mixed boundary value problem in the plane. Moreover (Theorem 5.3), at the exceptional values of \( s \), the deficiency (codimension of the range) of \( T \) has a jump. This means that the regularization theorem, which states that the solution of a pure problem is more regular provided that the data is more regular, does not carry over to the mixed case. In view of the local character of the regularization theorem the fault must be at the dividing points \( P_1, P_2 \) on \( \partial\Omega \).

The mixed estimates (0.2-3) are first obtained in a canonical situation: \( \Omega \) is a half plane, \( L, B^\pm_j \), are homogenous operators with constant coefficient. This case is reduced to the corresponding canonical pure problem. In the reduction we use some results on the Hilbert transform on the half line \( R_+ = \{ x > 0 \} \), \( H \varphi = (2\pi i)^{-1} \int_0^\infty (\varphi(x)/(x - t)) dt \), \( x > 0 \), considered as an operator in the space \( W^{s,p}(R_+) \). These results will be published in [22].
Our treatment of the canonical pure problem (which is given for arbitrary dimension) is somewhat novel. We use systematically the semi-norms instead of the norms in $W^{s,p}$, and thus obtain directly the dual estimate (0.3) in the seminorm. This method can also be used to study the boundary problems in $W^{s,p}$, $s < 2m$, as we shall show elsewhere (cf. also [1, 9, 11, 18]).

For $p = 2$, the mixed estimate (0.2) was proved and (0.3) was announced by Peetre [15], who uses $H^{s,2}$ spaces which coincide with $W^{s,2}$ spaces. Schechter [17] obtained (0.2) (for $p = 2$ and integral $s$) for arbitrary dimension, but under a rather complicated compatibility condition which is not an exact necessary and sufficient condition.
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**NOTATIONS.** $\mathbb{R}^n$ is the $n$-dimensional Euclidean space, $(\mathbb{R}^n = R)$. Points in $\mathbb{R}^n$ are denoted by $P = (x_1, \ldots, x_n)$ and $|P| = \sum x_i^2$. We also denote $x = (x_1, \ldots, x_{n-1})$, $x_n = t \cdot R^+_n (R^+_n)$ is the upper (lower) half space $t > 0 (t < 0)$.

If $\alpha = (\alpha_1, \ldots, \alpha_n)$ is a multi-index ($\alpha_i$ nonnegative integers) then $|\alpha| = \sum \alpha_i$, $D^\alpha = D_{i_1}^{\alpha_1} \ldots D_{i_n}^{\alpha_n}$, $(D_i = \partial/\partial x_i)$ and $x^\alpha = x_1^{\alpha_1} \ldots x_{n-1}^{\alpha_{n-1}}$. $D^k$ is the generic $k$-order derivative, $D^k$ is a pure $k$-order $x$-derivative.

Unless it is otherwise specified, $r, l, k, j$ will denote non-negative integers, $\sigma$ will vary in $(0, 1)$ and $p, p'$ are in $(1, \infty)$ with $1/p + 1/p' = 1$.

$\Omega \subseteq \mathbb{R}^n$ denotes either $\mathbb{R}^n$, $\mathbb{R}^n_+$ or a bounded domain with a smooth boundary $\partial \Omega$. $C^k(\Omega)$ is the set of functions with continuous derivatives up to order $k$ in $\Omega$ (which vanish at $\infty$ in case $\Omega = R^n$, $R^+_n$). $C^k(\Omega) \subseteq C^k(\Omega)$ contains the functions with compact support in $\Omega$.

$E^*$ is the conjugate of the Banach space $E$. The duality between $E^*$ and $E$ is denoted by $\langle \cdot, \cdot \rangle$. Norms in a domain $\Omega$ are denoted by $\|u, \Omega\|$, reference to the domain will sometimes be omitted here, as well as in integrals taken over the whole space.

Equivalence between two norms in a certain set is denoted by $\|u\|_1 \approx \|u\|_2$. In this case we have $\|u\|_1 \leq K \|u\|_2$, $\|u\|_2 \leq K \|u\|_1$, $K$ independent of $u$. The phrase 'K independent of $u$' will be omitted in such estimates. Mostly, the parameters on which $K$ do depend will also not be specified.

1. $W^{s,p}$ spaces.

Recent expositions of the spaces $W^{s,p}$ and their basic properties are found in [9, 10, 13]. We shall describe here several properties which we need, emphasising those which carry over to the semi-norm $[u]_{s,p}$ in $\mathbb{R}^n$, $\mathbb{R}^n_+$. 
Besides, results on compact imbeddings and multipliers in $W^{s,p}$, which are basic tools for studying differential problems in $W^{s,p}$ framework, seem to have been proved explicitly only for $p = 2$ [3] or for integral values of $s$. $W^{s,p}(\Omega)$ is the completion of $C^\infty(\Omega)$ with respect to the norm

$$
\| u, \Omega \|_{s,p} = \sum_{|\alpha| \leq r} \left( \int_{\Omega} |D^\alpha u|^p \, dx \right)^{1/p}.
$$

The semi-norm $[u, \Omega]_{s,p}$ is obtained by summing over $|\alpha| = r$. For $s = r + \sigma$ it is defined by

$$
[u, \Omega]_{s,p} = \left( \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dx \, dy \right)^{1/p}.
$$

$W^{s,p}(\Omega)$ is now the completion of $C^\infty(\overline{\Omega})$ with respect to the norm

$$
\| u, \Omega \|_{s,p} = \| u, \Omega \|_{r,p} + [u, \Omega]_{s,p}, \quad s = r + \sigma.
$$

We note that for $\Omega = R^n, R^n_{\pm}$, the semi-norm $[u]_{s,p}$ defines a (new) norm in the set $C^\infty(\Omega)$, (its functions vanish at $\infty$, by our conventions), and the completion with respect to $[u]_{s,p}$ is denoted by $W^{s,p}(\Omega)$.

It was proved in [10] that for $\Omega = R^n_{\pm}$ the set $C^\infty_0(\Omega)$ is dense in $W^{s,p}(\Omega)$ (resp. $W^{s,p}_0(\Omega)$) if and only if $\sigma \leq 1/p$. We denote by $W^{s,p}_0(\Omega)$ (resp. $W^{s,p}_0(\Omega)$) the subspace spanned by $C^\infty_0(\Omega)$ (i.e. its closure).

$W^{-s,p}(R^n)$ is defined as $(W^{s,p}(R^n))^*$, $s \geq 0$, and $W^{-s,p}(\Omega)$ as $(W^{s,p}_0(\Omega))^*$. Since $C^\infty_0(\Omega)$ is not dense in $W^{s,p}(\Omega)$ (for $s > 1/p$) the adjoint of the latter is not a space of distributions on $\Omega$. However, it can be identified with $W^{-s,p}_0$, the space of all elements in $W^{-s,p}(R^n)$ which are supported in $\overline{\Omega}$. [8, p. 34].

**Theorem 1.1.** [10] a) The functional $u \rightarrow u(0)$, defined for continuous functions is $W^{s,p}(R_+)$, is bounded in the $[u, R_+]_{s,p}$ norm for $\sigma > 1/p$. Thus by extension, $u(0)$ becomes meaningful for $u \in W^{s,p}_0(R_+)$, $\sigma > 1/p$.

b) For $u \in W^{s,p}_0(R_+)$, let $u^*(x)$ be its extension, defined as 0 for $x < 0$. Then for $\sigma = 1/p$

$$
u^* \in W^{s,p}(R) \iff u \in W^{s,p}_0(R_+).
$$

(For $\sigma < 1/p$ there is no restriction; for $\sigma > 1/p$, $u(0)$ should be 0).
REMARK. The analoguous results for \( W^{s,p}(\mathbb{R}^n) \) are readily obtained (in fact, in this form they were proved in [10]). The results carry over to \( \mathbb{R}^n_+ \), \( n > 1 \), too, and also to general domains with smooth boundary. The suitable extensions for \( s \geq 1 \) instead of \( s \) are also clear.

\( W^{s,p}(\Omega) \) are reflexive Banach spaces and \( W^{s+1,p}(\Omega) \subset W^{s,p}(\Omega) \), \( \varepsilon > 0 \), the imbedding being continuous. It is probably even compact for bounded domains. (For \( p = 2 \), cf. [3]). We shall prove here the partial result:

**Theorem 1.2.** Let \( \Omega \) be bounded, \( s > 0 \). The imbeddings

\[
W^{r+\sigma,p}(\Omega) \hookrightarrow W^{r,p}(\Omega); \quad W_{\overline{\Omega}}^{-r+\sigma,p} \hookrightarrow W_{\overline{\Omega}}^{-r,p}
\]

are compact.

**Proof.** We may assume \( 0 < \sigma < 1 \). \( W^{r+\sigma,p}(\Omega) \) can be obtained by interpolation between \( W^{r,p}(\Omega) \) and \( W^{r+1,p}(\Omega) \) (Lions [7,9]). This is helpful in various proofs. In particular it yields

\[
\| u \|_{r+\sigma,p} \leq K \cdot \| u \|_{r,p}^{1-\sigma} \cdot \| u \|^{\sigma}_{r+1,p}.
\]

The compactness of \( W^{r+1,p}(\Omega) \hookrightarrow W^{r,p}(\Omega) \) being well known (the generalization of Rellich's Lemma), we obtain easily that \( W^{r+1,p}(\Omega) \hookrightarrow W^{r+p,0}(\Omega) \) is compact. By taking adjoints we see that \( W_{\overline{\Omega}}^{-r+\sigma,p} \hookrightarrow W_{\overline{\Omega}}^{-r,p} \) is compact, \( 0 < \theta < 1 \).

Using the fact that the operator \( 1 - \Lambda \) (\( \Lambda \) is the Laplacian) is an isomorphism of \( W^{s,p}_{\overline{\Omega}} \) onto \( W^{s-\theta,p}_{\overline{\Omega}} \) we can lift the indices and obtain that \( W^{s,p}_{\overline{\Omega}} \hookrightarrow W^{0,p}_{\overline{\Omega}} \) is compact, (and this is immediately extended to \( r+\theta \) and \( r \) instead of \( \theta, 0 \).

Finally, for a given \( \Omega \) we take \( \overline{\Omega}_1 \supset \overline{\Omega} \). Each \( u \in W^{s,p}(\Omega) \) can be extended to \( u_1 \in W^{s,p}_{\overline{\Omega}_1} \) so that

\[
\| u_1 \|_{\sigma,p} \leq K \| u, \Omega \|_{s,p} \quad (K \text{ independent of } u).
\]

The compactness of \( W^{s,p}(\Omega) \hookrightarrow W^{0,p}(\Omega) \) follows now from that of

\[
W^{s,p}_{\overline{\Omega}_1} \hookrightarrow W^{0,p}_{\overline{\Omega}_1}.
\]

**Corollary 1.1.** Let \( \Omega \subset \mathbb{R}^n \) be a fixed compact \( s \geq 0 \). In \( W^{s,p}_{\overline{\Omega}} \) the norm \( \| u \|_{s,p} \) and the semi-norm \( [u]_{s,p} \) are equivalent.

This corollary, the proof of which is simple and omitted, may be stated as: \( \| u \|_{s,p} \) and \( [u]_{s,p} \) are locally equivalent. As a result we obtain that \( u \) belongs to \( W^{s,p} \) if and only if \( u \) is locally in \( W^{s,p} \) and \( [u]_{s,p} < \infty \). In
particular, differentiation in $W^{s,p}$ can be defined as in $W^{s,p}$ and it is readily seen that $W^{s,p} = [u \mid D^r u \in W^{s,p}]$. However, functions differing in a polynomial of degree $< r$ are to be identified.

**Lemma 1.1** Let $0 < \sigma \leq 1$, $\varphi \in C^{r+1}(\overline{\Omega})$, $u \in W^{r+\sigma,p}(\Omega)$. Then $\varphi u \in W^{r+\sigma,p}(\Omega)$ and

$$
\| \varphi u, \Omega \|_{r+\sigma,p} \leq (\sup_{\overline{\Omega}} |\varphi|) \cdot \| u, \Omega \|_{r+\sigma,p} + K \| u, \Omega \|_{r,p}.
$$

The proof for $\sigma = 1$ follows from Leibnitz formula. For $\sigma < 1$, the case $r > 0$ is reduced as usual to $r = 0$. The basic estimate for the semi-norm $|\varphi u, \Omega|_{r,p}$ is quite similar to the one given for $p = 2$ in [3].

**Corollary.** If $L(P,D)$ is a differential operator of order $k$ with smooth coefficients, and the high order coefficients are estimated in absolute value by $\delta > 0$, then

$$
\| L(P, D) u, \Omega \|_{s,p} \leq \delta \| u, \Omega \|_{s+k,p} + K \| u, \Omega \|_{r+k,p}, \quad s = r + \sigma.
$$

**Lemma 1.2** Let $\varphi$ be sufficiently smooth and $u \in W^{-1+\sigma,p}$. Then

$$
\| \varphi D^k u, R^n \|_{-r+k+\sigma,p} \leq (\sup_{\overline{\Omega}} |\varphi|) \cdot \| u, R^n \|_{-r+\sigma,p} + K \| u, R^n \|_{-r,p}.
$$

The proof is based again on lifting the indices to positive values by using the operator $(1 - \Lambda)^l$, $l$ sufficiently large and then Lemma 1.1 and its corollary may be used.

**Theorem 1.3** [20, 21, 9, 13] (the trace theorem for $W^{s,p}$). Let $s > 1/p$ and $s \neq 1/p$ (mod 1) if $p = 2$. Let $k$ be the maximal integer smaller than $s - 1/p$. If $u \in W^{s,p}(\Omega)$, then the traces $\gamma_j u = \frac{\partial^j u}{\partial v^j} |_{\partial \Omega}$ of $u$ and its normal derivates up to order $k$ can be defined, $\gamma_j u \in W^{s-1/p-j,p}(\partial \Omega)$ and

$$
\| \gamma_j u, \partial \Omega \|_{s-1/p-j,p} \leq K \| u, \Omega \|_{s,p}, \quad 0 \leq j \leq k.
$$

Conversely, given $g_j \in W^{s-1/p-j,p}(\partial \Omega), 0 \leq j \leq k$, there exists a function $u \in W^{s,p}(\Omega)$ such that $g_j = \frac{\partial^j u}{\partial v^j} |_{\partial \Omega}$ and

$$
\| u, \Omega \|_{s,p} \leq K \sum_{j=0}^k \| g_j, \partial \Omega \|_{s-j/p-j,p}.
$$
REMARK. Theorem 1.3 remains valid for the semi-norms (in $\Omega = \mathbb{R}^n_+$ and $\partial \Omega = \mathbb{R}^{n-1}$). This can be shown by a simple homogeneity argument.

2. Pure boundary problems in a half space.

In this section we shall mainly describe Agmon-Douglis-Nirenberg results \cite{2} for the canonical boundary value problem:

\begin{equation}
L(D_x, D_t)u(x, t) = f(x, t), \quad t > 0
\end{equation}

\begin{equation}
B_j(D_x, D_t)u(x, 0) = \varphi_j(x), \quad j = 1, \ldots, m.
\end{equation}

We shall also obtain the additional information that the map

\begin{equation}
Tu = [Lu(x, t), B_1 u(x, 0), \ldots, B_m u(x, 0)]
\end{equation}

sets up an isomorphism of $W^{2m+s,p}(\mathbb{R}^n_+)$ onto the appropriate data space.

Let $L(\xi, \tau)$ be a homogeneous polynomial of degree $2m$, $L(\xi, \tau) \neq 0$ if $(\xi, \tau) \neq 0$. If $n = 2$, we assume further that for $|\xi| = 1$ $L(\xi, \tau)$ has $m$ roots $\tau_k^+(\xi)$, $1 \leq k \leq m$, with positive imaginary part. This is automatically satisfied for $n > 2$. We set

\begin{equation}
M(\xi, \tau) = \Pi_{k=1}^m (\tau - \tau_k^+(\xi)), \quad |\xi| = 1.
\end{equation}

$B_j(\xi, \tau)$ is a homogeneous polynomial of degree $m_j \leq 2m - 1$, $1 \leq j \leq m$, we assume that $\{B_j\}_{j=1}^m$ cover $L$: For $|\xi| = 1$, $\{B_j(\xi, \tau)\}_{j=1}^m$ are linearly independent modulo $M(\xi, \tau)$.

We first consider problem (2.1) in the case $f = 0$, $\varphi_j(x) \in C_0^\infty(\mathbb{R}^{n-1})$. An explicit solution is given by:

\begin{equation}
u(x, t) = \Sigma_j \int K_j(x - y, t) \varphi_j(y) dy,
\end{equation}

where $K_j(x, t)$ are suitable Poisson kernels. $K_j$ are infinitely differentiable for $t \geq 0$ except for $(x, t) = 0$ and satisfy

\begin{equation}|D^r K_j| \leq C_r \cdot |1 + \log |P|| |P|^{m_j-n-r}.
\end{equation}

If $r \geq m_j - n$, the kernel $D^r K_j$ is homogeneous of degree $m_j - n - r$ and the logarithmic term may be dropped. In particular, $D^{m_j} K_j$ is homogeneous of degree $n$ and satisfies moreover $\int_{|y|<1} D^{m_j} K_j(y, 0) dy = 0$. 

We consider now problem (2.1) in the case \( f \neq 0 \). We introduce first the fundamental solution \( \Gamma(P - P^*) \) of the equation \( Lu = 0 \) with singularity at \( P = P^* \). \( \Gamma(P) \) is of the form

\[
\Gamma(P) = |P|^{2m-n-1} \psi(P) \log |P|.
\]

\( q(P) \) is a polynomial of degree \( 2m - n - 1 \) for \( n + 1 \) even or \( 2m \geq n \), and \( q(P) = 0 \) otherwise. \( \psi(Q) \) is an analytic function on \( |Q| = 1 \).

Given \( f \in C^\infty_0(R^n) \), it is possible to extend \( f \) to the whole space \( R^n \) so that the extension \( f_N \in C^N(R) \) for \( N \) sufficiently large. Having chosen some large \( N \), we set

\[
v(P) = v_N(P) = \int \Gamma(P - P^*) f_N(P^*) \, dP^*.
\]

The function \( v \) satisfies \( Lv = f_N \) and it is easily established that

\[
(2.5) \quad D^r v(P) = O(|P|^{3m-n-1-r}(1 + \log |P|)), \quad |P| \to \infty,
\]

and the logarithmic term may be dropped if \( r > 2m - n - 1 \).

**Theorem 2.1.** If \( N \) was chosen \( \geq r + 1 \), then an explicit solution \( u \) of problem (2.1) in \( W^{r+2m,p}(R^n) \) is given by

\[
D^\alpha u = D^\alpha v + D^\alpha u_1, \quad |\alpha| \geq 2m - 1,
\]

(2.6)

\[
D^\alpha u_1 = \Sigma_j \int D^\alpha K_j(x - y, \ell)(\varphi_j(y) - \varphi_j(y)) \, dy
\]

where \( \varphi_j(y) = B_j \psi(y, 0) \). Moreover, if \( u \in C^\infty_0(R^n) \) and \( f = Lu \), \( B_j u = \varphi_j \), then \( D^\alpha u \) has the representation (2.6).

**Proof.** The \( D^\alpha u_1 \) are the \( \alpha \) derivatives of one and the same function \( u_1 \), since they satisfy the necessary compatibility conditions. The integrals in (2.6) are convergent, due to the estimates (2.4-5) and using integration by parts, the \( j \)th integral can be written as

\[
\pm \int D^{\beta} K_j D^{\nu}(\varphi_j - \varphi_j), \quad |\beta| = m_j, |\beta| + |\gamma| = |\alpha|.
\]

The previous result about the solution of (2.1) for \( f = 0 \) implies that \( Lu = f \), \( B_j u = \varphi_j \), \( 1 \leq j \leq m \). The last equations should be considered as equalities in \( W^{r+2m-m_j-1,p,p}(R^{n-1}) \) (in fact, one can take \( r = 0 \)), that is, only \( D^\nu B_j u = D^\nu \varphi_j \) for \( |\gamma| \geq 2m - 1 \) is assured.
The crucial point in the proof is the fact that \( u \in W^{r+2m,p}(R^N) \). This is clear for \( v \). Now the \( j \)'th term of \( D^{r+2m-1} u_1 \) is \( \int D^{m_j} K_j D^{r+2m-1-m_j} (\varphi_j - \psi_j) \) and it was proved in [2, Th. 3.3 & App. 3] that

\[
(2.7) \quad \int D^{m_j} K_j \cdot \chi, R^n_{+1, p} \leq C [\chi, R^{n-1}]_{1-1/p, p}
\]

provided that \( \chi \in W^{1-1/p, p}(R^{n-1}) \). Hence, it suffices to show that \( D^{r+2m-1-m_j} (\varphi_j - \psi_j) \in W^{1-1/p, p}(R_{n-1}) \). Since \( \varphi_j \in C_0^\infty \), we have to prove this for \( \psi_j \). But it follows from (2.5) that \( D^{r+2m-1} v \in W^{1,p}(R^n) \), hence:

\[
D^{r+2m-1-m_j} B_j v(x, 0) = D^{r+2m-1-m_j} (\varphi_j - \psi_j) \in W^{1-1/p, p}(R^{n-1}).
\]

The assertion that \( u \in C_0^\infty (R^n) \) has the representation (2.6) was proved in detail in [2, Th. 4.1] for \( |\alpha| = 2m, \) but it is easily seen to hold for \( |\alpha| = 2m - 1 \) too. This, in combination with Calderon-Zygmund results [6] for singular integrals (which are also used in proving (2.7)) yields the a-priori estimates in the seminorms

\[
(2.8) \quad [u, R^n_{+}]_{r+2m, p} \leq K ([Lu, R^n_{+}]_{r+2m, p} + \sum B_j u, R^n_{n-1}]_{r+2m-m_j-1/p, p})
\]

for \( u \in C_0^\infty (R^n) \).

**Theorem 2.2.** The map \( T \) of (2.2) is a \( 1 - 1 \) continuous map of \( W^{r+2m, p}(R^N) \) onto

\[
(2.9) \quad \Pi^{r, p} = W^{r, p}(R^N) \succ \Pi_j W^{r+2m-m_j-1/p, p}(R^{n-1}).
\]

For \( \Phi = (f, \varphi_1, ..., \varphi_m) \in \Pi^{r, p} \), \( u = T^{-1} \Phi \) is given by

\[
(2.10) \quad D^\alpha u = D^\alpha v + D^\alpha u_1 = D^\alpha v + \sum_j D^\alpha K_j (x - y, t) (\varphi_j(y) - \psi_j(y)) dy,
\]

\( |\alpha| \geq 2m + r \).

**Proof.** The estimates which show the continuity of \( T \) are

\[
[Lu]_{r, p} \leq K [u, r+2m, p] \quad [B_j u, R^n_{n-1}]_{r+2m-m_j-1/p, p} \leq K [u, R^n_{+}]_{r+2m, p}.
\]

They follow from Theorem 1.3 and the fact that \( k \)-order differentiation takes \( W^{r+k, p}(Q) \) continuously into \( W^{r, p}(Q) \).
The estimates (2.8) can be written as

\begin{equation}
\|u, R^m_j|_{r+2m,p} \leq K \| Tu \|_{H^{r,p}},
\end{equation}

showing that $T$ is $1-1$ and has a closed range. By Theorem 2.1, this range contains a dense subset of $H^{r,p}$, hence it coincides with $H^{r,p}$.

To prove the representation formula for $T^{-1} \Phi$, we note that the integrals in (2.10) for $|x| = r + 2m$ are $D \int D^{m_j} K_j D^{r+2m-1-m_j} (\varphi_j - \psi_j)$, and by (2.7) they belong to $L^p(R^m_+)$ provided that $D^{r+2m-1-m_j} (\varphi_j - \psi_j)$ are in $W^{-1/p,p}(R)$. But this is exactly what is required from $\varphi_j$, and it holds also for $\varphi_j = B_j v (x,0)$, since $v \in W^{2m+r,p}(R^m_+)$. (We note however that the integrals are interpreted by extension of continuous operators into $W^{2m+r,p}$).

Now the formula (2.10) holds for a dense set of (compact supported) $\Phi = (f, \varphi_1, \ldots, \varphi_m) \in H^{r,p}$ and by a limit process it is extended to the whole space.

**Theorem 2.3.** Theorem 2.2 and the estimates (2.8) remain true for $r = \sigma$ instead of $r$, where $\sigma \geq 1/p$ if $p \geq 2$.

**Proof.** By interpolating like Lions [7,9] between $r$ and $r + 1$ we get $W^{r+2m+\sigma,p}(R^m_+)$ on the one hand and

\begin{equation}
H^{r+\sigma,p} = W^{r+\sigma,p}(R^m_+) \times H^{m}_{j=1} W^{r+\sigma+2m-m_j-1/p,p}(R^{m-1})
\end{equation}

on the other hand. The results follow now from the well known property of interpolation of bounded operators. We note that by interpolating between $L^p$ and $W^{1,p}$ we get $W^{\sigma,p}$. This can be obtained by an homogeneity argument but in fact in Lions [7] the interpolation is proved directly for the semi-norms.

3. Mixed problems in a half plane.

Let now $B^+ = [B^+_j]$ and $B^- = [B^-_j]$ be two sets of boundary operators with constant coefficients, where $B^+_j$ is homogenous of degree $m^+_j$, $1 \leq j \leq m$. We assume that each set covers the elliptic operator $L$ and that $B^-_j$ here coincides with $B_j$ of Section 2; in particular, the Poisson kernels $K_j$ correspond to $[B^-_j]$.

We shall study the map $T$ for the mixed problem in the plane:

\begin{equation}
Tu = \{Lu \big|_{R^m_+}, B^-u \big|_{R^-}, B^+u \big|_{R^m_+} \}.
\end{equation}
Our first goal is to obtain for \( n = 2 \) the mixed a-priori estimates

\[
[u, R^n_+]_{s,p} \leq K \left( \left[ Lu, R^n_+ \right]_{s-2m, p} + \sum_{i, \pm} \left[ B^\pm_j u, R^{n-1}_\pm \right]_{s_j^\pm, p} \right)
\]

for \( u \in W^{s,p}_\sigma (R^n) \), where

\[
s = r + \sigma + 2m; \quad s_j^\pm = r + \sigma + 2m - m_j^\pm - 1/p = t_j^\pm + \tau,
\]

\[0 \leq \tau < 1, \quad 1 \leq j \leq m.\]

We assume in the following that \( \sigma \neq 1/p \) (mod 1) if \( p \neq 2 \). We also note that the first arguments are also valid for \( n > 2 \).

**Lemma 3.1.** It is sufficient to prove \((3.2)\) for functions \( u_1 \) represented in the form

\[
D^su_1 = \sum_j D^sK_j (x-y,t) \omega_j (y) dy, \quad x | \geq 2m + r, \quad \omega_j \in W^{s_+}_{\beta_j} (R^{n-1}).
\]

**Proof.** \( u_1 \in W^{s,p}_\sigma (R^n) \) and satisfied \( Lu_1 = 0, B^+_j u_1 (x,0) = \omega_j (x), 1 \leq j \leq m \).

(cf. the proofs of Theorems 2.1-2). Thus, \((3.2)\) for \( u_1 \) is

\[
[u_1, R^n_+]_{s,p} \leq K \sum_{i, \pm} \left[ B^\pm_j u_1, R^{n-1}_\pm \right]_{s_j^\pm, p}.
\]

We have to show that \((3.5)\) implies \((3.2)\), and it suffices to take \( u \in C^{\infty}_0 (R^n) \). According to Section 2, such \( u \) can be represented as \( u = v + u_1 \) where \( u_1 \) has the form \((3.4)\). Now

\[
[u]_{s,p} \leq [u_1]_{s,p} + [v]_{s,p},
\]

\[
\left[ B^\pm_j u_1, R^{n-1}_\pm \right]_{s_j^\pm, p} \leq [B^\pm_j u, R^{n-1}_\pm]_{s_j^\pm, p} + [B^\pm_j v, R^{n-1}_\pm]_{s_j^\pm, p},
\]

\[
\left[ B^\pm_j v (x,0), R^{n-1}_\pm \right]_{s_j^\pm, p} \leq \left[ B^\pm_j v (x,0), R^{n-1}_\pm \right]_{s_j^\pm, p} \leq K [v, R^n_+]_{s,p} \leq K \left[ Lu, R^n_+ \right]_{s-2m, p}.
\]

To justify the last estimate, we observe that

\[
D^{2m} v = \int D^m \Gamma (P-Q) u (Q) d (Q)
\]
and that $D^{\alpha u} \Gamma$ is a homogeneous kernel of degree $-n$ to which Calderon-Zygmund results [6] apply.

Substituting the above estimates in (3.5) we obtain (3.2) and the lemma is established.

By Theorem 1.3 and the pure a-priori estimates we have

$$[u_1, R^u_j]_{a, p} \leq \Sigma_j \pm [B_j u, R^{\alpha-1}_j]_{a, p},$$

so that (3.5) is equivalent to

$$(3.6) \quad \Sigma_j [B_j^- u_1, R^{\alpha-1}_j]_{a, p} \leq K \Sigma_j \pm [B_j^\pm u, R^{\alpha-1}_j]_{a, p}.$$ 

$D^\alpha u_1$ is expressed in (3.4) in terms of $\omega_j = B_j^- u_1 (x, 0)$. Hence it is possible to express the boundary values of derivates of $B_k^+ u_1$ in terms of derivates of $B_j^- u_1 (x, 0)$. The expressions involve derivates of the kernels $K_j$.

In the two dimensional case, which will concern us from now onward, we have

$K_j (x, t) = \frac{1}{4\pi^2} \sum_y \int_{\gamma} \frac{N_j (\pm 1, \tau) (\pm x + \tau t)^n - 1}{M (\pm 1, \tau)} \log \frac{\pm x + \tau t}{i} \, dt, \quad m_j^- > 0,$

$K_j (x, t) = \frac{1}{4\pi^2} \sum_y \int_{\gamma} \frac{N_j (\pm 1, \tau) (\pm x + \tau t)}{M (\pm 1, \tau)} \, dt, \quad m_j^- = 0,$

where $\gamma$ is a closed curve in $\text{Im } \tau > 0$ enclosing all the zeroes of $M(\pm 1, \tau)$ (these, we recall, are the zeroes of $L(\pm 1, \tau)$ in $\text{Im } \tau > 0$), and $N_j (\pm 1, \tau)$ are certain polynomials in $\tau$ satisfying $(2\pi i)^{-1} \int_{\gamma} \frac{N_k B_j^-}{M^+} (\pm 1, \tau) \, d\tau = \delta_{jk}.$

An easy computation shows that

$$(3.7) \quad D_{x}^{j+} B_k^+ u_1 (x, 0) = \Sigma_j (-c_{kj} (\pm 1) \mathcal{H}^+ + c_{kj} (-1) \mathcal{H}^-) \cdot D_{x}^{j-} B_j^- u_1 (x, 0)$$

where $\mathcal{H}^\pm$ are the upper and lower Hilbert transforms

$$\mathcal{H}^\pm f (x) = \lim_{\epsilon \to 0} \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{f (t)}{x + t \pm i\epsilon} \, dt,$$

and $c_{kj} (\xi), \xi = \pm 1$, are the expansion coefficients of

$$B_k^+ (\xi, \tau) = B_k^+ (\xi, \tau) \mod M (\xi, \tau)$$
in terms of the $B_j^\pm (\xi, \tau) = B_j (\xi, \tau) \pmod{M (\xi, \tau)}$. Both sets $\{B_j^-, \} \cup \{B_j^+ \}$, $1 \leq j \leq m$ contain $m$ independent polynomials of degree $< m$, therefore the matrices $C (\pm 1) = \{c_{kj} (\pm 1)\}$ are non-singular.

**Remark 3.1.** If the integrals in (3.4) are interpreted by extension of continuous operators into $W^{s, p}$ space, then the interpretation of (3.7) is likewise generalized. (By M. Riesz's theorem and interpolation, $\mathcal{H}^\pm$ can be extended to continuous operators in $W^{s, p} (E)$ and $W^{s, p} (E)$, $s \geq 0$).

We introduce also the Hilbert transforms on the half line $\mathbb{R}^+$:

$$
(H^\pm f)(x) = \lim_{\epsilon \to 0} \frac{1}{2\pi i} \int_0^\infty \frac{f(t)}{x - t \pm i\epsilon} \, dt, \quad x > 0.
$$

Again, $H^\pm$ can be extended to continuous operators in $L^p (\mathbb{R}^+)$. It is convenient now to use vector notation and denote

$$
B^u = (D_x^1 \pm B_1^\pm, \ldots, D_x^m \pm B_m^\pm),
$$

(3.8)

$$
\mathcal{A} = -C(1) \mathcal{H}^+ + C(-1) \mathcal{H}^-, \quad A = C(1) H^+ + C(-1) H^-,
$$

$\mathcal{A}$ and $A$ operate on vector functions. Using these notations, (3.7) becomes

$$
(3.7') \quad B^u (x, 0) = \mathcal{A} B (x, 0),
$$

and the estimate (3.6) (hence (3.2) too) is reduced to the following:

$$
(3.9) \quad [\varphi, R]_{r, p} \leq K ([\varphi, R_-]_{r, p} + [\mathcal{A} \varphi, R_+]_{r, p})
$$

for every vector function $\varphi \in (C_0^\infty (\mathbb{R}))^m$. (It turns out, as could be expected, that the estimates (3.2) for various values of $r$ are equivalent. They do depend however on $\sigma$ in an essential manner, as we shall see).

At this point we need some results on the semi-infinite Hilbert transforms $H^\pm$ and the operators $A$, $\mathcal{A}$ defined in (3.8). These results will be published in [22]. Here we summarize them in

**Theorem 3.1.** a) For $\sigma = 1/p$ the operators $H^\pm$, $A$ are continuous $1-1$ operators in $(W^{s, p} (\mathbb{R}_+))^m$. $A$ has a closed range (i.e. $[\varphi, R_+]_{r, p} \leq K [\mathcal{A} \varphi, R_+]_{r, p}$ if and only if the eigenvalues of the matrices $E = C^{-1}(1) C(-1)$ are outside the ray $\arg z = -2\pi (\sigma - 1/p)$ in the complex plane. Since $E$ has at most $m$ distinct eigenvalues, this condition is satisfied for every $\sigma$ except $m$ values at most.

b) If this eigenvalues-condition is satisfied for $\sigma = \tau$, then (3.9) is valid (for $p = 2$, the case $\sigma = 1/2$ is not excluded here).

c) The range of $A$ has a finite codimension $\delta$ in $(W^{s,p}(\mathbb{R}^2))^m$; $\delta$ remains constant as $\sigma$ increases, as long as the eigenvalues condition is satisfied. At a point $\sigma_0$ where it is violated (a jump point), $\delta$ gets an increment which is equal to the total multiplicity of the eigenvalues on the ray $\arg z = -2\pi(\sigma_0 - 1/p)$. Hence the total increment over the unit interval (of $\sigma$) is $m$.

By (3.3), $\tau$ in (3.9) is congruent to $\sigma - 1/p$. Since the $a$-priori estimate (3.2) was reduced to (3.9), Theorem 3.1 (b) yields.

**Theorem 3.2.** [19] Suppose that $\sigma \neq 1/p$, $2/p$ if $p \neq 2$. The mixed $a$-priori estimate (3.2) is valid if and only if the eigenvalues of $E = C^{-1}(1) C(-1)$ are outside the ray $\arg z = -2\pi(\sigma - 2/p)$. In particular there are at most $m$ values of $\sigma$ (different from $1/p$, $2/p$) for which (3.2) is not valid.

**Remark.** If $L, B^\pm$ satisfy the condition of Theorem 3.2, they will be called $\sigma$-compatible. It is easy to show directly, from the definition of $C(\pm 1)$, that this condition is symmetric with respect to interchange of $B^-$ and $B^+$. This is clear however from the symmetric form of (3.2).

We turn now to the counterpart of Theorem 2.2 for the mixed boundary problem.

**Theorem 3.3.** Suppose that $\sigma \neq 1/p$, $2/p$ if $p \neq 2$ and let $L, B^-, B^+$ be $\sigma$-compatible. Then the (mixed) map $T$, defined in (3.1), is a continuous $1 - 1$ map of $W^{s,p}(\mathbb{R}^2)$ into $W^{s-2m,p}(\mathbb{R}^2) \times W^{s-2m,p}(\mathbb{R}^2)$.

Moreover, the range of $T$ is closed and has a finite codimension.

**Proof.** As in the pure case, the continuity of $T$ is immediate, and the $a$-priori estimate (3.2) means that $T$ is $1 - 1$ and has a closed range. It remains to show that the range has a finite codimension. For this purpose, it is sufficient to discuss the mixed problem

\begin{align*}
\tag{3.10}
Lu &= F, \quad t > 0; \\
B^\pm u(x,0) &= \theta^\pm(x), \quad x \in \mathbb{R}^\pm,
\end{align*}

for a dense set of data. Thus we take $F, \theta^\pm$ as $C_0^\infty$ functions.
Let 0* be a smooth compact support extension of θ−(x) to the whole line R. By Theorems 2.2-3 we can find v ∈ W^{r,p}(R_+^2) satisfying L^v = F, B^−v = 0*, and by subtraction (3.10) is reduced to the problem

\begin{equation}
Lu = 0, \quad t > 0, \quad (u \in W^{r,p}(R_+^2));
\end{equation}

\[B^−u(x, 0) = 0, \quad x \in R_−, \quad B^+u(x, 0) = θ^+ − 0* = g(x), \quad x \in R_+.
\]

The boundary equations are equivalent to

\begin{equation}
B^−u(x, 0) = 0 \text{ in } W^{r,p}(R_−), \quad B^+u(x, 0) = D^+ \theta(x) \quad \text{in } W^{r,p}(R_+).
\end{equation}

**Lemma 3.1.** The problem (3.11) is solvable if and only if there exists a vector f in (W^{r,p}(R_+))^m satisfying Af = g and f(0) = 0 if r > 1/p. (A is defined in (3.8)).

**Proof.** Assume that f exists, and extend it as zero for x < 0. By Theorem 1.1 (b), the extended f belongs to (W^{r,p}(R))^m, since f(0) = 0 if r > 1/p.

Let f_j be an l_j-order primitive of f_j. Then f_j ∈ W^{r,p}(R) so that by Theorems 2.2-3 the m + 1 tuple \((0, f_1, \ldots, f_m)\) belongs to the range of the pure map T. Hence, there is a function \(u_t \in W^{r,p}(R^2)\) satisfying Lu_t = 0 for t > 0 and \(B^−u = f\), or equivalently: \(B^−u = f\) in W^{r,p}(R). Moreover, u_t is represented by (2.10) (with \(v = ω_j = 0\)). Hence by (3.7') \(B^+u_t = A^t B^−u_t\) in (W^{r,p}(R))^m (cf. Remark 3.1). Since \(B^−u_t = f = 0 \text{ in } R_−\), we obtain

\[B^+u_t = A B^−u_t = Af = g \text{ in } (W^{r,p}(R_+))^m.
\]

Hence u_t satisfies (3.12) and solves (3.11).

Conversely, if u_t solves (3.11), then f = B^−u_t ∈ (W^{r,p}(R))^m solves Af = g in (W^{r,p}(R_+))^m and since f = 0 for x < 0 we obtain f(0) = 0 if r > 1/p. The proof of the lemma is thus concluded.

To finish the proof of the theorem, we notice that g is in the range of A in W^{r,p}(R_+) if g satisfies a finite number of continuous linear conditions (Theorem 3.1. c). If r > 1/p, the requirement f(0) = 0 imposes m additional conditions on g ∈ (W^{r,p}(R_+))^m, or equivalently on g ∈ \(W^{r,p}_m(R_+)\). Since (3.10) was reduced to (3.11) by using the isomorphism of Theorems 2.2-3, we have obtained a finite number of continuous linear conditions on the data \((F, θ^±) \in \Pi^{r−2m,p}\) of the original problem, which conditions are necessary and sufficient for the solvability of (3.10).
REMARK 3.2. We noted already that the equation $Lu = f$ with $u \in W^{r+\sigma+2m} p$ is only a congruence modulo polynomials of degree $r$. In order to obtain more adequate solutions, even for $r > 0$, we introduce the spaces

$$\mathcal{O}^{r+\sigma+2m} p \cap \mathcal{O}^{r+\sigma+2m} p (W^{k+\sigma+2m} p) \cap \mathcal{O}_{k < r} II^{k+\sigma} p$$ (pure and mixed).

It is clear that the continuity of $T$ and the estimates $\| u \| \leq K \| Tu \|$ carry over, under the same conditions, to the new spaces, (whose norms are, as usual, the sum of the factors norms), and so do Theorems 2.2-3, 3.3. The conditions which determine the range of $T$ in Theorem 3.3 are now supplemented by: The primitives $g^{(r-1)}, \ldots, g^{(r)}$ of $g$ are also in the range of $A$ in $(W^r p)^m$ (cf. Lemma 3.1). However, if only $g^{(r)} \in \text{range} (A)$ is required, and $A^{-1} g^{(r)} = h$, then the other conditions are easily seen to be equivalent to $h (0) = h' (0) = \ldots = h^{(r-1)} (0) = 0$. The additional condition for $r > 1/p$ can be written as $h^{(r)} (0) = 0$. Thus we see that in going from $r$ to $r + 1$ the codimension increases by $m$, the $m$ additional conditions require continuity at $x = 0$ of one higher derivative of the boundary value vector $B - u$.

It will also be interesting to consider the spaces

$$\mathcal{O}^{r+\sigma+2m} p \cap \mathcal{O}^{r+\sigma+2m} p (W^{r+\sigma} p (R^2_+))$$

and the corresponding data spaces. These spaces constitute, like $W^{s} p$, a monotonic decreasing scale (for $s = r + \sigma + 2m$ varying continuously). All the results carry over provided that in the mixed case we require both $\sigma$ and $0$-compatibility. The total increment $m$ for a unit increase in $s$ is distributed now to the jump points, where the range is not closed, exactly as (and because) it happened for the operator $A$ (Theorem 3.1. c). We note in particular that in general $\sigma = 1/p$, $2/p$ need not be jump points.

4. The dual estimates.

The pure map $T$ of (2.2) was shown to be an isomorphism of $W^{s} p (R^2_+)$ onto $II^{s-2m} p$, hence the adjoint map $T^*$ maps $(II^{s-2m} p)^*$ isomorphically onto $(W^{s} p (R^2_+))^*$, and in particular we have $\| V \| \leq K \| T^* V \|$. An element $V \in (II^{s-2m} p)^*$ has the form

$$V = [F, \Gamma_1, \ldots, \Gamma_m]$$

where $F \in (W^{s-2m} p (R^2_+))^*$, $\Gamma_j \in (W^{s-j-1} p (R^{n-j-1}))^*$,
and $T^*$ is defined by the relation

\[(4.1) \langle T^* V, v \rangle = \langle V, T v \rangle = \langle F, L v \rangle + \Sigma_j \langle F_j, B_j v \rangle, \text{ for every } v \in W^{s,p}(\mathbb{R}^n_+),\]

\[\langle , \rangle \text{ denotes the appropriate duality in each case.} \]

From the local equivalence of $\|u\|_{s,p}$ and $[u]_{s,p}$ for $s \geq 0$ we easily obtain, by duality, that $\|U\|_{-s,p'} \propto \|U\|_{(W^{s,p})^*}$ for all $U$ supported in a fixed compact. Hence we obtain

**Theorem 4.1.** Let $\Omega \subset \mathbb{R}^n_+$ be a fixed compact, $s \equiv 1/p$ if $p \equiv 2$ and $V = \{ F, I_j \}_{j=1}^m \in H^{-s+2m,p'} = W^{-s+2m,p'}_\mathbb{R}^n \times \Pi^m_{j=1} W^{-s+m_j + 1/p,p'}_j (\mathbb{R}^{n-1})$. Then for all $V$ with support $(V) \subset \Omega$

\[(4.2) \| V \|_{H^{-s+2m,p'}} = \| F \|_{-s+2m,p'} + \Sigma_j \| I_j \|_{-s+m_j + 1/p,p'} \leq K \| T^* V \|_{-s,p'} . \]

We turn now to the mixed case. Under the conditions of Theorem 3.3 the mixed map $T$ is continuous, $1-1$ valued and has a closed range $\Pi_1 \subset H^{s-2m,p}$, $(s-2m = r+o)$. Moreover, the range has a finite dimensional complement $\Pi_2$.

The adjoint map $T^*$ is therefore $1-1$ on $H^*_1$ and annihilates $\Pi_2^*$, which is finite dimensional. By a well known argument (e.g. [14, section 8]) we obtain

\[V_{H^*_1} \leq K (\| T^* V \| + \| V \|_{(0)}), \]

where $\| V \|_{(0)}$ is any norm smaller than the norm of $H^*_1 = (H^{s-2m,p})^*$. For functions $V$ supported in a fixed compact we obtain as in the pure case:

**Theorem 4.2.** Let $\Omega \subset \mathbb{R}^n_+$ be a fixed compact, and let $V = \{ F, I_j \}_{j=1}^m \in H^{-s+2m,p'} = W^{-s+2m,p'}_\mathbb{R}^n \times \Pi^m_{j=1} W^{-s+m_j,p'}_j (\mathbb{R}^n_+)$.

Under the conditions of Theorem 3.3, for every $V$ such that support $(V) \subset \Omega$

\[(4.3) \| V \|_{-s+2m,p'} = \| F \|_{-s+2m,p'} + \Sigma_j \| I_j \|_{-s+m_j,p'} \leq K (\| T^* V \|_{-s,p'} + \| V \|_{(0)})^j (s_j \pm - s_m \pm - 1/p), \]

where $\| V \|_{(0)}$ is smaller than the norm on the left hand side. (In practice, we shall use for the components of $V$ norms with indices which are smaller
than the corresponding indices of $\Pi - s + 2m, p'$, and such that the compact imbedding property (Theorem 1.2) will hold. In the following we shall assume that $\| V \|_{(0)}$ already denotes such norm).

5. Estimates for bounded domains and normal solvability.

The passage from the canonical case in a half space to the estimates for general elliptic problems in bounded domains is performed in a familiar technique, based on Korn's principle and a partition of unity. We shall sketch the proof only for the dual estimates in the mixed boundary value problem; the treatment of the other cases is analogous and better known.

We consider first operators which are slightly different from the canonical ones. Let

$$L = L' (D) + L'' (P, D); \quad B_j^\pm = B_j^\pm (D) + B_j'^* (P, D), \quad 1 \leq j \leq m.$$ 

All the operators are defined in $t > 0$; $L', B_j^\pm$ are operators with constant coefficients, homogeneous of degrees $2m, m_j^\pm$ respectively. $L'', B_j'^* \pm$ are of the same respective orders, have $C^0$ coefficients and all the high order coefficients are bounded by $\delta > 0$.

The maps $T, T^*$ are defined as before, using $L, B_j^\pm$. The maps $T', T'^*, T'', T''^*$ are obtained from the primed and doubly primed operators. Clearly $T = T' + T''$, $T^* = T'^* + T''^*$.

**Lemma 5.1.** Assume that (3.2) and (4.3) (namely the estimates for $T', T'^*$) hold, and let $\Omega \subset \mathbb{R}^d_+$ be a fixed compact. If $\delta$ is sufficiently small then

$$\| u, B_j^\pm \|_{s, p} \leq K \left( \| T u \|_{-s + 2m, p} + \| u \|_{(0)} \right), \quad \text{support} (u) \subset \Omega;$$

$$\| V \|_{H^{2s + 2m, p'}} \leq K \left( \| T'^* V \|_{-s, p'} + \| V \|_{(0)} \right), \quad \text{support} (V) \subset \Omega.$$

**Proof.** We prove (5.2). By assumption, for $V = (F, \Gamma_j^\pm)_{j=1}^m$

$$\| V \|_{H^{2s + 2m, p'}} \leq K \left( \| T'^* V \|_{-s, p'} + \| V \|_{(0)} \right).$$

Since $\| T'^* V \| \leq \| T^* V \| + \| T'^* V \|$, we have only to estimate $\| T'^* V \|$. But

$$T'^* V = L'^* V + \sum_j \pm (B_j'^{\pm})^* \Gamma_j^\pm$$
where $L''^*$ is the formal adjoint of $L''$ (differentiation and multiplication are taken in the sense of distributions) and for a typical operator $B$

$$Bu = \gamma B(P, D) u \quad B^* = B^*(P, D) \gamma^*$$

where $\gamma$ is the trace operator, so that $\gamma^*$ is defined by

$$\langle \gamma^* \Gamma, u(x, t) \rangle = \langle \Gamma, \gamma u(x, t) \rangle = \langle \Gamma, u(x, 0) \rangle.$$

$L''^*$ contains derivations up to order $2m$ and the coefficients of the $2m$-order terms are bounded by $\delta$. It follows from Lemma 1.2 that

$$\| L''^* F \|_{-s, \nu'} \leq \delta \| F \|_{-s+2m, \nu} + K \| F \|_{-r-1, \nu'}, \quad (2m - s = -r = \sigma),$$

and the residual norm $\| F \|_{-r-1, \nu'}$ is indeed an $\| F \|_{(0)}$ norm with respect to $\| F \|_{-s+2m, \nu'}$ (Theorem 1.2).

By dualizing Theorem 1.3,

$$\| \gamma^* \Gamma \|_{-s, \nu'} \leq \| \Gamma \|_{-s+1/p, \nu'} , \quad s > 1/p, \quad s \equiv 1/p \pmod{1},$$

and since $B_{ij}^{\pm*}(P, D)$ are of order $m_j^{\pm}$ with high order coefficients bounded by $\delta$, we obtain again

$$\| B_{ij}^{\pm*} \Gamma_{ij}^{\pm} \|_{-s, \nu'} \leq \delta \| \Gamma_{ij}^{\pm} \|_{-s+1/p, \nu'} + K \| \Gamma_{ij}^{\pm} \|_{(0)}, \quad (-s_j^{\pm} = -s + m_j^{\pm} + 1/p).$$

Combining (5.3) and (5.4), we obtain

$$\| T''^* V \|_{-s, \nu'} \leq \delta \| V \|_{H^{-s+2m}, \nu'} + K \| V \|_{(0)};$$

and if $\delta < 1/2$, we obtain (5.2). (The proof of (5.1) is completely analogous, with Lemma 1.1 and its corollary replacing Lemma 1.2).

We can now use Lemma 5.1 for general operators with smooth coefficients where $L', B_{ij}^{\pm}$ denote their principal parts at $P = 0$. Then the estimates (5.1-2) are valid for $u, V$, supported in a small neighborhood of the origin. Equivalently, if $\varphi$ is a $C_0^\infty$ function in that neighborhood, we have

$$\| \varphi u, R_{ij}^2 \|_{s, \nu} \leq K \| T \varphi u \|_{H^{s-2m}, \nu} + \| u \|_{(0)};$$

and

$$\| \varphi V \|_{-s+2m, \nu'} \leq K \| T^* \varphi V \|_{-s, \nu'} + \| \varphi V \|_{(0)}.$$

We turn now to the main result.
THEOREM 5.1. Let \( \Omega \) be a bounded planar domain with a smooth boundary \( \partial \Omega \). Two points \( P_1, P_2 \) on divide it into \( \partial \Omega = \partial^- \Omega \cup \partial^+ \Omega \). \( L(P, D) \) is a properly elliptic operator of order \( 2m \) with \( C^\infty(\bar{\Omega}) \) coefficients and \( \{ B_j^+ \} \), \( 1 \leq j \leq m \) are two sets of operators with respective orders \( m_j^+ \leq 2m - 1 \) and \( C^\infty(\bar{\Omega}) \) coefficients. Suppose that at every point of \( \partial^- \Omega \) (resp. \( \partial^+ \Omega \)) the set \( \{ B_j^- \} \) (resp. \( \{ B_j^+ \} \)) covers \( L \) (i.e., the covering conditions is satisfied for the principal parts of the operators at this point). Let the principal parts of \( \{ B_j^-(P_1, D) \} \), \( \{ B_j^+(P_1, D) \} \), \( L(P_1, D) \) be \( \alpha \)-compatible, and similarly for \( P_2 \). Finally suppose that \( s = k \cdot \frac{1}{p} \) \((2/p \mod 1) \) if \( p \neq 2 \). Then for \( u \in C^\infty(\Omega) \) and \( s \geq 2m \)

\[
\| u, \Omega \|_{s, p} \leq K \left( \| Tu \|_{H^{s-2m}, p, \Omega} + \| u, \Omega \|_{(0)} \right) = K \left( \| Lu, \Omega \|_{s-2m, p} + \Sigma_j \| B_j^\pm u, \partial^\pm \Omega \|_{s-m_j^+ - 1/p, p} + \| u, \Omega \|_{(0)} \right),
\]

and for \( V = (F, \Gamma_j^\pm) \in H^{-s+2m, p'} \) such that support \( (V) \subseteq \bar{\Omega} \):

\[
\| V \|_{H^{-s+2m, p'}} \leq K \left( \| T^* V \|_{s, p'} + \| V \|_{(0)} \right).
\]

PROOF. Using diffeomorphisms which flatten the boundary locally, we obtain (5.3-4) for \( \varphi \) supported in a small \( \bar{\Omega} \) — neighborhood of \( P_1 \) or \( P_2 \). For \( P \in \partial \Omega \), \( p \neq 1 \), \( P_2 \), the estimates (5.3-4) are true if \( \varphi \) is supported in neighborhood \( d(P) \) which do not contain \( P_1, P_2 \). In fact, (5.3-4) amount then to the pure estimates for \( \{ B_j^- \} \) (or \( \{ B_j^+ \} \)) alone. (Cf. the opening paragraph of this section). For an interior point \( P \) and \( d(P) \cap \partial \Omega = \emptyset \), (5.3-4) are again true, being in fact interior estimates which are easily established. Thus every point \( P \in \bar{\Omega} \) has a \( \bar{\Omega} \) — neighborhood \( d(P) \) such that (5.3-4) hold if support \( (\varphi) \) is in \( d(P) \). We choose now a finite covering of \( \bar{\Omega} \) by sets \( d(P) \), construct a corresponding position of unity, and an obvious computation leads to the desired estimates (5.5-6).

COROLLARY 5.1. Let \( p \) be fixed and \( s = \frac{1}{p}, 2/p \mod 1 \) if \( p \neq 2 \). For every value of \( s \), except at most \( 2m \) values of \( s \mod 1 \), the condition that \( \{ B_j^- \} \) (resp. \( \{ B_j^+ \} \)) cover \( L \) at each point of \( \partial^- \Omega \) (resp. \( \partial^+ \Omega \)) is necessary and sufficient for the validity of (5.5-6).

THEOREM 5.2. The estimates 5.5-6 are equivalent to the normal solvability of the mixed map \( T \) (i.e., of the boundary value problem (0.1) in \( W^{s, p}(\Omega) \)).

The proof of this abstract result can be found in [14, section 8].

We shall prove now that the exceptional values of \( s \), for which the \( \alpha \)-compatibility is violated at \( P_1 \) or \( P_2 \), are jump points for the codimension
of $T$ (in Remark 3.2, this was shown for the canonical problem in half plane). It follows then that a regularization theorem for the mixed case do not exist. However, we shall prove this fact directly.

**THEOREM 5.3.** Let $s > 2m$ be a value for which the $a$-compatibility ($s = a \mod 1$) is violated (at $P$, for instance). If $2m \leq s_1 < s < s_2$, there exists a function $u$ such that $u \in W^{s_1,p}(\Omega)$, $u \notin W^{s_2,p}(\Omega)$, and $Tu \in \Pi^{s_2-2m,p}(\Omega)$. In other words, there is a data-element in $\Pi^{s_2-2m,p}(\Omega)$ for which the boundary problem is not solvable in $W^{s_1,p}$ (as it ought to be) but there is a less regular solution in $W^{s_1,p}$.

**PROOF.** We may assume that $s_2 - s_1 < 1$ and that (after a suitable transformation) $P_1$ is at the origin, the domain $\Omega$ is locally contained in $t > 0$ and its boundary is locally $t = 0$. Let $L_j, B_j^{\pm}$ be the principal parts at the origin. By assumption they are not $a$-compatible. Hence the value $s$ is a jump point for the «tangent» boundary problem at the origin, which is defined by $L_j, B_j^{\pm}$. There exists then a function $u$ which is locally in $W^{s_1,p}$ but not in $W^{s_2,p}$ and its data consist of $000$ functions in $B^{\pm}$, respectively. Moreover, by the proof of Theorem 3.3 it is possible to choose a satisfying $L'u = 0, B_ju = 0, x < 0$ and represented by

$$
D^s u = \sum_j \int_0^\infty D^s K_j(x - y, t) q_j(y) \, dy, \quad |x| \geq 2m - 1,
$$

where $q_j(x) = B_j^{\pm}u(x, 0)$ ($= 0$ for $x < 0$). The $q_j$ and their derivatives up to order $l_j = [s - m_j - 2/p]$ are continuous (i.e. null) at $x = 0$ while $q_j(l_j + 1)$ is discontinuous there. (Otherwise (5.7) will show that $u \in W^{s_2,p}$). The discontinuity of the corresponding derivatives of $u$, which contain the expressions

$$
\int_0^\infty (q_j^{(l_j+1)})/(\pm (x - y) + t)) \, dy,
$$

is at most a logarithmic singularity at the origin (cfr. [12, p. 74]).

We have to show that $Tu \in \Pi^{s_2,p}(\Omega)$. It is clearly sufficient to prove this for a neighborhood of the origin. There, $T = T' + T'' + T'''$ where $T'$ is defined by $L_j, B_j^{\pm}$, $T''$ is defined by the lower order parts of $L_j, B_j^{\pm}$ and $T'''$ is defined by high order terms whose coefficients are zero (of the first order at least) at the origin.

By the choice of $u$, the components of the $2m + 1$ tuple $T'u$ are $C^\infty_0$ functions. Since $u \in W^{s_1,p}(\Omega)$, we have

$$
T'''u \in \Pi^{s_2-2m,p}(\Omega) \subset \Pi^{s_2-2m}(\Omega).
$$
Finally in $T''u$ the logarithmic singularity of the derivates at the origin is killed by the zero of the coefficients. Thus $T''u \in H^{k+1-2m}(\Omega)$ too, and the assertion is proved.

The fact that there is a jump in the codimension of range $(T)$ follows easily: We can choose a finite basis composed of $C^\infty_0$ functions for the complement of the range. If there were no jump, the same basis spans this complement for both $s_1$ and $s_2$. If now $v = Tu$ is in the range for $s_1$, and is contained in $H^{n-2m,p}(\Omega)$, then by decomposing it in the last space we see that the component of $u$ in the complement of range $(T)$ is null. Thus $v$ belongs to the range for $s_2$ too. This contradicts the result of the last theorem.
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