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A CHARACTERIZATION OF THE NON-LOCAL BOUNDARY VALUE PROBLEMS ASSOCIATED WITH AN ELLIPTIC OPERATOR

GERD GRUBB

Introduction.

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ with smooth boundary $\Gamma$, and let $A$ be an elliptic differential operator of order $2m$, with smooth coefficients defined in $\Omega$. (The boundedness of $\Omega$ is assumed for convenience, but is not essential for the main results of the paper). Together with $A$ are given $m$ boundary differential operators $B_j$, $j = 0, \ldots, m - 1$, such that the system $\{B_j\}$ is normal and covers $A$ (terminology as in Schechter [28]). We assume that the boundary value problem $Au = f$ in $\Omega$, $B_j u = 0$ in $\Gamma$, $j = 0, \ldots, m - 1$, is uniquely solvable for given $f$ ($f$ and $u$ in suitable function spaces).

With $A$ one can associate certain operators in $L^2(\Omega)$. The maximal operator $A_1$ is: $A$ defined on the set of $u \in L^2(\Omega)$ for which $Au$ (defined weakly) $\in L^2(\Omega)$, and the minimal operator $A_0$ is defined as the closure of: $A$ defined on the $C^\infty$ functions with compact support in $\Omega$. The linear operators $\tilde{A}$ between $A_0$ and $A_1$ will be called realizations of $A$. An example of a realization is the closure of: $A$ defined on smooth functions $u$ which satisfy the boundary condition $B_j u = 0$ in $\Gamma$, $j = 0, \ldots, m - 1$. This realization is determined by a boundary condition; more generally one views the operators in the family of realizations as representing abstract boundary conditions. This is justified by the fact that the domains $D(\tilde{A})$ are determined by the behavior of the functions $u \in D(\tilde{A})$ near the boundary $\Gamma$, since $D(A_1) \subset H^{2m}_0(\Omega)$, and $D(A_0) = H^{2m}_0(\Omega)$. (The Sobolev-spaces $H^s(\Omega)$, $H^s_0(\Omega)$, $H^s(\Gamma)$ ($s$ real) are defined in detail in I § 1).

The realizations given by boundary conditions in terms of boundary differential operators (like $B_j$) have been investigated thoroughly in recent years. Numerous references should be given here; we will just mention [1], [3], [18], [23], [24], [28], which are of use in the present paper.

More recently, certain non-local boundary value problems (called non-local because they contain boundary operators that are not necessarily differential operators) have been discussed; mostly in the form of generalized versions of

$$\frac{\partial u}{\partial n} = Ku \text{ on } \Gamma$$

(the typical boundary condition for $m=1$), where $K$ is a possibly non-local operator in $\Gamma$, see [2], [4], [5], [6], [12], [29]. (The paper [29] also treats a different type of boundary condition).

Thus, by the introduction of more and more general boundary conditions, more and more general realizations have been considered. The present paper treats a converse problem: to find, to an arbitrary realization, a specific boundary condition, expressed in terms of boundary operators from $D(A_i)$ to $\mathcal{D}'(\Gamma)$ and operators between spaces over $\Gamma$, that it represents. It is shown how this is possible for all closed realizations; some non-closed realizations are included in a natural way. The result is given in the form of a 1-1 correspondence between the closed realizations $\tilde{A}$ and the closed operators $L$ between certain spaces related to the spaces $H^s(\Gamma)$ (III § 2).

The correspondence between $\tilde{A}$ and $L$ becomes more interesting by the fact that it preserves properties of the operators such as dimension of null-space, closedness of range and codimension of range; and the adjoint $\tilde{A}^*$ corresponds analogously to the adjoint $L^*$ (III § 2). Moreover, the correspondence preserves regularity (III § 3) (i.e., the property of having $D(\tilde{A})$ (graph topology) continuously imbedded in $H^s(\Omega)$, $s > 0$, corresponds to a similar property of $L$) and, if $A$ is formally selfadjoint, it preserves spectral and numerical properties (III § 4).

The theory requires introduction of a certain non-local boundary operator from $D(A_i)$ into $(L^2(\Gamma))'$, for which a Green's formula holds for all $u \in D(A_i)$, all $v \in D(A_i)$ (III § 1) ($A'$ is the formal adjoint of $A$).

Since the main part of earlier work on non-local boundary conditions was concerned with the condition (1), we have included some considerations concerning this particular type of problem. In III § 2 we give a necessary and sufficient condition that a closed realization represents this type. In III § 6 are given some further results on this kind of boundary value problem, deduced from our theory; they overlap with [29].
The immediate background for our theory is the theory for the non-homogeneous boundary value problem

\begin{align}
Au &= f \\
B_j u &= g_j, \quad j = 0, \ldots, m - 1, 
\end{align}

as developed by Lions and Magenes in [24], [24']. Those of their results that we use, and some underlying results, are briefly presented in Chapter I.

Chapter II contains the Hilbert space theory (abstract theory) which is the basis for our approach. It has points in common with Vishik [32], but differs in a way that makes it possible to treat all closed realizations, not only those with closed range. Notation, and some preliminary results for this chapter, are explained in the Appendix.

Finally, Chapter III combines I and II to give the main results.

The present paper is a revised edition of the author's doctoral dissertation [15]. The main change is that we have omitted considerations concerning sesquilinear forms, in particular a systematic discussion of the realizations associated with sesquilinear forms in $L^2(\Omega)$ (not in general continuous on $H^m(\Omega)$) for the case $A = A'$, strongly elliptic, given in [15]. Other changes: we use a more general notion of ellipticity here, and base our considerations on the boundary value problem (2) instead of the Dirichlet problem from the start; also some results have been sharpened.

The author would like to express her warmest gratitude to her advisor, Professor Ralph S. Phillips, for his advice and encouragement throughout the work.
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CHAPTER I. - PRELIMINARIES

Our assumptions are basically the same as those in Lions-Magenes [24] V, except that we do not work with $L^p$-spaces with $p \neq 2$.

§ 1. Spaces.

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ (with generic point $x = (x_1, \ldots, x_n)$); the boundary $\partial$ is assumed to be an $n - 1$ dimensional $C^\infty$ manifold. Let us note at this point that the assumptions of smoothness can be weakened considerably; we will not make any efforts in this direction. The condition that $\Omega$ be bounded is not essential; cases where $\Omega$ is unbounded (and where the coefficients of the differential operators satisfy the various conditions in some uniform sense) could also be treated by our methods. Only in certain applications (Theorem III 2.5 and part of III § 6) will the boundedness be of importance.

We denote by $\mathcal{D}(\Omega)$ the space of functions which are infinitely differentiable in $\Omega$, by $\mathcal{D}(\Omega)$ the space of functions belonging to $\mathcal{D}(\Omega)$ which have compact support in $\Omega$, and by $\mathcal{D}'(\Omega)$ Schwartz' space of distributions in $\Omega$.

Let $p$ be the multi-index $\{p_1, \ldots, p_n\}$, then $D^p$ denotes the differential operator

$$D^p = \frac{\partial^{p_1}}{\partial x_1^{p_1}} \cdots \frac{\partial^{p_n}}{\partial x_n^{p_n}},$$

it is of order $|p| = p_1 + \cdots + p_n$.

We shall need several types of Sobolev spaces; the definitions given here follow Hörmander [18], with a slightly different notation.

Let $s$ be any real number. Then $H^s(\mathbb{R}^n)$ is defined as the space of $u \in \mathcal{S}'$ ($\mathcal{S}'$ is the space of temperate distributions in $\mathbb{R}^n$) for which

$$(1 + |\xi|^2)^s \hat{u}(\xi) \in L^2(\mathbb{R}^n);$$

here $\hat{u}(\xi)$ denotes the Fourier transform of $u(x)$. $H^s(\mathbb{R}^n)$ is a Hilbert space with the norm

$$|u|_s = \|(1 + |\xi|^2)^s \hat{u}(\xi)\|_{L^2(\mathbb{R}^n)}.$$
Now define

(1.1) \( H^s(\Omega) = \) the space of \( u \in \mathcal{D}'(\Omega) \), for which there exist \( U \in H^s(\mathbb{R}^n) \) with \( U = u \) in \( \Omega \); \( H^s(\Omega) \) is a Hilbert space with the norm \( |u|_s = \inf |U|_s \), the infimum taken over all such \( U \);

(1.2) \( H^s_0(\Omega) = \) the space of \( u \in H^s(\mathbb{R}^n) \) which have support in \( \bar{\Omega} \); \( H^s_0(\Omega) \) is a closed subspace of \( H^s(\mathbb{R}^n) \).

Here \( \mathcal{D}(\Omega) \) is dense in \( H^s(\Omega) \) and \( \mathcal{D}(\Omega) \) is dense in \( H^s_0(\Omega) \). Moreover, \( H^{-s}(\Omega) \) and \( H^s_0(\Omega) \) are strong anti-duals with respect to an extension of

\[ \int_{\Omega} u \overline{v} \, dx, \quad u \in \mathcal{D}(\Omega), \quad v \in \mathcal{D}(\Omega). \]

When \( s \) is a positive integer, \( H^s(\Omega) \) is the space of \( u \in L^2(\Omega) \) for which \( D^p u \) (defined in the distribution sense) is in \( L^2(\Omega) \) for all \( |p| \leq s \), and the norm is equivalent with

\[ \left( \sum_{|p| \leq s} |D^p u|^2 \right)^{1/2}. \]

When \( s \) and \( s' \) are real numbers with \( s \leq s' \), \( H^{s'}(\Omega) \subset H^s(\Omega) \) algebraically and topologically (i.e., the imbedding is continuous); furthermore, \( H^{s'}(\Omega) \) is dense in \( H^s(\Omega) \).

\( H^s(\Gamma) \) is defined by local coordinates, using the definition of \( H^s(\mathbb{R}^{n-1}) \) (see e.g. Hörmander [18]). \( \mathcal{D}(\Gamma) \) is dense in \( H^s(\Gamma) \), for all \( s \). It follows from the boundedness of \( \Gamma \) that every distribution \( \in \mathcal{D}'(\Gamma) \) belongs to \( H^s(\Gamma) \) for some \( s \).

\( H^s(\Gamma) \) and \( H^{-s}(\Gamma) \) are strong anti-duals with respect to an extension of

\[ \int_{\Gamma} \varphi \overline{\psi} \, d\sigma, \quad \varphi, \psi \in \mathcal{D}(\Gamma); \]

the duality will be denoted by \( \langle \varphi, \psi \rangle \).

We shall often have to consider product spaces

\[ \prod_{j=0}^{m-1} H^{s_j}(\Gamma), \quad s_j \in \mathbb{R}, \quad j = 0, \ldots, m - 1. \]

The summation will nearly always be over \( j = 0, \ldots, m - 1 \), where \( m \) is a fixed number, in that case we just write

\[ \prod H^{s_j}(\Gamma). \]
If the norm in $H^j(I')$ is $\| \cdot \|_j$, $j = 0, \ldots, m - 1$, we denote the norm
\[
\left( \sum_{j=0}^{m-1} |\varphi_j|_{j}^2 \right)^{\frac{1}{2}} \text{ of } \varphi = [\varphi_0, \ldots, \varphi_{m-1}] \in \Pi H^j(I') \text{ by } \| \varphi \|_{\mathcal{A}^j}.
\]
Also, the duality between $\Pi H^j(I')$ and $\Pi H^{-j}(I')$ will be denoted by
\[
\langle \varphi, \psi \rangle_{\mathcal{A}^j}, \text{ which stands for } \sum_{j=0}^{m-1} \langle \varphi_j, \psi_j \rangle_{j}.
\]
Many of the results in the following are based on the interpolation theory for the spaces $H^s(\Omega)$, $H^s(I')$ and related spaces. We shall only use it directly a few times, each time in the form of the following theorem. ($s_j$ and $u_j$, $j = 0, \ldots, m - 1$, denote real numbers; $m$ a positive integer. $(\mathcal{D}'(I'))^m$ denotes the product space of $\mathcal{D}'(I')$ with itself $m$ times).

**Theorem 1.1.** Let $r_0$ and $r_1$ be real numbers ($r_0 \leq r_1$). Let $K$ be an operator in $(\mathcal{D}'(I'))^m$ which maps $\Pi H^{r_0+u_j}(I')$ continuously into $\Pi H^{r_1+u_j}$ for $r = r_0$ and $r = r_1$. Then $K$ maps $\Pi H^{r_0+u_j}(I')$ continuously into $\Pi H^{r_1+u_j}(I')$ for all $r_0 \leq r \leq r_1$.

### § 2. Boundary differential operators.

Denote by $\gamma_0$ the mapping of $u \in \mathcal{D}(\bar{\Omega})$ into its boundary value $\gamma_0 u = u |_{F} \in \mathcal{D}(I')$, and denote by $\gamma_j (j = 1, 2, \ldots)$ the mapping of $u \in \mathcal{D}(\bar{\Omega})$ into its $j$th interior normal derivative $\gamma_j u = \frac{\partial^j u}{\partial n^j} \in \mathcal{D}(I')$. A fundamental «trace theorem» is the following:

**Theorem 2.1.** Let $s$ be a real number $> \frac{1}{2}$ and let $r$ be the largest integer with $r < s - \frac{1}{2}$. The mapping $\gamma = [\gamma_0, \ldots, \gamma_r]$, defined on $\mathcal{D}(\bar{\Omega})$, extends by continuity to a continuous mapping, which we will also denote by $\gamma = [\gamma_0, \ldots, \gamma_r]$ of $H^r(\bar{\Omega})$ onto $\Pi H^{s-j-\frac{1}{2}}(I')$. The kernel of $\gamma$ is exactly $H^r_0(\bar{\Omega})$.

(Various parts of the theorem have been proved by many authors — for references see Lions-Magenes [24] III or [24'] ; we here present a very strong version due to Ispenskii [31], the last statement due to Lions-Magenes [24'] Theorem 1.11.5).
REMARK 2.1. In this way, \( \gamma_j \) is defined on all spaces \( H^s(\Omega) \) with \( s > j + \frac{1}{2} \). Since \( \mathcal{D}(\Omega) \) is a dense subset of \( H^s(\Omega) \) for all \( s \), and \( H^s(\Omega) \subset H^{s'}(\Omega) \) algebraically, topologically and densely, whenever \( s' \geq s \), the definition of \( \gamma_j \) on \( H^{s'}(\Omega) \) is an extension of \( \gamma_j \) defined on \( H^s(\Omega) \), \( s' \geq s > j + \frac{1}{2} \).

By a boundary differential operator \( B_j \) of order \( m_j \) with coefficients in \( \mathcal{D}(\Gamma) \) (\( j \) and \( m_j \) are nonnegative integers) we shall mean an operator of the form

\[
B_j u = \sum_{|p| \leq m_j} b_{jp} \gamma_0 I^p u,
\]

where the \( b_{jp} \) are functions in \( \mathcal{D}(\Gamma) \) (not all zero for \( |p| = m_j \)). \( B_j \) maps \( \mathcal{D}(\Omega) \) into \( \mathcal{D}(\Gamma) \). It can also be written as

\[
B_j u = b_j \gamma_0 u + \sum_{k=0}^{m_j-1} T_{jk} \gamma_k u,
\]

where \( b_j \in \mathcal{D}(\Gamma) \) and the \( T_{jk} \) are (\( *=\) tangential) differential operators in \( \Gamma \) of orders \( \leq m_j - k \), with coefficients in \( \mathcal{D}(\Gamma) \).

Let \( m \) be a positive integer, and let \( \{B_j\}_{j=0}^{m-1} \) be a system of \( m \) boundary differential operators. We say that the system is \textit{normal} if the orders \( m_j \) are distinct, and the functions \( b_j \) as in (2.2) have inverses (which then belong to \( \mathcal{D}(\Gamma') \)). We say that the system is a \textit{Dirichlet system of order} \( m \) if, furthermore, the orders \( m_j \) fill out the set \( 0, \ldots, m - 1 \). (For details see Aronszajn-Milgram [3] and Schechter [28]).

One has easily from Theorem 2.1:

**Corollary 2.1**. Let \( m \) be a positive integer and let \( B_j \) be a boundary operator of order \( m_j \leq 2m - 1 \). The mapping \( u \rightarrow B_j u \), defined on \( \mathcal{D}(\Omega) \), extends by continuity to a continuous mapping, also denoted by \( B_j \), of \( H^{2m}(\Omega) \) into \( H^{2m-m_j-\frac{1}{2}}(\Gamma) \).

The situation will usually be that we have two normal systems \( \{B_j\}_{j=0}^{m-1} \) and \( \{C_j\}_{j=0}^{m-1} \) (denoting the order of \( C_j \) by \( \mu_j \)), such that \( [B_0, ..., B_{m-1}, C_0, ..., C_{m-1}] \) is a Dirichlet system of order \( 2m \). One can then derive from Theorem 2.1:

**Proposition 2.1**. Let \( m \) be a positive integer and let \( \{B_j\}_{j=0}^{m-1} \) (orders \( m_j \)) and \( \{C_j\}_{j=0}^{m-1} \) (orders \( \mu_j \)) be normal systems such that \( [B_0, ..., B_{m-1}, C_0, ..., C_{m-1}] \)
is a Dirichlet system of order $2m$. Then $[B_0, \ldots, B_{m-1}, C_0, \ldots, C_{m-1}]$ maps $H^{2m}(\Omega)$ onto $\prod_{j=0}^{m-1} H^{2m-m_j-\frac{1}{2}}(\Gamma) \times \prod_{j=0}^{m-1} H^{2m-m_j-\frac{1}{2}}(\Gamma)$.

In the proof one transforms the problem of constructing $u$ from boundary data $B_j u = \varphi_j \in H^{2m-m_j-\frac{1}{2}}(\Gamma)$, $C_j u = \psi_j \in H^{2m-m_j-\frac{1}{2}}(\Gamma)$, $j = 0, \ldots, m-1$, into the construction of $u$ from boundary data $\gamma_j u = \vartheta_j \in H^{2m-J_j-\frac{1}{2}}(\Gamma)$, $j = 0, \ldots, 2m-1$, which is possible according to a lemma by Aronszajn-Milgram [3], since the orders are distinct and the coefficients $b_j$ (as in (2.2)) are invertible. (For details, see e.g. Schechter [28]). One then applies Theorem 2.1 with $s = 2m$.

I § 3. Assumptions; and some results on elliptic differential operators.

There is given a differential operator $A$ of order $2m$ ($m$ is a positive integer), with coefficients $a_{pq}(x) \in \mathcal{C}^{2}(\bar{\Omega})$:

(3.1) $A = \sum_{|\rho|, |\sigma| \leq m} (-1)^{|\rho|} D^\rho a_{\rho q}(x) D^\sigma$;

which is properly elliptic in $\bar{\Omega}$ (as defined in Schechter [28], or [24] V p. 8). The formal adjoint $A'$ is defined by

(3.2) $A' = \sum_{|\rho|, |\sigma| \leq m} (-1)^{|\rho|} D^\rho a_{\rho \sigma}(x) D^\sigma$.

It is then also properly elliptic in $\Omega$.

There are given four systems each consisting of $m$ boundary differential operators with coefficients in $\mathcal{C}^{2}(\Gamma')$:

$B = [B_0, \ldots, B_{m-1}], C = [C_0, \ldots, C_{m-1}], B' = [B_0', \ldots, B_{m-1}'], C' = [C_0', \ldots, C_{m-1}']$, where $B_j$ is of order $m_j$, $C_j$ is of order $\mu_j$, $B_j'$ is of order $2m - \mu_j - 1$, and $C_j'$ is of order $2m - m_j - 1$, for $j = 0, \ldots, m-1$. It is assumed that all four systems are normal, that $[B_0, \ldots, B_{m-1}, C_0, \ldots, C_{m-1}]$ and $[B_0', \ldots, B_{m-1}', C_0', \ldots, C_{m-1}']$ are Dirichlet systems, and that they together with $A$ and $A'$ satisfy Green's formula

(3.3) $\int_{\partial} (A u \overline{v} - u A' \overline{v}) \, dx = \sum_{j=0}^{m-1} (C_j u \overline{B_j' v} - B_j u \overline{C_j' v}) \, ds$

for all $u, v \in H^{2m}(\Omega)$.

We will say that the system $[A, B]$ satisfies the hypothesis (C) if

REMARK 3.1. The following properties are mentioned in Lions-Magenes [24] V; we also refer to Schechter [28] and Aronszajn-Milgram [3]:
If \( A, B \) satisfies (C) then also \( \{ A', B' \} \) satisfies (C). For the special case where \( B = \gamma = [\gamma_0, \ldots, \gamma_{m-1}] \), one has: \( \{ A, \gamma \} \) satisfies (C) for any properly elliptic \( A \).

We will now introduce several operators in \( L^2(\Omega) \), associated with the formal differential operators \( A \) and \( A' \).

The minimal operator \( A_0 \) [resp. \( A_0' \)] is defined as: the closure as an operator in \( L^2(\Omega) \), of \( A \) [resp. \( A' \)] defined on \( \mathcal{D}(\Omega) \). The maximal operator \( A_1 \) is defined by: \( D(A_1) = \{ u \in L^2(\Omega) \mid Au \in L^2(\Omega), Au \text{ defined in the distribution sense} \} \); \( A_1u = A_0u \) for \( u \in D(A_0) \); \( A_1 \) is defined analogously. Then \( A_1 = (A_0')^* \) and \( A_1' = (A_0)^* \). (For further explanation, see e.g. Hörmander [17]). Note that \( A_0, A_1, A_0' \) and \( A_1' \) are closed operators.

Because of the ellipticity of \( A \), one can prove that the functions in \( D(A_1) \) satisfy: \( u \in H^{2m}(\Omega) \) for every open subset \( \Omega_i \subset \Omega \) with \( \Omega_i \subset \Omega \) (interior regularity, Friedrichs [14]); and that \( D(A_0) = H^{2m}_0(\Omega) \) (also in the sense that the graph norm and the \( H^{2m}_0(\Omega) \)-norm are equivalent on \( D(A_0) \)).

The linear operators \( \tilde{A} \) with \( A_0 \subset \tilde{A} \subset A_1 \) will be called the realizations of \( A \). Similarly, the operators \( \tilde{A}' \) with \( A_0' \subset \tilde{A}' \subset A_1' \) are the realizations of \( A' \). Clearly, the adjoint of a realization of \( A \) is a realization of \( A' \), and vice versa.

Let \( \tilde{A} \) be a realization of \( A \), and let \( u \in D(A_1) \). For any open subset \( \Omega_i \) of \( \Omega \) with \( \Omega_i \subset \Omega \) one can, because of the interior regularity, find \( u \in H^{2m}_0(\Omega) = D(A_0) \) such that \( u = u_1 \) in \( \Omega_i \); therefore solely the behavior of \( u \) near the boundary \( \Gamma \) determines whether it belongs to \( D(\tilde{A}) \). This justifies the statement that each realization corresponds to an abstract boundary condition. Our aim is to give a concrete formulation of this idea; in fact to show how every (closed) realization corresponds to a boundary condition, expressed in terms of an operator between certain spaces over \( \Gamma \), of the type described in § 1. To do this, we shall need the basic results in the theory for local nonhomogeneous boundary value problems developed by Lions and Magenes [24], [24']. Their theory builds, among other things, on the regularity results by Schechter [28], Agmon-Douglis-Nirenberg [1], and uses interpolation theory.

We begin with describing the fundamental regularity results.

Define the operators \( A_\beta \) and \( A'_\beta \) by

\[
D(A_\beta) = \{ u \in H^{2m}(\Omega) \mid Bu = 0 \}, \quad A_\beta \subset A_1
\]

and

\[
D(A'_\beta) = \{ u \in H^{2m}(\Omega) \mid B'u = 0 \}, \quad A'_\beta \subset A_1'.
\]
Since \( Bu = 0 \) and \( B' u = 0 \) for \( u \in H^2(\Omega) = D(A_\beta) = D(A_\beta') \), \( A_\beta \) is a realization of \( A \), and \( A_\beta' \) is a realization of \( A' \). It follows from (3.3) that \( A_\beta \) and \( A_\beta' \) are contained in each others adjoints.

\( B \) is so far defined for \( u \in H^2(\Omega) \); for general \( u \in D(A_1) \) we now define what we mean by \( Bu = 0 \) by (weak definition):

\[
(3.6) \quad \text{For } u \in D(A_1), \quad Bu = 0 \quad \text{if and only if } u \in D((A_\beta)*) .
\]

Then one has (Schechter [28], Agmon-Douglis-Nirenberg [1]):

**Theorem 3.1.** If \( \{A, B\} \) satisfies (C), then \( u \in D(A_1) \) with \( Bu = 0 \) weakly imply \( u \in H^2(\Omega) \) with \( Bu = 0 \) in the ordinary sense (as in Corollary 2.1).

This shows that \( D((A_\beta)*) \subset D(A_\beta) \), which together with the already known: \( A_\beta \subset (A_\beta')^* \) gives

\[
A_\beta = (A_\beta')^* .
\]

In the course of the proof of Theorem 3.1 one finds that the graph topology on \( D(A_\beta) \) is equivalent with the \( H^2(\Omega) \)-topology; we can also note here that it is a consequence of (3.4) and the statement of Theorem 3.1, by the closed graph theorem (using that \( D(A_\beta) \) equals algebraically a closed subspace of \( H^2(\Omega) \), and the graph topology is weaker than the \( H^2(\Omega) \)-topology). Recall Remark 2.1, that \( \{A, B\} \) satisfying (C) implies \( \{A', B'\} \) satisfying (C). Then similar considerations apply to \( A_\beta' \). Altogether:

**Corollary 3.1.** If \( \{A, B\} \) satisfies (C), then \( A_\beta \) and \( A_\beta' \) are adjoints, and the graph topology on \( D(A_\beta) \) is equivalent with the \( H^2(\Omega) \)-topology.

We will say that the system \( \{A, B\} \) satisfies the hypothesis \((\mathcal{C})\) if

\[
(3.7) \quad \begin{cases} \ A u = f \\ B u = 0 \quad \text{(weakly)} \end{cases}
\]

has a unique solution \( u \in D(A_1) \) for all \( f \in L^2(\Omega) \).

Note that when \( \{A, B\} \) satisfies (C), (3.7) is the boundary value problem represented by \( A_\beta \), and then \( \{A, B\} \) satisfies \((\mathcal{U})\) if and only if \( 0 \in q(A_\beta) \).

We will not try to list sufficient conditions for the validity of \((\mathcal{U})\) here. A discussion can be found in Lions-Magenes [24] V, where further references to the literature are given.

(3.7) contains the homogeneous boundary condition \( Bu = 0 \); to treat the corresponding nonhomogeneous boundary value problem one needs an extension of the definition of \( B \) to all \( u \in D(A_1) \).
DEFINITION 3.1. Let $s$ be a real number. We define

$$D'_A(\Omega) = \{ u \in H^s(\Omega) \mid Au \in H^0(\Omega) \}$$

as a Hilbert space with the norm

$$| u |_{D'_A(\Omega)} = (| u |^2 + | Au |^2 |)^{1/2}.$$

We define the space

$$Z'_A(\Omega) = \{ u \in H^s(\Omega) \mid Au = 0 \},$$

it is a closed subspace of $D'_A(\Omega)$ as well as of $H^s(\Omega)$.

Note that $D'_A(\Omega) \subset H^s(\Omega)$ algebraically and topologically for all $s$. When $s \geq 2m$ one has in fact $D'_A(\Omega) = H^s(\Omega)$, since $u \in H^s(\Omega)$ implies $\Delta u \in H^{s-2m}(\Omega)$; the identity also holds topologically, by the closed graph theorem. Note that $D'_A(\Omega)$ is identical $D(A)$. 

THEOREM 3.2. The boundary operator $B = [B_0, \ldots, B_{m-1}]$ defined on $H^{2m}(\Omega)$ can be extended to an operator, also denoted by $B$, which maps $D'_A(\Omega)$ continuously into $\Pi H^s(\Gamma')$ for all real $s$.

For all $s < 2m$, $H^{2m}(\Omega)$ is dense in $D'_A(\Omega)$, so that here $B$ is an extension by continuity of $B$ defined on $H^{2m}(\Omega)$.

Similarly, one obtains by extension by continuity operators $C$, $B'$ and $C'$, mapping $D'_A(\Omega)$ and $D'_A(\Omega)$ continuously into $\Pi H^{s-m_j-1/2}(\Gamma)$, $\Pi H^{s-2m+m_j+1/2}(\Gamma)$ and $\Pi H^{s-2m+m_j+1/2}(\Gamma)$, respectively, for all real $s$.

We refer to Lions-Magenes [24] V, VI and [24] for details. The extension is defined such that it is consistent with the weak definition of $Bu = 0$ for $u \in D(A)$ given in (3.6). (In fact the extension is defined by a clever duality argument, using an analogue of Green's formula (3.3)). Note that $B$ maps $D(A) = D^0(\Omega)$ continuously into $\Pi H^{-m_j-1/2}(\Gamma)$.

REMARK 3.2. For $s \geq 2m$, the above statement can actually be deduced from Corollary 2.1, by interpolation between integer cases.

For $s \leq 2m$, the theorem gives new information. Here the present statement is an improvement from the results in [24] V, VI, in that it is not prescribed that $s - 1/2$ be different from an integer, as was the case in [24]. The improved version follows from some stronger results in Lions.
and Magenes' book [24'], of which the authors have kindly shown me the manuscript. In the same way, Theorem 3.3 below is valid for all $s$.

With the new definition of $B$, $C$, $B'$ and $C'$, Green's formula can be extended as follows:

**COROLLARY 3.3.** Let $s \in [0, 2m]$. For $u \in D_A^s(\Omega)$, $v \in D_A^{2s-\frac{3}{2}}(\Omega)$, one has

$$
(Au, v) - (u, A'v) = \langle Cu, B'v \rangle - \langle Bu, C'v \rangle.
$$

(3.8)

**PROOF.** The formula follows from (3.3) by extension by continuity, using Theorem 3.2.

**REMARK 3.3.** The above extension of Green's formula is in a sense the best possible. By this we mean that even though $B$, $C$, $B'$ and $C'$ are defined on $D_A^s(\Omega)$ resp $D_A^s(\Omega)$, the formula does not make sense for all pairs $(u, v) \in D_A^s(\Omega) \times D_A^s(\Omega)$ unless $s + s'' \geq 2m$. Proof for the case where $B$ and $C$ cover $A$ (thus $B'$ and $C'$ cover $A'$): $Bu$ and $C'v$ must belong to dual spaces in order that (3.8) makes sense. By Proposition III 5.2 (which uses the boundedness of $\Omega$) mentioned in III § 5, $Bu \in \mathbb{H}^{s-mj+\frac{3}{2}}(\Gamma)$ if and only if $u \in D_A^s(\Omega)$ ($s \in [0, 2m]$, $u$ is assumed to be in $D_A^0(\Omega)$, and $C'v \in \mathbb{H}^{s-mj+\frac{3}{2}}(\Gamma)$ if and only if $v \in D_{A'}^{2s-\frac{3}{2}}(\Omega)$.

Finally, we present the fundamental result of Lions and Magenes [24] V, VI, [24'] which gives a precise description of the non-homogeneous boundary value problem, when the given differential operators are sufficiently nice:

**THEOREM 3.3.** Assume that both $[A, B]$ and $[A', B']$ satisfy $(\mathcal{C})$ and $(\mathcal{U})$.

(i) Let $s \leq 2m$. The mapping $[A, B]$ is an isomorphism of $D_A^s(\Omega)$ onto $H^0(\Omega) \times \mathbb{H}^{s-mj+\frac{3}{2}}(\Gamma)$, and $[A', B']$ is an isomorphism of $D_{A'}^s(\Omega)$ onto $H^0(\Omega) \times \mathbb{H}^{s-mj+\frac{3}{2}}(\Gamma)$.

(ii) Let $s \geq 2m$. The mapping $[A, B]$ is an isomorphism of $H^s(\Omega)$ onto $H^{s-2m} \times \mathbb{H}^{s-mj+\frac{3}{2}}(\Gamma)$, and the mapping $[A', B']$ is an isomorphism of $H^s(\Omega)$ onto $H^{s-2m} \times \mathbb{H}^{s-mj+\frac{3}{2}}(\Gamma)$.

Here, the really important contribution is statement (i); statement (ii) follows by interpolation from the results in [1] and is used in the process of proving (i).
CHAPTER II. · ABSTRACT THEORY

§ 1. Basic results.

Definitions, and certain special results that we shall need, are given in the Appendix.

Let $H$ be a Hilbert space with norm denoted by $|u|$, inner product $(u, v)$. We assume that the following operators are given in $H$: A pair of closed, densely defined, unbounded operators $A_0, A_0'$ satisfying $A_0 \subseteq (A_0')^\ast$, $A_0' \subseteq A_0^\ast$, and a closed operator $A_\beta$ which has a bounded, everywhere defined inverse, and which satisfies:

$$A_0 \subseteq A_\beta \subseteq (A_\beta')^\ast.$$ 

Denote $(A_0')^\ast = A_1$ and $A_0^\ast = A_1'$; then $A_0 \subseteq A_\beta \subseteq A_1, A_0' \subseteq A_\beta' \subseteq A_1'$; $A_\beta'$ has a bounded everywhere defined inverse.

The set of linear operators $\tilde{A}$ in $H$ satisfying $A_0 \subseteq \tilde{A} \subseteq A_1$ will be denoted by $\mathcal{M}$; the set of linear operators $\tilde{A}'$ with $A_0' \subseteq \tilde{A}' \subseteq A_1'$ will be denoted by $\mathcal{M}'$. Clearly, $\tilde{A} \in \mathcal{M}$ implies $\tilde{A}' \in \mathcal{M}'$, and $\tilde{A}' \in \mathcal{M}'$ implies $(\tilde{A}')^\ast \in \mathcal{M}$.

In this § we will give a characterization of the closed operators $\tilde{A} \in \mathcal{M}$ in terms of operators $T$ from $Z(A_1)$ to $Z(A_1')$; in the form of a $1-1$ correspondence. Some properties of the correspondence will be deduced.

We will use the following simplification of notation, whenever convenient: When $u \in D(\tilde{A})$ for some $\tilde{A} \in \mathcal{M}$ we write $Au$, instead of $A_\beta u$, and when $v \in D(\tilde{A})$ for some $\tilde{A}' \in \mathcal{M}'$ we write $A'v$ instead of $A_\beta' v$. The graph-norms in any of the spaces $D(\tilde{A})$, $\tilde{A} \in \mathcal{M}$, will be denoted by

$$|u|_A = (|u|^2 + |Au|^2)^{1/2},$$

similarly the graph-norm in $D(\tilde{A}')$, $\tilde{A}' \in \mathcal{M}'$, will be denoted by

$$|v|_{A'} = (|v|^2 + |A'v|^2)^{1/2}.$$ 

(1) Note that then $A_\beta$ also has a bounded inverse. Conversely, if $A_0$ and $A_0'$ have bounded inverses, and $A_0 \subseteq (A_0')^\ast$, then there exists $A_\beta$ with $0 \in \mathcal{N}(A_\beta), A_0 \subseteq A_\beta \subseteq (A_\beta')^\ast$.

(Description in Vishik [39]).
Let $D(A_1) = D(A_\beta) + Z(A_1)$ and $D(A_1') = D(A_\beta') + Z(A_1')$, direct topological sums in the graph topologies.

Proof: Since $D(A_\beta) \subset D(A_1)$ and $Z(A_1) \subset D(A_1)$, $D(A_\beta) + Z(A_1) \subset D(A_1)$. Now let $u \in D(A_1)$. If $u$ can be decomposed into $u = u_\beta + u_c$, where $u_\beta \in D(A_\beta)$ and $u_c \in Z(A_1)$, then $Au = Au_\beta$ so $u_\beta = A^{-1}_\beta Au$. This shows that the decomposition is unique, and it also indicates how the general element $u$ of $D(A_1)$ can be decomposed: If $u \in D(A_1)$, let $u_\beta = A^{-1}_\beta Au$, then $u_c = u - u_\beta$ satisfies $Au_c = Au - Au_\beta = 0$.

Thus $D(A_1) = D(A_\beta) + Z(A_1)$, direct sum. To show that it is a direct topological sum we have to show that the mapping $[u_\beta, u_c] \mapsto u_\beta + u_c$ is an isomorphism of $D(A_\beta) \times Z(A_1)$ onto $D(A_1)$ (graph topologies). The mapping is clearly continuous:

$$\|u_\beta + u_c\|_A \leq \|u_\beta\|_A + \|u_c\|_A = \|u_\beta\|_A + \|u_c\|_A$$

for all $u_\beta \in D(A_\beta)$, $u_c \in Z(A_1)$. Since $A_\beta$ and $A_1$ are closed, the spaces $D(A_\beta) \times Z(A_1)$ and $D(A_1)$ are Hilbert spaces; it then follows by the closed graph theorem that the mapping is an isomorphism. Thus

$$D(A_1) = D(A_\beta) + Z(A_1), \text{ direct topological sum.}$$

An analogous proof shows that

$$D(A_1') = D(A_\beta') + Z(A_1'), \text{ direct topological sum.}$$

Since we will use these decompositions again and again, we make the following definitions:

The projection of $D(A_1)$ onto $D(A_\beta)$ defined by Lemma 1.1 is called $pr_\beta$, the projection onto $Z(A_1)$ is called $pr_c$. For $u \in D(A_1)$ we also write $pr_\beta u = u_\beta$; $pr_c u = u_c$. The projections of $D(A_1')$ onto $D(A_\beta')$ and $Z(A_1')$ defined by Lemma 1.1 are denoted $pr_\beta'$ resp. $pr_c'$, and we write $pr_\beta' v = v_\beta'$, $pr_c' v = v_c'$, whenever convenient.

We will still reserve the terminology $U_X$ for the orthogonal projection of a subspace or element $U$ into a closed subspace $X$ of $H$.

Lemma 1.2. For $u \in D(A_1)$, $v \in D(A_1')$ one has

$$(Au, v) - (u, A'v) = (Au, v_c) - (u_c, A'v).$$

Proof:

$$(Au, v) - (u, A'v) = (Au, v_\beta' + v_c) - (u_\beta + u_c, A'v)$$

$$= (Au_\beta, v_\beta') - (u_\beta, A'v_\beta') + (Au, v_c) - (u_c, A'v).$$
PROPOSITION 1.1. Let \( \mathcal{A}, \mathcal{A}^* \in \mathcal{M} \) be a pair of adjoint operators. Define \( V = \text{pr}_\mathcal{V} D(\mathcal{A}) \) and \( W = \text{pr}_\mathcal{W} D(\mathcal{A}^*) \) (so \( V \subset Z(\mathcal{A}) \), \( W \subset Z(\mathcal{A}^*) \), closed subspaces). Then

(i) the equations

\[
\begin{align*}
D(T) &= \text{pr}_\mathcal{V} D(\mathcal{A}) \\
T u_v &= (Au)_w, \text{ all } u \in D(\mathcal{A})
\end{align*}
\tag{1.1}
\]

define an operator \( T : V \to W \), and the equations

\[
\begin{align*}
D(T_1) &= \text{pr}_\mathcal{W} D(\mathcal{A}^*) \\
T_1 v_v &= (A'v)_w, \text{ all } v \in D(\mathcal{A}^*)
\end{align*}
\tag{1.2}
\]

define an operator \( T_1 : W \to V \);

(ii) the operators \( T \) and \( T_1 \) are adjoints.

PROOF: Let \( u \in D(\mathcal{A}) \), \( v \in D(\mathcal{A}^*) \). It then follows from Lemma 1.2 that

\[
0 = (Au, v) - (u, A'v) = (Au, v_v) - (u_v, A'v),
\]

and therefore, since \( u_v \in V \), \( v_v \in W \):

\[
(\text{Au}_w, v_v) = (u_v, (A'v)_w), \text{ all } u \in D(\mathcal{A}), v \in D(\mathcal{A}^*). \tag{1.3}
\]

Now if \( u_v = 0 \) then, by (1.3), \( (\text{Au}_w, v_v) = 0 \) for all \( v \in D(\mathcal{A}^*) \), from which it follows, since \( W = \text{pr}_\mathcal{W} D(\mathcal{A}^*) \), that \( (Au)_w = 0 \). Thus \( (Au)_w \) is a function of \( u_v \) for all \( u \in D(\mathcal{A}) \). We can then define the operator \( T \) by

\[
T u_v = (Au)_w
\]

for all \( u \in D(\mathcal{A}) \). Clearly \( D(T) = \text{pr}_\mathcal{V} D(\mathcal{A}) \subset V \), and \( R(T) \subset W \).

Similarly, it follows from (1.3) that \( (A'v)_w \) is a function of \( v_v \) for all \( v \in D(\mathcal{A}^*) \). This defines the operator \( T_1 \) satisfying (1.2) and the proof of (i) is completed.
We will now prove that \( T \) and \( T^1 \) are adjoints. By symmetry it suffices to prove, e.g., that \( T \) is the adjoint of \( T_1 \).

Since \( T_1 : W \rightarrow V \) is densely defined in \( W \), the adjoint \( T_1^* : V \rightarrow W \) exists. It follows from (1.3) that

\[
(Tv, w)_W = (v, T_1 w)_V, \quad \forall v \in D(T), \ w \in D(T_1).
\]

Thus \( T \subset T_1^* \).

Now let \( z \in D(T_1^*) \). Define \( x = z + A_\beta^{-1} T_1^* z \); then clearly \( x \in D(A_1) \) with \( x_\beta = A_\beta^{-1} T_1^* z \), \( x_\zeta = z \). One has for all \( \psi \in D(A^*_1) \):

\[
\langle Ax, \psi \rangle - \langle x, A^* \psi \rangle = \langle Ax, \psi_\zeta \rangle - \langle x_\zeta, A^* \psi \rangle \quad \text{by Lemma 1.2}
\]

\[
= \langle T_1^* z, \psi_\zeta \rangle - \langle x_\zeta, (A^* \psi)_\zeta \rangle \quad \text{since } x_\zeta \in V
\]

\[
= \langle T_1^* z, \psi_\zeta \rangle - \langle (T_1)_\zeta, \psi_\zeta \rangle \quad \text{by the def. of } T_1,
\]

\[
= 0.
\]

Thus \( x \in D(A^*_{11}) = D(A) \). Consequently, by the definition of \( T \), \( x_\zeta = z \in D(T) \) and \( T x_\zeta = (Ax)_W = (T_1^* z)_W = T_1^* z \), i.e., \( T z = T_1^* z \). It follows that \( T_1^* \subset T \).

We have then proved that \( T_1^* = T \), which completes the proof of the proposition.

Proposition 1.1. shows how every adjoint pair \( \tilde{A} \in \mathcal{H} \), \( \tilde{A}^* \in \mathcal{H}' \), gives rise to an adjoint pair \( T : V \rightarrow W \), \( T^* : W \rightarrow V \), with \( V \subset Z(A_1) \) and \( W \subset Z(A_1') \), closed subspaces. The next proposition shows that any adjoint pair \( T : V \rightarrow W \), \( T^* : W \rightarrow V \), where \( V \) and \( W \) are arbitrary closed subspaces of \( Z(A_1) \) resp. \( Z(A_1') \), is reached in this way.

**Proposition 1.2.** Let \( V \) be a closed subspace of \( Z(A_1) \), \( W \) a closed subspace of \( Z(A_1') \) and \( T : V \rightarrow W \), \( T^* : W \rightarrow V \) a pair of adjoint operators (not necessarily bounded). Then the operators \( \tilde{A} \) and \( \tilde{A}' \) in \( H \) determined by

\[
D(\tilde{A}) = \{ u \in D(A_1) \mid u_\zeta \in D(T), (Au)_W = Tu_\zeta \}, \quad \tilde{A} \in \mathcal{H}
\]

and

\[
D(\tilde{A}') = \{ v \in D(A_1') \mid v_\zeta \in D(T^*), (A'v)_V = T^* v_\zeta \}, \quad \tilde{A}' \in \mathcal{H}'
\]

are adjoints, and the operators derived from \( \tilde{A} \), \( \tilde{A}^* \) by Proposition 1.1 are exactly \( T : V \rightarrow W \) and \( T^* : W \rightarrow V \).
PROOF: For \( u \in D(\tilde{A}) \), \( v \in D(\tilde{A}') \) we have by Lemma 1.2:

\[
(Au, v) - u, A'v) = (Au, v') - (u, A'v)
\]

\[
= ((Au)_W, v') - (u, (A'v)_V), \quad \text{since } u \in V, \ v' \in W,
\]

\[
= (Tu, v') - (u, T^*v'), \quad \text{by the def. of } \tilde{A} \text{ and } \tilde{A}',
\]

\[
= 0.
\]

Thus \( \tilde{A} \) and \( \tilde{A}' \) are contained in each others adjoints.

We now have to prove that \( \tilde{A} = \tilde{A}' \) and that \( (\tilde{A}')^* = \tilde{A} \); by symmetry it suffices to prove, e. g., that \( \tilde{A} = \tilde{A}' \).

Let \( v \in D(\tilde{A}^*) \). Since \( A_0 \) is closed with a bounded inverse, and has \( A \) as adjoint,

\[
H = R(\tilde{A}_0) \oplus Z(\tilde{A}_0) \quad \text{(orthogonal sum)};
\]

thus \( R(\tilde{A}_0) \perp W \). Therefore any element \( u \) of the form \( u = z + A^{-1}w + w \),

where \( z \in D(T) \) and \( w \in D(\tilde{A}_0) \), is in \( D(\tilde{A}) \), since \( u = z \in D(T) \) and \( (Au)_W = (Tu, w)_W = Tz \). We have for all such \( u \):

\[
0 = (Au, v) - (u, A'v)
\]

\[
= (Tz + Aw, v') - (z, A'v)
\]

\[
= (Tz, v') - (z, (A'v)_V).
\]

Thus \( (Tz, v') = (z, (A'v)_V) \) for all \( z \in D(T) \). This shows that \( v' \in D(T^*) \) with \( T^*v' = (A'v)_V \), whence, by definition, \( v \in D(\tilde{A}) \). Thus \( \tilde{A}^* = \tilde{A}' \).

The last statement of the proposition is obvious.

Finally, every pair \( T, T^* \) stems from only one pair \( \tilde{A}, \tilde{A}^* \).

LEMMA 1.3. Let \( \tilde{A} \in \mathcal{M} \) and \( \tilde{A}^* \in \mathcal{M}' \) be a pair of adjoint operators, and let \( T : V \to W \) and \( T^* : W \to V \) be derived from \( \tilde{A} \) and \( \tilde{A}^* \) as in Proposition 1.1. Then

\[
D(\tilde{A}) = \{ u \in D(A) \mid u_c \in D(T), (Au)_W = Tu_c \}
\]

\[
D(\tilde{A}^*) = \{ v \in D(A^*) \mid v_c \in D(T^*), (A'v)_V = T^*v_c \}.
\]
PROOF: Let \( \widetilde{A}_1 \) and \( \widetilde{A}_1^* \) be the operators defined by (1.4) resp. (1.5) in Proposition 1.2. It follows from the definitions of \( T \) and \( T^* \) in Proposition 1.1, that

\[
(1.7) \quad D(\widetilde{A}) \subseteq D(\widetilde{A}_1)
\]

and

\[
(1.8) \quad D(\widetilde{A}^*) \subseteq D(\widetilde{A}_1^*).
\]

Since \( \widetilde{A} \) and \( \widetilde{A}_1 \in \mathcal{M} \), (1.7) shows that \( \widetilde{A} \subseteq \widetilde{A}_1 \). Then \( \widetilde{A}^* \supseteq \widetilde{A}_1^* \). This, together with (1.8) implies \( \widetilde{A}^* = \widetilde{A}_1^* \). Then also \( \widetilde{A} = \widetilde{A}_1 \).

The Propositions 1.1 and 1.2, and Lemma 1.3 together imply the theorem:

**Theorem 1.1.** There is a 1–1 correspondence between all pairs of adjoint operators \( \widetilde{A}, \widetilde{A}^* \) with \( \widetilde{A} \in \mathcal{M}, \widetilde{A}^* \in \mathcal{M}^* \), and all pairs of adjoint operators \( T, T^* \) with \( T : V \to W, \quad T^* : W \to V \), where \( V \) denotes a closed subspace of \( Z(A_1) \) and \( W \) denotes a closed subspace of \( Z(A_1^*) \); the correspondence being given by:

\[
D(\widetilde{A}) = \{ u \in D(A_1) \mid u_c \in D(T), (Au)_W = Tu_c \}
\]

\[
D(\widetilde{A}^*) = \{ v \in D(A_1^*) \mid v_c \in D(T^*), (A^*v)_V = T^*v_c \}.
\]

In this correspondence, \( D(T) = pr_{\mathcal{V}} D(\widetilde{A}), \quad D(T^*) = pr_{\mathcal{V}} D(\widetilde{A}^*) \), \( V = pr_{\mathcal{V}} D(\widetilde{A}) \) and \( W = pr_{\mathcal{W}} D(\widetilde{A}^*) \).

The formulation of Theorem 1.1 is completely symmetric \( \widetilde{A} \) and \( \widetilde{A}^* \), and in \( T \) and \( T^* \). Since \( \widetilde{A}^* \) is actually determined by \( \widetilde{A} \), and \( T^* : W \to V \) is determined by \( T : V \to W \), an immediate consequence of Theorem 1.1 is:

**Corollary 1.1.** There is a 1–1 correspondence between all closed operators \( \widetilde{A} \in \mathcal{M} \) and all operators \( T : V \to W \) satisfying

(i) \( V \) is a closed subspace of \( Z(A_1) \), \( W \) is a closed subspace of \( Z(A_1) \);

(ii) \( T \) is densely defined in \( V \) and closed;

the correspondence being given by

\[
D(\widetilde{A}) = \{ u \in D(A_1) \mid u_c \in D(T), (Au)_W = Tu_c \}.
\]

In this correspondence, \( D(T) = pr_{\mathcal{V}} D(\widetilde{A}) \) (so \( V = pr_{\mathcal{V}} D(\widetilde{A}) \)).
Furthermore, if \( \tilde{A} \) corresponds to \( T : V \to W \) in the above sense, then \( \tilde{A}^* \) corresponds to \( T^* : W \to V \) by

\[
D(\tilde{A}^*) = \{ r \in D(A^i) \mid r^* \in D(T^*), (A^* r)^v = T^* r^* \}
\]

and \( D(T^*) = \text{pr}_{r^*} D(\tilde{A}^*) \) (so \( W = \text{pr}_{r^*} D(\tilde{A}^*) \)).

REMARK 1.1. If \( T \) is given as a closed operator from \( Z(A_i) \) to \( Z(A_i) \) we can choose \( W \) as any closed subspace of \( Z(A_i) \) for which \( R(T) \subset W \), and define \( \tilde{A} \) by (1.9). Then \( \tilde{A} \) corresponds to \( T : V \to W \), where \( V = D(T) \). Of course, different choices of \( W \) give different operators \( \tilde{A} \), whereas \( V \) is necessarily equal to \( D(T) \). Therefore \( V \) need not be explicitly mentioned in this connection; however, \( V \) is important when we consider \( \tilde{A}^* \), since it is the range space for \( T^* \), and enters in (1.10).

We will give another description of the connection between \( \tilde{A} \) and \( T \), which also sheds light on the topological structures. To do this we need the following lemma:

**LEMMA 1.4.** Let \( W \) be a closed subspace of \( Z(A_i) \), and let \( T \) be any operator with \( D(T) \subset Z(A_i) \) and \( R(T) \subset W \). Then the following two sets \( D_1 \) and \( D_2 \) are identical:

\[
D_1 = \{ u \in D(A_1) \mid u \in D(T), (Au)_W = T u \}
\]

(1.11)  \[
D_2 = \{ u = z + A_i^{-1} (Tz + f) + v \mid z \in D(T), f \in Z(A_i) \subset W, v \in D(A_0) \}.
\]

Moreover, the elements \( z \in D(T), f \in Z(A_i) \subset W \) and \( v \in D(A_0) \) are uniquely determined by \( u \) in (1.11).

**PROOF:** In the proof we use the earlier mentioned fact that \( H = R(A_0) \oplus Z(A_i) \).

Let \( u \in D_2 \), i.e., \( u = z + A_i^{-1} (Tz + f) + v \), with \( z \in D(T), f \in Z(A_i) \subset W, v \in D(A_0) \). Then clearly \( u \in D(A_1) \). Since \( z \in Z(A_i) \) and \( A_i^{-1} (Tz + f) + v \in D(A_0) \), \( u \in D(A_1) \). Also, \( Au = Tz + f + Av \), where \( Tz \in W, f \in Z(A_i) \subset W \) and \( v \in R(A_0) \); then since

\[
H = W \oplus (Z(A_i) \subset W) \oplus R(A_0),
\]

we find that \( (Au)_W = Tz \). It follows that \( u \in D_1 \).
Conversely, let \( u \in D_1 \). Decompose

\[
Au = (Au)_W + (Au)_{Z(A_1)} + (Au)_{R(A_0)}.
\]

Set \((Au)_{Z(A_1)} = f\), and set \(A_0^{-1}([Au]_{R(A_0)}) = v\). Then \( v \in D(A_0) \), since \( A_0 \) is \( 1-1 \).

Now \( u = u_c + u_\beta \), where \( u_\beta = A_0^{-1}Au \). By assumption, \( u_c \in D(T) \) and \((Au)_W = Tu_c\). Then

\[
u = u_c + A_0^{-1}Au = u_c + A_0^{-1}(Tu_c + f + Av)
\]

where \( u_c \in D(T), f \in Z(A_1) \subseteq W \), and \( v \in D(A_0) \). Thus \( u \) belongs to \( D_2 \).

The uniqueness is easily shown (by use of (1.12)).

We can now prove:

**THEOREM 1.2.** Let \( \tilde{A} \) correspond to \( T : Y \to W \) as in Corollary 1.1.

Then \( u \in D(\tilde{A}) \) if and only if

\[
u = z + A_0^{-1}(Tz + f) + v \quad \text{for some } z \in D(T), f \in Z(A_1) \subseteq W, v \in D(A_0)
\]

Here \( z, f \) and \( v \) are uniquely determined by \( u \), and the mapping

\[
[z, f, v] \mapsto \{ u = z + A_0^{-1}(Tz + f) + v \}
\]

is an isomorphism of \( D(T) \times (Z(A_1) \subseteq W) \times D(A_0) \) onto \( D(\tilde{A}) \), when the spaces are provided with the graph topologies.

**PROOF:** The first part of the theorem follows immediately from Corollary 1.1 together with Lemma 1.4. Lemma 1.4 also gives that the mapping \([z, f, v] \mapsto \{ u = z + A_0^{-1}(Tz + f) + v \} \) of \( D(T) \times (Z(A_1) \subseteq W) \times D(A_0) \) onto \( D(\tilde{A}) \) is \( 1-1 \); it only remains to prove the continuity of the mapping and its inverse.

Let the sequence \([z^n, f^n, v^n]\) converge to \([z, f, v]\) in \( D(T) \times (Z(A_1) \subseteq W) \times D(A_0) \). This means that \( z^n \to z, Tz^n \to Tz, f^n \to f, v^n \to v \) and \( Av^n \to Av \), in \( H \). Then

\[
u^n = z^n + A_0^{-1}(Tz^n + f^n) + v^n \to z + A_0^{-1}(Tz + f) + v = u,
\]

Thus \( u \in D(\tilde{A}) \).
since $A^{-1}_\beta$ is continuous, and clearly

$$Au^n = Tx^n + f^n + Av^n \to Tz + f + Av = Au.$$  

Thus $u^n \to u$ in $D(\widetilde{A})$. Since the spaces are metric, this proves that the mapping $[z, f, v] \to u$ is continuous. By the closed graph theorem (recall $\widetilde{A}$ and $T$ are closed, so $D(\widetilde{A})$ and $D(T) \times (Z(A'_i) \oplus W) \times D(A_0)$ are Hilbert spaces) the inverse mapping is also continuous, and the proof is completed.

**Corollary 1.2.** Let $\widetilde{A}$ correspond to $T$ as in Corollary 1.1. and let $[u^n]$ be a sequence in $D(\widetilde{A})$. Then $u^n \to u$ in $D(\widetilde{A})$ if and only if $u^n_\beta \to u_\beta$ in $D(A_\beta)$ and $u^n_\gamma \to u_\gamma$ in $D(T)$ (graph topologies).

**Proof:** By Theorem 1.2, $u^n = z^n + A^{-1}_\beta(Tz^n + f^n) + v^n$, where $[v^n, f^n, v^n]$ is a uniquely determined element of $D(T) \times (Z(A'_i) \oplus W) \times D(A_0)$; then $u^n_\gamma = z^n$ and $u^n_\beta = A^{-1}_\beta(Tz^n + f^n) + v^n$. The corollary follows by a straightforward application of Theorem 1.2.

**Remark 1.2.** Note however, that $D(\widetilde{A})$ is in general not the direct sum of $D(T)$ and a subspace of $D(A_\beta)$. When $u \in D(\widetilde{A})$, the component $u_\beta$ usually depends (partially) on the component $u_\gamma$ since it is of the form $u_\beta = A^{-1}_\beta(Tu_\gamma + f) + v$ (for some $f \in Z(A'_i) \oplus W$, $v \in D(A_0)$).

More properties of the correspondence between $\widetilde{A}$ and $T$ are given in the following.

**Theorem 1.3.** Let $\widetilde{A}$ correspond to $T: V \to W$ as in Corollary 1.1. Then

(i) $Z(\widetilde{A}) = Z(T)$, so $\widetilde{A}$ is $1 - 1$ if and only if $T$ is $1 - 1$

(ii) $H \setminus R(\widetilde{A}) = W \setminus R(T)$. Thus in particular,

a) $\widetilde{A}$ is onto if and only if $T$ is onto;

b) $R(\widetilde{A})$ is closed if and only if $R(T)$ is closed;

c) $R(\widetilde{A})$ and $R(T)$ have the same codimension.

**Proof:**

(i) Let $u \in Z(\widetilde{A})$. Then $u = u_\gamma$ and $Tu_\gamma = (Au)w = 0$, so $u \in Z(T)$.

Let $u \in Z(T)$. Then $u \in Z(A_i) \cap D(\widetilde{A}) = Z(\widetilde{A})$.

(ii) By Theorem 1.2, the general element of $R(\widetilde{A})$ is

$$g = Tx + f + Av.$$
where \( z \in D(T) \), \( f \in Z(A_1) \supseteq W \) and \( v \in D(A_\theta) \) independently. Here \( f \) runs through \( Z(A_1) \supseteq W \) and \( Av \) runs through \( R(A_\theta) = H \supseteq Z(A_1) \), so \( f + Av \) runs through \( H \supseteq W \). Therefore the elements of \( H \) that \( g \) does not reach are exactly the elements of \( W \) that \( Tz \) does not reach, i.e.,

\[
H \setminus R(\tilde{A}) = W \setminus R(T).
\]

**Corollary 1.3.** \( \tilde{A} \) and \( T \) have the same index. \( \tilde{A} \) is a semi-Fredholm operator if and only if \( T \) is one, and \( \tilde{A} \) is a Fredholm operator if and only if \( T \) is one.

(The index of an operator \( S \) is defined as the dimension of \( Z(S) \) minus the codimension of \( R(S) \), if both are finite. \( S \) is called a semi-Fredholm operator if \( S \) is closed, \( R(S) \) is closed, and the dimension of \( Z(S) \) is finite; it is called a Fredholm operator if furthermore the codimension of \( R(S) \) is finite).

Theorem 1.3 states that \( \tilde{A} \) is \( 1-1 \) if and only if \( T : V \to W \) is \( 1-1 \). For this case one has:

**Theorem 1.4.** Let \( \tilde{A} \) correspond to \( T : V \to W \) as in Corollary 1.1. Assume that \( \tilde{A} \) is \( 1-1 \) (or, equivalently, \( T \) is \( 1-1 \)). Define \( T^{(-1)} \) as the linear extension of

\[
T^{(-1)} f = \begin{cases} 
T^{-1} f & \text{when } f \in R(T) \\
0 & \text{when } f \notin H \supseteq W
\end{cases}
\]

Then

\[
\tilde{A}^{-1} = A_\theta^{-1} + T^{(-1)} \text{ (defined on } R(\tilde{A})) \]

**Proof:** Let \( f \in R(\tilde{A}) \). Let \( u = \tilde{A}^{-1} f \), \( v = A_\theta^{-1} f \). Then \( u = v + z \) where \( z \in Z(A_1) \).

By the definition of \( T \), \( z \in D(T) \) and

\[
Tz = (Au)_W = f_W.
\]

Therefore \( f_W \in R(T) \) and

\[
T^{(-1)} f = T^{-1} f_W = z.
\]

Inserting this in \( u = v + z \) we find

\[
\tilde{A}^{-1} f = A_\theta^{-1} f + T^{(-1)} f
\]

which proves the theorem.
With this theorem one can bring perturbation theorems into use. As an example we mention the obvious

**Corollary 1.4.** Let $A^{-1}_p$ be a compact operator. Then $\widetilde{A}^{-1}$ exists and is compact if and only if $T^{-1}$ exists and is compact.

Other examples are given in Theorem 2.2 below.

II § 2. The symmetric case.

Let us in this § assume once and for all: $\tilde{A}$ corresponds to $T: V \to W$ as in Corollary 1.1.

In the case where $A_0 = A_0^*$ (or equivalently $A_0^* = A_0$, or $A_1 = A_1$), $A_0$ can be chosen to be selfadjoint, which makes the set-up particularly simple. Then the two decompositions mentioned in Lemma 1.1 coincide, and the operators $T: V \to W$ are operators in $Z(A_1)$. It may now happen that $V \subset W$ or $V = W$. In the first case the numerical range $\nu(T)$ of $T$ (see Appendix) can be defined; in the second also the spectrum $\sigma(T)$. We will show how properties of these are reflected in properties of $\nu(\tilde{A})$ and $\sigma(\tilde{A})$.

Throughout this § we assume, in addition to the assumptions of § 1:

\[ A_1 = A_0^* \]

Then $\mathcal{M} = \mathcal{M}'$ = the set of operators between $A_0$ and $A_1$. In particular, $\tilde{A} \in \mathcal{M}$ is selfadjoint if and only if $\tilde{A}$ is a selfadjoint extension of $A_0$.

Let $A_0$ be a selfadjoint operator $\in \mathcal{M}$ such that $0 \in \rho(A_0)$ (that such an operator exists when $A_0$ is symmetric with bounded inverse was proved first by Calkin [9], see Riesz-Nagy [26] p. 336). One then obtains immediately from Theorem 1.1 that $\tilde{A} \in \mathcal{M}$ is selfadjoint if and only if $V = W$ and $T: V \to V$ is selfadjoint. In a more common terminology:

**Theorem 2.1.** Let $A_0$ be a closed, symmetric, densely defined operator with bounded inverse, and let $A_1 = A_0^*$. Let $A_0$ be a selfadjoint extension of $A_0$ with $0 \in \rho(A_0)$; denote the decomposition $D(A_1) = D(A_0) \oplus Z(A_1)$ by $u = u_0 + u_\zeta$.

(i) Let $V$ be any closed subspace of $Z(A_1)$ and let $T$ be any selfadjoint operator in $V$. Then the operator $\tilde{A} \in A_1$ defined by

\[ D(\tilde{A}) = \{ u \in D(A_1) \mid u_\zeta \in D(T), (Au)_V = Tu_\zeta \} \]

is a selfadjoint extension of $A_0$. 

\[ A_1 = A_0^* \]
(ii) Conversely, any selfadjoint extension \( \tilde{A} \) of \( A_0 \) defines a selfadjoint operator \( T \) in \( V \) (the closure of \( \{ u_x | u \in D(\tilde{A}) \} \) by (2.2). \( \tilde{A} \) and \( T \) correspond uniquely to each other.

**Remark 2.1** This theorem gives a complete characterization of all selfadjoint extensions of \( A_0 \), a problem earlier discussed by Calkin [9], Krein [22], Birman [7], Vishik [32] (in some cases with partial, and more complicated results). The above result has the advantage of being easily translatable into a theorem on boundary conditions (Theorem III. 4.1).

We give two examples of perturbation theorems for selfadjoint operators applied to Theorem 1.4:

**Theorem 2.2.** Assume (2.1) and \( A_\beta \) selfadjoint. Let \( \tilde{A} \in \mathcal{M} \) be selfadjoint with \( 0 \in \sigma(\tilde{A}) \), and let \( \tilde{A} \) correspond to \( T : V \to V \) as in Theorem 2.1.

(i) If \( A_\beta^{-1} \) is compact, then \( \tilde{A} \) and \( T \) have the same essential spectrum.

(ii) If \( T^{-1} \) is of trace class, then \( \tilde{A}^{-1} \) and \( A_\beta^{-1} \) have the same absolutely continuous spectrum.

**Proof:** Recall (Theorem 1.3) that \( 0 \in \sigma(\tilde{A}) \) if and only if \( 0 \in \sigma(T) \). Let \( T^{-1} \) be defined as the linear extension of

\[
T^{-1} f = \begin{cases} 
T^{-1} f & \text{for } f \in V \\
0 & \text{for } f \in H(\subset) V.
\end{cases}
\]

Then it follows from Theorem 1.4 that

\[
\tilde{A}^{-1} = A_\beta^{-1} + T^{-1}.
\]

(i) The proof is an application of the theorem of Weyl (Riesz-Nagy [26] p. 362): If \( S_1 \) is bounded selfadjoint and \( S_2 \) is compact selfadjoint then \( S_1 \) and \( S_1 + S_2 \) have the same essential spectrum.

Let \( S_1 = T^{-1}, \ S_2 = A_\beta^{-1} \). Then if \( A_\beta^{-1} \) is compact, \( \tilde{A}^{-1} \) and \( T^{-1} \) have the same essential spectrum. Since \( 0 \in \sigma(\tilde{A}) \) and \( 0 \in \sigma(T) \) it follows that \( \tilde{A} \) and \( T \) have the same essential spectrum.

(ii) The proof is an application of the theorem of Rosenblum-Kato [27], [20]: If \( S_1 \) is selfadjoint and \( S_2 \) is selfadjoint and of trace class (i.e., has finite absolute trace), then \( S_1 \) and \( S_1 + S_2 \) have the same absolutely continuous spectrum.
Let \( S_1 = A^{-1}_\beta \), \( S_2 = T^{(-1)} \). Clearly \( T^{(-1)} \) is of trace class if and only if \( T^{-1} \) is of trace class.

**Remark 2.2.** A version of Theorem 1.4, with selfadjoint positive \( A_\beta \) and \( \tilde{A} \), was proved by Birman [7]; for such operators Theorem 2.2 is a consequence of his result. He gave in [8] an interesting application of Theorem 2.2 (ii).

For the characterization of more general \( \tilde{A} \in \mathcal{M} \), the following lemma will be very useful:

**Lemma 2.1.** Assume (2.1) and \( A_\beta \) selfadjoint. If \( V \subset W \) one has for \( u, v \in D(\tilde{A}) \):

\[
(Au, v) = (Au_\beta, v_\beta) + (T u_\zeta, v_\zeta).
\]

In particular

\[
Re (Au, u) = (Au_\beta, u_\beta) + Re (T u_\zeta, u_\zeta),
\]

\[
Im (Au, u) = Im (T u_\zeta, u_\zeta).
\]

**Proof:** For \( u, v \in D(\tilde{A}) \)

\[
(Au, v) = (Au_\beta, v_\beta) + (Au, v_\zeta).
\]

If \( V \subset W \), \( v_\zeta \in W \) so \((Au, v_\zeta) = ((Au)_u, v_\zeta) = (T u_\zeta, v_\zeta)\).

Then

\[
(Au, v) = (Au_\beta, v_\beta) + (T u_\zeta, v_\zeta).
\]

(2.4) and (2.5) follow from the fact that \((Au_\beta, u_\beta)\) is real.

For the symmetric \( \tilde{A} \in \mathcal{M} \) we then get

**Theorem 2.3.** Assume (2.1) and \( A_\beta \) selfadjoint. The following statements are equivalent:

(i) \( \tilde{A} \) is symmetric

(ii) \( V \subset W \) and \( T \) is symmetric as an operator in \( W \).

**Proof:** If \( V \subset W \) and \( T \) is symmetric, then by Lemma 2.1:

\[\text{Im} (Au, u) = \text{Im} (T u_\zeta, u_\zeta) = 0 \text{ for all } u \in D(\tilde{A}), \text{ thus } \tilde{A} \text{ is symmetric.}\]

Conversely, if \( \tilde{A} \) is symmetric then \( \tilde{A} \subset \tilde{A}^* \) so \( V = \text{pr}_1 D(\tilde{A}) \subset \text{pr}_2 D(\tilde{A}^*) = W \) and \( \text{Im} (T u_\zeta, u_\zeta) = 0 \) for all \( u_\zeta \in D(T) \) by (2.5). This implies that \( T \) is symmetric as an operator in \( W \).
COROLLARY 2.3. Assume (2.1) and \( A \) selfadjoint. \( A \) is maximal symmetric if and only if \( V = W \) and \( T \) is maximal symmetric.

**Proof:** Let \( V = W \) and let \( T \) be maximal symmetric. If \( \widetilde{A}_\varepsilon \) is a symmetric extension of \( \widehat{A}_\varepsilon \), then the corresponding operator \( T_{\varepsilon} : V_{\varepsilon} \to W_{\varepsilon} \) satisfies \( V_{\varepsilon} \subseteq W_{\varepsilon} \subseteq W = V \), so that \( T_{\varepsilon} \) is a symmetric extension of \( T \). By the assumption on \( T \), \( T_{\varepsilon} = T \), which shows that \( \widetilde{A} \) is maximal symmetric.

Conversely let \( \widehat{A} \) be maximal symmetric. Then \( V \subseteq W \) and \( T \) is symmetric in \( W \). If \( V \not= W \) we can extend \( T \) trivially to a symmetric operator \( T_{\varepsilon} : W \to W \) by letting \( T_{\varepsilon} z = 0 \) for \( z \in W \setminus V \). \( T_{\varepsilon} \) corresponds to a proper symmetric extension \( \widetilde{A}_\varepsilon \) of \( \widehat{A}_\varepsilon \), in contradiction to \( \widehat{A} \) being maximal symmetric. Thus \( V = W \), and the maximality of \( \widehat{A} \) implies the maximality of \( T \).

Lemma 2.1 indicates that there is a close connection between the numerical ranges (and then also spectra) of \( \widehat{A} \) and \( T \). Theorems 2.1 and 2.3 show that the spectra resp. numerical ranges of \( \widehat{A} \) and \( T \) are simultaneously contained in the real axis. Further results can be obtained if we assume positivity of \( A_0 \):

\[
(2.6) \quad m(A_0) = \inf \{ (Au, u) \mid u \in D(A_0), \| u \| = 1 \} > 0.
\]

Then there exist positive selfadjoint extensions \( A_\delta \), by Friedrichs' lemma below. Friedrichs' lemma singles out one particular selfadjoint extension \( A_\gamma \) with the same lower bound as \( A_0 \):

**Lemma 2.2 (Friedrichs [13])** Assume (2.1) and (2.6). There exists one and only one selfadjoint operator \( A_\gamma \) which satisfies:

For every \( u \in D(A_\gamma) \) there exists a sequence \( \{ w^n \} \subseteq D(A_0) \) such that \( w^n \to u \) and \( (A(w^n - u), w^n - u) \to 0 \).

This operator \( A_\gamma \) satisfies \( m(A_\gamma) = m(A_0) \).

A proof of Lemma 2.2 is given in Riesz-Nagy [26] p. 325-331.

---

(5) The definition and the relevant properties of the numerical range and spectrum of an operator are given in the Appendix (where the results are enumerated by A.1 A.2 etc.).
Outline of results.

Let us first note that one always has

\begin{equation}
\nu(\tilde{A}) \supseteq \nu(A_0),
\end{equation}

simply because \(\tilde{A}\) is an extension of \(A_0\). This limits the arbitrariness of \(\nu(\tilde{A})\); in particular since \(\nu(\tilde{A})\) is convex (Appendix, Lemma A.1). Under the assumption of (2.6), (2.7) implies

\begin{equation}
\nu(\tilde{A}) \supseteq \{\lambda \in \mathbb{C} : \Re \lambda > m(A_0), \Im \lambda = 0\}.
\end{equation}

1° Properties carrying over from \(\tilde{A}\) to \(T\). Assume (2.1) and (2.6). For the case where \(A_\beta = A_{\gamma}\) we prove that \(\nu(T) \supseteq \nu(\tilde{A})\). If furthermore \(\sigma(\tilde{A}) \subset \subset \nu(\tilde{A})\) (this holds if merely one point in each component of the complement of \(\nu(\tilde{A})\) belongs to \(\varphi(\tilde{A})\)), then \(\sigma(T) \subset \nu(\tilde{A})\). For the case \(A_\beta \neq A_{\gamma}\) we have no results in this direction.

2° Properties carrying over from \(T\) to \(\tilde{A}\). Assume (2.1) and (2.6) and let \(A_{\beta}\) be selfadjoint with \(m(A_{\beta}) > 0\). Let \(\nu(T)\) be contained in a closed halfplane \(\pi_T\) with the property: the closed halfline \([\Re \lambda \leq -m(A_{\beta}), \Im \lambda = 0]\) is either exterior or part of the boundary of \(\pi_T\). Then \(\nu(\tilde{A})\) is contained in a certain closed halfplane \(\pi_{\tilde{A}}\) parallel to \(\pi_T\) (such that \(\pi_{\tilde{A}}\) contains the halfline \([\Re \lambda \geq m(A_0), \Im \lambda = 0]\), by (2.8)). Here, if the boundary of \(\pi_T\) intersects the positive real axis, then the same holds for the boundary of \(\pi_{\tilde{A}}\); if the boundary of \(\pi_T\) contains 0, then so does the boundary of \(\pi_{\tilde{A}}\).

If both \(\nu(T)\) and \(\sigma(T)\) are contained in \(\pi_T\), then also \(\sigma(\tilde{A})\) is contained in \(\pi_{\tilde{A}}\).

The above results can be combined to obtain results about angles and more complicated convex figures.

1° Properties carrying over from \(\tilde{A}\) to \(T\).

We here make the basic assumption:

\begin{equation}
(2.9) \quad (2.1) \text{ and } (2.6) \text{ hold } ; \quad A_{\beta} = A_{\gamma}.
\end{equation}

Proposition 2.1. Assume (2.9). If there exist \(\lambda \in \mathbb{C}, c > 0\), such that

\begin{equation}
(\lambda u, u) - \lambda |u|^2 \geq c |u|^2 \text{ for all } u \in D(\tilde{A}),
\end{equation}

then

\begin{equation}
(2.7) \quad \nu(\tilde{A}) \supseteq \nu(A_0),
\end{equation}

simply because \(\tilde{A}\) is an extension of \(A_0\). This limits the arbitrariness of \(\nu(\tilde{A})\); in particular since \(\nu(\tilde{A})\) is convex (Appendix, Lemma A.1). Under the assumption of (2.6), (2.7) implies

\begin{equation}
\nu(\tilde{A}) \supseteq \{\lambda \in \mathbb{C} : \Re \lambda > m(A_0), \Im \lambda = 0\}.
\end{equation}

1° Properties carrying over from \(\tilde{A}\) to \(T\). Assume (2.1) and (2.6). For the case where \(A_\beta = A_{\gamma}\) we prove that \(\nu(T) \supseteq \nu(\tilde{A})\). If furthermore \(\sigma(\tilde{A}) \subset \subset \nu(\tilde{A})\) (this holds if merely one point in each component of the complement of \(\nu(\tilde{A})\) belongs to \(\varphi(\tilde{A})\)), then \(\sigma(T) \subset \nu(\tilde{A})\). For the case \(A_\beta \neq A_{\gamma}\) we have no results in this direction.

2° Properties carrying over from \(T\) to \(\tilde{A}\). Assume (2.1) and (2.6) and let \(A_\beta\) be selfadjoint with \(m(A_{\beta}) > 0\). Let \(\nu(T)\) be contained in a closed halfplane \(\pi_T\) with the property: the closed halfline \([\Re \lambda \leq -m(A_{\beta}), \Im \lambda = 0]\) is either exterior or part of the boundary of \(\pi_T\). Then \(\nu(\tilde{A})\) is contained in a certain closed halfplane \(\pi_{\tilde{A}}\) parallel to \(\pi_T\) (such that \(\pi_{\tilde{A}}\) contains the halfline \([\Re \lambda \geq m(A_0), \Im \lambda = 0]\), by (2.8)). Here, if the boundary of \(\pi_T\) intersects the positive real axis, then the same holds for the boundary of \(\pi_{\tilde{A}}\); if the boundary of \(\pi_T\) contains 0, then so does the boundary of \(\pi_{\tilde{A}}\).

If both \(\nu(T)\) and \(\sigma(T)\) are contained in \(\pi_T\), then also \(\sigma(\tilde{A})\) is contained in \(\pi_{\tilde{A}}\).

The above results can be combined to obtain results about angles and more complicated convex figures.

1° Properties carrying over from \(\tilde{A}\) to \(T\).

We here make the basic assumption:

\begin{equation}
(2.9) \quad (2.1) \text{ and } (2.6) \text{ hold } ; \quad A_{\beta} = A_{\gamma}.
\end{equation}

Proposition 2.1. Assume (2.9). If there exist \(\lambda \in \mathbb{C}, c > 0\), such that

\begin{equation}
(\lambda u, u) - \lambda |u|^2 \geq c |u|^2 \text{ for all } u \in D(\tilde{A}),
\end{equation}
then

\begin{align*}
\text{(i) } & V \subset W \\
\text{(ii) } & \left| (Tz, z) - \lambda \right| \geq c \left| z \right|^2 \text{ for all } z \in D(T).
\end{align*}

PROOF: By Theorem 1.2, the general element of $D(\tilde{A})$ is

\[ u = z + A_r^{-1} (Tz + f) + v, \quad z \in D(T), \quad f \in Z(A_1) \cap W, \quad v \in D(A_0). \]

Here $u = z$, $u_r = A_r^{-1} (Tz + f) + v$. Therefore for $u \in D(\tilde{A})$

\[ (Au, u) = (Au_r, u_r + u_c) \]
\[ = (Au_r, u_r) + (Tz + f + Av, z). \]

Since $v \in D(A_0)$ and $R(A_0) \subseteq Z(A_1)$, this can be written as:

\[ (Au, u) = (Au_r, u_r) + (Tz, z) + (f, z). \]

Now assume that for some $\lambda \in \mathbb{C}$, $c > 0$, (2.10) holds, i.e.,

\[ \left| \frac{(Au_r, u_r) + (Tz, z) + (f, z)}{u_r + z^2} - \lambda \right| \geq c, \quad \text{all } u \in D(\tilde{A}) \setminus \{0\}. \]

Then

\[ \left| \frac{(Au_r, u_r) + (Tz, z) + (f, z)}{u_r + z^2} - \lambda \right| \geq c \]

for all $z \in D(T)$, $f \in Z(A_1) \cap W$, $v \in D(A_0)$ \((z, f, v) \neq (0, 0, 0)\). By Lemma 2.2 we can, for fixed $f, z$, choose $v$ such that $(Au_r, u_r)$ is arbitrarily small (with $\left| u_r \right| \leq m(A_1)^{-1} (Au_r, u_r)$).

This implies that in fact

\begin{equation}
(2.12) \quad \left| \frac{(Tz, z) + (f, z)}{z^2} - \lambda \right| \geq c
\end{equation}

for all $z \in D(T) \setminus \{0\}$, all $f \in Z(A_1) \cap W$.

Now, if $(f, z)$ were $\neq 0$ for some $z \in D(T)$, $f \in Z(A_1) \cap W$, then the expression

\[ \left| \frac{(Tz, z) + (bf, z)}{z^2} - \lambda \right| \]

would equal 0 for some $k \in \mathbb{C}$. This contradicts (2.12); therefore $(f, z) = 0$ for all $z \in D(T)$, all $f \in Z(A_1) \cap W$. 

Recall \( D(T) = V \); we have then proved that \( V \ni Z(A) \) or \( V \subset W \). Then

\[
\left| \frac{(T_x, z)}{|z|^2} - \lambda \right| \geq c \quad \text{for all} \quad z \in D(T) \setminus \{0\},
\]

i.e.,

\[
| (T_x, z) - \lambda | |z| \geq c |z|^2 \quad \text{for all} \quad z \in D(T).
\]

**Theorem 2.4.** Assume \((2.9)\). If \( \nu(\tilde{A}) \) is not all of \( \mathcal{C} \), then \( V \subset W \), and

\[
(2.13) \quad \nu(T) \subset \nu(\tilde{A}).
\]

**Proof:** Let \( \nu(\tilde{A}) \neq \mathcal{C} \), then also \( \nu(\tilde{A}) \neq \mathcal{C} \), since \( \nu(\tilde{A}) \) is convex (it is in fact contained in a halfplane). Now \( \lambda \in \mathcal{C} \setminus \nu(\tilde{A}) \) if and only if \( \lambda \) satisfies \((2.10)\) with positive \( c \) (\( c \) can be chosen as dist \((\lambda, \nu(\tilde{A}))\)). Then Proposition 2.1 shows that \( V \subset W \), and that \( \lambda \in \mathcal{C} \setminus \nu(\tilde{A}) \) implies \((2.11)\), i.e., \( \lambda \in \mathcal{C} \setminus \nu(T) \).

**Corollary 2.4.** Assume \((2.9)\). If for some \( -\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2} \), \( m(e^{i\theta} \tilde{A}) > -\infty \), then \( V \subset W \) and \( m(e^{i\theta} T) \geq m(e^{i\theta} \tilde{A}) \). \( \left\{ \begin{array}{l}
\text{For all} \quad \frac{\pi}{2} < \theta < \frac{3\pi}{2} \quad \text{then} \quad m(e^{i \theta} \tilde{A}) = -\infty
\end{array} \right. \)

\( \text{by \((2.8)\)} \).

**Corollary 2.5.** Assume \((2.9)\), and let \( V \subset W \). If \( m(e^{i\theta} T) = -\infty \) for some \( -\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2} \), then also \( m(e^{i\theta} \tilde{A}) = -\infty \). If \( m(e^{i\theta} T) = -\infty \) for all \( -\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2} \) then \( \nu(\tilde{A}) = \mathcal{C} \).

If \( \times \) is a subset of \( \mathcal{C} \), we denote the conjugate set \( \overline{\{ \lambda \mid \lambda \in \times \}} \) by \( \times' \).

**Theorem 2.5.** Assume \((2.9)\). Let \( \nu(\tilde{A}) \neq \mathcal{C} \), and let \( \times \) be a component of \( \mathcal{C} \setminus \nu(\tilde{A}) \), for which \( \times \cap \mathcal{Q}(\tilde{A}) = \emptyset \). Then \( V = W \) and

\[
\times \subset \mathcal{Q}(T), \quad \times' \subset \mathcal{Q}(T^*),
\]

**Proof:** By proposition A.3, \( \times' \subset \mathcal{C} \setminus \nu(\tilde{A}^*) \). Applying Theorem 2.4 to \( \tilde{A} \) and \( \tilde{A}^* \) we obtain

\[
V \subset W, \quad \nu(T) \subset \nu(\tilde{A}),
\]

\[
W \subset V, \quad \nu(T^*) \subset \nu(\tilde{A}^*).
\]
Thus \( V = W \). Moreover, since \( x \in \mathbb{C} \setminus \nu(\tilde{A}) \) and \( x' \in \mathbb{C} \setminus \nu(\tilde{A}^*) \) it follows that \( x \in \mathbb{C} \setminus \nu(T) \) and \( x' \in \mathbb{C} \setminus \nu(T^*) \). Applying Lemma A.3 to the operators \( T \) and \( T^* \), we then obtain
\[
x \in \varrho(T), \quad x' \in \varrho(T^*).
\]

**Corollary 2.6.** Assume (2.9). If for some \(- \frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}\), \( e^{i\theta} \tilde{A} \) is maximal lower bounded, then so is \( e^{i\theta} T \), and \( m(e^{i\theta} T) \geq m(e^{i\theta} \tilde{A}) \).

For applications of this corollary, note that a closed operators \( S \) is maximal nonnegative [maximal positive] if and only if it is nonnegative [positive] and maximal lower bounded (Corollary A.4).

From Theorem 2.5 we deduce the following result, which for the adjoint is particularly informative in the case where \( \nu(\tilde{A}) \) is not a halfplane:

**Theorem 2.6.** Assume (2.9). Let \( \nu(\tilde{A}) \supsetneq \mathbb{C} \), and let \( \sigma(\tilde{A}) \subset \nu(\tilde{A}) \) (this holds if merely one point in each component of \( \mathbb{C} \setminus \nu(\tilde{A}) \) is in \( \varrho(\tilde{A}) \)). Then
\[
\sigma(T) \subset \nu(\tilde{A}) \quad \text{and} \quad \sigma(T^*) \subset \nu(\tilde{A}^*).
\]
Here \( \mathbb{C} \setminus \nu(\tilde{A})' \) is a component of \( \mathbb{C} \setminus \nu(\tilde{A}^*) \), and if \( \nu(\tilde{A}) \) is not equal to a halfplane, then in fact
\[
\nu(\tilde{A})' = \nu(\tilde{A}^*).
\]

**Proof:** By application of Theorem 2.5 to each component of \( \mathbb{C} \setminus \nu(\tilde{A}) \), we get \( \mathbb{C} \setminus \nu(\tilde{A}) \subset \varrho(T) \) and \( \mathbb{C} \setminus \nu(\tilde{A})' \subset \varrho(T^*) \); hence
\[
\sigma(T) \subset \nu(\tilde{A}), \quad \sigma(T^*) \subset \nu(\tilde{A}').
\]

The last statement follows from Proposition A.3 and Corollary A.3.

2° Properties carrying over from \( T \) to \( \tilde{A} \).

In this section we assume:

(2.14) \quad (2.1) and (2.6) hold; \( A_\rho \) is selfadjoint with \( m(A_\rho) > 0 \).

**Theorem 2.7.** Assume (2.14). Let \( V \subset W \), and let \(- \frac{\pi}{2} < \theta < \frac{\pi}{2}\). If \( m(e^{i\theta}T) > - \cos \theta \ m(A_\rho) \), then
\[
m(e^{i\theta} \tilde{A}) \geq \frac{\cos \theta \ m(A_\rho)}{\cos \theta \ m(A_\rho) + m(e^{i\theta}T)}.
\]
PROOF: Let \( u \in D(A) \setminus \{0\} \). Then, by Lemma 2.1

\[
\frac{\text{Re} (e^{i\theta} \overline{A} u, u)}{|u|^2} = \frac{\text{Re} (e^{i\theta} A u_\beta, u_\beta) + \text{Re} (e^{i\theta} T u_\zeta, u_\zeta)}{|u_\beta| + |u_\zeta|^2}.
\]

(2.16)

It follows immediately that

\[
\frac{\text{Re} (e^{i\theta} \overline{A} u, u)}{|u|^2} \geq \cos \theta \Im(A_\beta) \text{ if } u_\zeta = 0.
\]

Let us now assume \( u_\zeta \neq 0 \). In the case \( \Im(e^{i\theta} T) \geq 0 \), we obtain from (2.16)

\[
\frac{\text{Re} (e^{i\theta} \overline{A} u, u)}{|u|^2} \geq \cos \theta \frac{\Im(A_\beta) |u_\beta|^2 + \Im(e^{i\theta} T) |u_\zeta|^2}{(|u_\beta| + |u_\zeta|)^2} = \frac{\cos \theta \Im(A_\beta) t^2 + \Im(e^{i\theta} T)}{(t + 1)^2},
\]

where \( t = |u_\beta| |u_\zeta|^{-1} \). Since the function \( f(t) = (at^2 + b)(t + 1)^{-2}, a > 0, b \geq 0 \), defined for \( t \geq 0 \), obtains its minimum at \( t = ba^{-1} \) with \( f(ba^{-1}) = ab(a + b)^{-1} \), we find that

\[
\frac{\text{Re} (e^{i\theta} \overline{A} u, u)}{|u|^2} \geq \frac{\cos \theta \Im(A_\beta) m(e^{i\theta} T)}{\cos \theta \Im(A_\beta) + m(e^{i\theta} T)}, \text{ when } m(e^{i\theta} T) \geq 0.
\]

In the case \( 0 > m(e^{i\theta} T) \geq -\cos \theta \Im(A_\beta) \) we proceed a little differently. Here,

\[
\frac{\text{Re} (e^{i\theta} \overline{A} u, u)}{|u|^2} \geq 0 \text{ if } \cos \theta \Im(A_\beta) |u_\beta|^2 + \Im(e^{i\theta} T) |u_\zeta|^2 \geq 0.
\]

Otherwise, \( t = |u_\beta| |u_\zeta|^{-1} < (-m(e^{i\theta} T))^{1/2} (\cos \theta \Im(A_\beta))^{-1/2} < 1 \), and

\[
\frac{\text{Re} (e^{i\theta} \overline{A} u, u)}{|u|^2} \geq \frac{\cos \theta \Im(A_\beta) t^2 + \Im(e^{i\theta} T)}{(t - 1)^2},
\]

since the denominator is negative. The function \( g(t) = (at^2 + b)(t - 1)^{-2}, a > 0, b > -a \), defined for \( 0 \leq t < (-b)^{1/2} a^{-1/2} \), obtains its minimum at
t = - ba^{-1} with g(- ba^{-1}) = ab(a + b)^{-1}. Thus we also here get

\[
\begin{align*}
\Re(e^{i\theta} Au, u) \geq \frac{\cos \theta \, m(A_\rho) \, m(e^{i\theta} T)}{\cos \theta \, m(A_\rho) + m(e^{i\theta} T)}, & \quad \text{when} \\
0 > m(e^{i\theta} T) > - \cos \theta \, m(A_\rho), & \quad \cos \theta \, m(A_\rho) \, |u_\beta|^2 + m(e^{i\theta} T) \, |u_\gamma|^2 < 0.
\end{align*}
\]

Since \( ab(a + b)^{-1} \leq a \) when \( b > -a \), and \( ab(a + b)^{-1} < \theta \) when \( 0 > b > -a \), a comparison of (2.11), (2.18), (2.19) and (2.20) gives that

\[
\frac{\Re(e^{i\theta} Au, u)}{|u|^2} \geq \frac{\cos \theta \, m(A_\rho) \, m(e^{i\theta} T)}{\cos \theta \, m(A_\rho) + m(e^{i\theta} T)}, \quad \forall u \in \mathcal{D}(\widetilde{A}) \setminus \{0\},
\]

which proves the theorem.

**Corollary 2.7.** Assumptions of Theorem 2.7. If \( m(e^{i\theta} T) > 0, \geq 0 \) or \( -\cos \theta \, m(A_\rho) \), then \( m(e^{i\theta} \widetilde{A}) \) is \( > 0, \geq 0 \) or \( > -\infty \), respectively.

**Remark 2.3.** Theorem 2.7 extends a result by Birman [7], proved under the assumptions that \( A_\rho = A, T \) is selfadjoint, \( \theta = 0 \).

**Remark 2.4.** For a geometric interpretation of Theorem 2.7, note that \( m(e^{i\theta} S) > -\infty \left( \text{some} - \frac{\pi}{2} < \theta < \frac{\pi}{2} \right) \) means that \( \nu(S) \) is contained in the closed halfplane \( \pi_S \) whose boundary intersects the real axis at the point \( \cos^{-1} \theta \, m(e^{i\theta} S) \) under the angle \( \frac{\pi}{2} - \theta \); \( \pi_S \) contains large positive real points. When \( m(e^{i\theta} S) > -\cos \theta \, m(A_\rho) \), the point \( -m(A_\rho) \) is exterior to \( \pi_S \).

The result for the case \( \theta = \pm \frac{\pi}{2} \) is rather trivial, and it does not use positivity of \( A_\rho \):

**Theorem 2.8.** Assume (2.1) and \( A_\rho \) selfadjoint. Let \( V \subset W \) and let \( \theta = \frac{\pi}{2} \) or \( -\frac{\pi}{2} \). Then \( m(e^{i\theta} T) \geq 0 \) if and only if \( m(e^{i\theta} \widetilde{A}) = 0 \).

**Proof:** Equation (2.5) in Lemma 2.1 shows that \( m(e^{i\theta} \widetilde{A}) \geq 0 \) if and only if \( m(e^{i\theta} T) \geq 0 \). Moreover, it follows from (2.7) that \( m(e^{i\theta} \widetilde{A}) \leq 0 \) for all \( T \); this completes the proof.

We will now use the connection between the spectrum and the numerical range.
THEOREM 2.9. Assume (2.14). Let \( V = W \), and let \(-\frac{\pi}{2} < \theta < \frac{\pi}{2}\). If \( e^{i\theta} T \) is maximal lower bounded with \( m(e^{i\theta} T) > -\cos \theta \), then \( e^{i\theta} \tilde{A} \) is maximal lower bounded (the lower bound estimated by (2.15)).

PROOF: If \( e^{i\theta} T \) is maximal lower bounded, then \( e^{i\theta} T - m(e^{i\theta} T) \) is maximal nonnegative, by Proposition A.4 in the appendix. Then also the adjoint \( e^{-i\theta} T^* - m(e^{i\theta} T) \) is nonnegative, by Corollary A.5. When \( m(e^{i\theta} T) > -\cos \theta \), we can apply Theorem 2.7 to \( e^{i\theta} T \) and \( e^{-i\theta} T^* \) to obtain that \( e^{i\theta} \tilde{A} \) and \( e^{-i\theta} \tilde{A}^* \) are lower bounded. Then an application of Corollary A.5 gives that \( e^{i\theta} \tilde{A} \) is in fact maximal lower bounded.

Application of a similar technique to Theorem 2.8 gives

THEOREM 2.10. Assume (2.1) and \( A_\beta \) selfadjoint. Let \( V = W \) and let \( \theta = \frac{\pi}{2} \) or \( -\frac{\pi}{2} \). Then \( e^{i\theta} T \) is maximal nonnegative if and only if \( e^{i\theta} \tilde{A} \) is maximal nonnegative.

Finally, we note that Theorem 2.7 - 2.10 can be employed to give results about angles and other convex sets, e.g.,

COROLLARY 2.8. Let \( \alpha \) denote a closed angle which is the intersection of two closed halfplanes for which the halfaxis \( \Re \lambda \leq -m(A_\beta) \), \( \Im \lambda = 0 \) is exterior or part of the boundary. If \( \nu(T) \) is contained in \( \alpha \), and one point of \( C \setminus \alpha \) is in \( \nu(T) \), then \( \nu(\tilde{A}) \) and \( \nu(\tilde{A}) \) are contained in an angle \( \alpha_1 \), obtained from \( \alpha \) by parallel-translation. Here, if both boundary lines are not parallel to the real axis, \( 0 \notin \alpha \) implies \( 0 \notin \alpha_1 \); in general \( 0 \notin \alpha \) implies \( 0 \notin \alpha_1 \).

More general convex sets can be treated by computations on the formula (2.15).

II § 3. A discussion of the non-closed operators.

The characterization of operators \( \tilde{A} \in \mathcal{M} \) in terms of operators \( T \) between the nullspaces of \( A_i \) and \( A_i' \) given in § 1 is limited to closed \( \tilde{A} \in \mathcal{M} \); in the following we will show how far it can be extended to include non-closed operators.

Let \( \tilde{A} \) be a closed operator \( \in \mathcal{M} \), and let \( \tilde{A} \in \mathcal{M} \) with \( \tilde{A} = \tilde{A} \). \( \tilde{A} \) corresponds by Corollary 1.1 to an operator \( \tilde{T} : V \to W \), closed densely defined, where \( V = \text{pr}_C D(\tilde{A}) \) and \( W = \text{pr}_C D(\tilde{A}^*) \). Note that one also has \( V = \)
Theorem 1.2 states that 

\[ D(\tilde{A}) = \{ u = z + A_p^{-1}(\tilde{T}z + f) + v \mid [z, f, v] \in D(T) \times (Z(A_1) \ominus W) \times D(A_0) \} ; \]

now \( D(\tilde{A}) \) is a certain dense subset of this set. The exact possibilities for \( D(\tilde{A}) \) are given in the following lemma:

**Lemma 3.1.** Let \( \tilde{A} \in \mathcal{M} \) such that \( \tilde{A} \) is closed and corresponds to \( \tilde{T} : V \to W \) by Corollary 1.1, and \( \tilde{A} \subset \tilde{A} \). Then \( \tilde{A} = \tilde{A} \) if and only if

\[ D(\tilde{A}) = \{ u = z + A_p^{-1}(\tilde{T}z + f) + v \mid [z, f, v] \in F, v \in D(A_0) \}, \]

where \( F \) is a dense subspace of \( D(\tilde{T}) \times (Z(A_1) \ominus W) \) (graph topology).

**Proof:** Since \( A_0 \subset \tilde{A} \subset \tilde{A} \), \( D(\tilde{A}) \) is certainly of the form (3.1) for some subspace \( F \subset D(\tilde{T}) \times (Z(A_1) \ominus W) \). Then by the isomorphism in Theorem 1.2, \( D(\tilde{A}) \) is dense in \( D(\tilde{A}) \) if and only if \( F \times D(A_0) \) is dense in \( D(\tilde{T}) \times (Z(A_1) \ominus W) \times D(A_0) \), i.e., if and only if \( F \) is dense in \( D(\tilde{T}) \times \times (Z(A_1) \ominus W) \) (graph topologies).

The remaining discussion will be divided into two cases, according to whether \( Z(A_1) \ominus W \) equals \( \{0\} \) or not.

1° \( W = Z(A_1) \).

When \( W = Z(A_1) \), i.e., \( pr_1(\tilde{A}^*) = Z(A_1) \), then it follows from Lemma 3.1 that the set \( F \) mentioned there is of the form \( F = D \times \{0\} \), where \( D \) is a dense subset of \( D(\tilde{T}) \) (graph topology). Denote the restriction of \( \tilde{T} \) to \( D \) by \( T \) (so that \( D = D(T) \)), then Lemma 3.1 shows that

\[ D(\tilde{A}) = \{ u = z + A_p^{-1} Tz + v \mid z \in D(T), v \in D(A_0) \} \]

or, equivalently, using Lemma 1.4:

\[ D(\tilde{A}) = \{ u \in D(A_1) \mid u \in D(T), (Au)_{Z(A_1)} = Tu \} \].

Note that \( \overline{T} = \tilde{T} \).
We have then shown that when \( pr_c \cdot D(\tilde{A}^*) = Z(A_1') \), then there exists a closable operator \( T : Z(A_1) \to Z(A_1') \) such that \( \tilde{A} \) is determined by one of the equivalent formulas (3.2) and (3.3).

Conversely, when a closable operator \( T : Z(A_1) \to Z(A_1') \) is given, the operator \( \tilde{A} \in \mathcal{K} \) defined by (3.2) or (3.3) satisfies \( pr_c \cdot D(\tilde{A}^*) = Z(A_1') \):

Let the closable operator \( T : Z(A_1) \to Z(A_1') \) be given, and define \( \tilde{A} \) by (3.2). It now follows by Theorem 1.2 that \( \tilde{A} \) is determined by

\[
D(\tilde{A}) = \{ u = z + A_\beta^{-1} T z + v | z \in D(T), v \in D(A_0) \}.
\]

Moreover, \( \tilde{A} \) corresponds to \( \tilde{T} : V \to Z(A_1') \) in the sense of Corollary 1.1, with \( V = D(T) \) (closure in \( H \)). Then, by Theorem 1.1, \( (\tilde{A})^* \) corresponds to \( (\tilde{T})^* : Z(A_1') \to V \), which shows that \( pr_c \cdot D(\tilde{A}^*) = pr_c \cdot D(\tilde{A}^*) = Z(A_1') \).

Altogether we have proved

**Theorem 3.1.** An operator \( \tilde{A} \in \mathcal{K} \) (closed or not) satisfies \( pr_c \cdot D(\tilde{A}^*) = Z(A_1') \) if and only if there exists a closable operator \( T : Z(A_1) \to Z(A_1') \) such that

\[
(D(\tilde{A})) = \{ u \in D(A_1') | u \in D(T), (Au)_{Z(A_1')} = Tu \}.
\]

\( \tilde{A} \) and \( T \) determine each other by (3.4).

When \( \tilde{A} \) corresponds to \( T \) in this way, \( \tilde{A} \) corresponds to \( \tilde{T} : V \to Z(A_1') \) in the sense of Corollary 1.1, with \( V = D(T) \).

**Remark 3.1.** The correspondence between the \( \tilde{A} \in \mathcal{K} \) for which \( pr_c \cdot D(\tilde{A}^*) = Z(A_1') \), and the closable operators \( T : Z(A_1) \to Z(A_1') \), given in the above theorem, is easily seen to be inclusion preserving.

\( 2^0 W \neq Z(A_1') \).

We saw that when \( pr_c \cdot D(\tilde{A}^*) = Z(A_1') \), then \( \tilde{A} \) can be characterized by an operator \( T : Z(A_1) \to Z(A_1') \). This is not always the case when \( pr_c \cdot D(\tilde{A}^*) \) is not dense in \( Z(A_1') \). The set \( F \) mentioned in Lemma 3.1 is now a dense subset of \( D(\tilde{T}) \times (Z(A_1') \ominus W) \). There are three possibilities: 1) \( F \) may be of the form \( D(\tilde{T}) \times (Z(A_1') \ominus W) \), where \( \tilde{T} = \tilde{T} \); 2) \( F \) may be of the form \( D(T) \times Z_1 \), where \( \tilde{T} = T \) and \( \tilde{Z}_1 = Z(A_1') \ominus W \) (but \( Z_1 \subseteq Z(A_1') \oplus W \)); or 3) \( F \) may not even be the product of a subspace of \( D(\tilde{T}) \) and a subspace of \( Z(A_1') \ominus W \).
1) In the first case, it is easily seen that $\tilde{A}$ is characterized by $T$, $W$, by the formula

$$D(\tilde{A}) = \{ u \in D(A_{\downarrow}) : u \in D(T), (Au)_W = Tu \},$$

and conversely, (3.5) determines $T$ when $\tilde{A}$ is known. Here $\tilde{A} = \hat{A}$ and $\hat{T} = \hat{T}$; so we get the theorem

**Theorem 3.2.** Let $V$ be a closed subspace of $Z(A_{\downarrow})$, $W$ a closed subspace of $Z(A_{\uparrow})$, and $T : V \to W$ a closable, densely defined operator. Then $T : V \to W$ corresponds to an operator $A \in \mathcal{M}$ by

$$D(\tilde{A}) = \{ u \in D(A_{\downarrow}) : u \in D(T), (Au)_W = Tu \};$$

and $\hat{T} : V \to W$ corresponds to $\tilde{A}$ in the sense of Corollary 1.1.

2) In the second case, $\tilde{A}$ cannot be described solely by $T$ and $W$; information about which part of $Z(A_{\downarrow}) \subseteq W$ that is used is also required. Therefore there is not a 1-1 correspondence between operators $\tilde{A}$ and $T$ as in the previous theorems.

3) The third case contains the remaining types of operators. We will not discuss these further, except that we will mention an important example:

Let $T$ be a non-closable operator with $D(T) \subseteq Z(A_{\downarrow})$, $R(T) \subseteq Z(A_{\uparrow})$. Define the operator $\tilde{A} \in \mathcal{M}$ by

$$D(\tilde{A}) = \{ u \in D(A_{\downarrow}) : u \in D(T), (Au)_{Z(A_{\downarrow})} = Tu \}.$$

It follows from Theorem 3.1 that $pr_v D(\tilde{A}^*)$ is not dense in $Z(A_{\downarrow})$. Thus $\tilde{A}$ corresponds to an operator $T_1 : D(T) \to W$, where $W = Z(A_{\downarrow})$. One can show that $T_1$ is an extension of $pr_W \circ T$, and that $F$ (for $\tilde{A}$) consists of the pairs $[z, (Tz - T_1 z)]$ where $z \in D(T)$; thus is obviously not a product space of a subspace of $D(T_1)$ and a subspace of $Z(A_{\downarrow}) \subseteq W$.

(One has in this case that $\tilde{A}^*$ corresponds to $T^* : W \to D(T)$, where $T^*$ is the adjoint of $T : D(T) \to Z(A_{\downarrow})$, and $W = D(T^*)$. Then $\tilde{A} = \tilde{A}^*$ corresponds to $T_1 : D(T) \to W$, where $T_1$ is the adjoint of $T^* : W \to D(T)$. Further details are given in [15]).
§ 1. The operators $P$ and $M$.

Let $A, A', B, B', C, C'$ denote the differential, resp. boundary differential, operators introduced in Chapter I. Throughout this chapter we will assume:

Basic Assumption: Both of the systems $(A, B)$ and $(A', B')$ satisfy the hypotheses $(C)$ and $(C').$

Then the operators $A_0, A_1, A'_0, A'_1, A_M$ and $A_M' = A'_M$, defined in Chapter I, satisfy the hypotheses of Chapter II § 1. With the notations used there, $\mathcal{M}$ is the set of realizations of $A$, and $\mathcal{M}'$ is the set of realizations of $A'$. Recall that $A_M$ satisfies

\begin{equation}
D(A_M) = \{ u \in D(A_M) \mid Bu = 0 \} = \{ u \in H^{2m}(\Omega) \mid Bu = 0 \},
\end{equation}

and $A_M'$ satisfies

\begin{equation}
D(A'_M) = \{ u \in D(A'_M) \mid B'u = 0 \} = \{ u \in H^{2m}(\Omega) \mid B'u = 0 \};
\end{equation}

$A_M$ and $A'_M$ are adjoints (Corollary I 3.1).

In the present chapter we will translate the $1-1$ correspondence between operators $\tilde{A} \in \mathcal{M}$ and operators $T$ between the nullspaces of $A_i$ and $A_i'$, given in Chapter II, into a characterization of the realizations of $A$ in terms of boundary value problems. The fundamental property of our set-up that makes this possible is that the boundary operator $B$ maps isomorphically onto the space of distributions on the boundary $\prod H^{m-\frac{1}{2}}(\Gamma)$.

More generally, one has:

**Proposition 1.1.** $B [B']$ maps $Z^s_K(\Omega) [Z^s_K'(\Omega)]$ isomorphically onto $\prod H^{s-m\frac{1}{2}}(\Gamma) [\prod H^{s-2m+\frac{1}{2}}(\Gamma)]$, for all real $s$.

**Proof:** The proof is a straightforward application of the results of Lions and Magenes quoted in Chapter I.

$1^0 s \leq 2m$.

By Theorem I 3.3 (i) the mapping $(A, B)$ is an isomorphism of $D_A'(\Omega)$ (Definition I 3.1) onto $H^0(\Omega) \times H^{m-\frac{1}{2}}(\Gamma)$; then the inverse of $(A, B)$ maps
\textbf{boundary value problems associated with an elliptic operator}

\[ 0 \times \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \text{ isomorphically onto a closed subspace of } \mathcal{D}_A'(\Omega). \] This space is exactly \( \{ u \in \mathcal{D}_A'(\Omega) \mid Au = 0 \} \) with the topology of \( \mathcal{D}_A'(\Omega) \); by Definition I 3.1 it is equal to the space \( Z_A'(\Omega) \). It follows that \( B \) maps \( Z_A'(\Omega) \) isomorphically onto \( \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \).

To \( s \geq 2m \).

By Theorem I 3.3 (ii), \( [A, B] \) maps \( H^s(\Omega) \) isomorphically onto \( H^{s-2m}(\Omega) \times \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \); thus \( [A, B]^{-1} \) maps \( \{ 0 \} \times \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \) isomorphically onto the space \( \{ u \in H^s(\Omega) \mid Au = 0 \} \), provided with the topology of \( H^s(\Omega) \). This space is exactly \( Z_A'(\Omega) \) (Definition I 3.1). It follows that \( B \) maps \( Z_A'(\Omega) \) isomorphically onto \( \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \).

The analogous arguments can be applied to \( B' \).

\[ \text{LEMMA 1.1} \ C \ [C'] \text{ maps } Z_A'(\Omega) \mid Z_A'(\Omega) \mid \text{ continuously into } \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \]
\[ [\Pi H^{s-2m+m+\frac{1}{2}}(\Gamma)], \text{ for all real } s. \]

\textbf{PROOF}: Follows immediately from Theorem I 3.2.

The results in Chapter II were derived from a rewriting of \( (Au, v) \)
\[ = -(u, A'v); \]
\[ (1.3) \quad (Au, v) -(u, A'v) = (Au, v_v) -(u_v, A'v), \]
where \( u \in \mathcal{D}(A) \) and \( v \in \mathcal{D}(A) \) are decomposed according to Lemma II 1.1. We would like to have a formula analogous to (1.3), but with boundary terms appearing on the right. As noted in Remark I 3.3, Greens formula
\[ (1.4) \quad (Au, v) -(u, A'v) = \langle Cu, B'v \rangle -(Bu, C'v) \]
cannot in general be extended to hold for all pairs \( [u, v] \in \mathcal{D}(A) \times \mathcal{D}(A') \). However, it is possible to get around this difficulty by introducing certain non-local boundary operators \( M \) and \( M' \), related to \( B, C, B' \) and \( C' \), to take the place of \( C \) and \( C' \) in (1.4).

\( M \) and \( M' \) will be introduced in connection with certain operators \( P \) and \( P' \), acting in the boundary.

\[ \text{DEFINITION 1.1. Let } s \in \mathbb{R}. \]

Let \( \varphi \in \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \). Then \( P \varphi \in \Pi H^{s-m-j-\frac{1}{2}}(\Gamma) \) is defined by: \( P \varphi = Cu \), where \( u \) is the solution in \( Z_A'(\Omega) \) of \( Bu = \varphi \).
Similarly, let \( \psi \in \Pi H^{s-2m+\mu_j+\frac{1}{2}}(\Gamma) \). Then \( P' \psi \in \Pi H^{s-2m+\mu_j+\frac{1}{2}}(\Gamma) \) is defined by: \( P' \psi = C' v \), where \( v \) is the solution in \( Z_{\lambda'}(\Omega) \) of \( B' v = \psi \).

For each real \( s \), this definition makes sense because of Proposition 1.1. and Lemma 1.1. Moreover, it easily seen that if \( s' > s \), then the definition for \( s \) is an extension of the definition for \( s' \) (cf. Remark 1.2). In this way, \( P \) is defined as an operator in \( (\mathcal{D}'(\Gamma))^m \).

\( P \) is an \( m \times m \) matrix of operators \( P_{kl} ; k, l = 1, \ldots, m \), in \( \mathcal{D}'(\Gamma) \), which are in general non-local (i.e., the support of \( P_{kl} \psi \) need not be contained in the support of \( \psi \)). If \( \Omega \) is the halfspace \( \{ (x_1, \ldots, x_n) \mid x_n > 0 \} \) and \( A, B \) and \( C \) have constant coefficients, the \( P_{kl} \) are singular integral operators. (This case of unbounded \( \Omega \) can be included in the above procedures.) This makes it plausible that \( P \) in general is a pseudo-differential operator in \( \Gamma \), in the sense of Kohn-Nirenberg [21] and Hörmander [19] (the theories extended to the manifold \( \Gamma \)). We will not go further into this here.

\( P \) has the order-property:

**Theorem 1.1.** For all real \( s \), \( P \) maps \( \Pi H^{s-m_j-\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{s-2m+\mu_j+\frac{1}{2}}(\Gamma) \) and \( P' \) maps \( \Pi H^{s-2m+\mu_j+\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{s-m_j-\frac{1}{2}}(\Gamma) \).

**Proof:** The statement is an immediate consequence of Proposition 1.1 and Lemma 1.1.

More properties of \( P \) and \( P' \) are given in § 5. In the rest of this § we actually only use the definition and continuity of \( P' \) and \( P' \) for \( s = 0 \), i.e.,

\[ P : \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{-m_j-\frac{1}{2}}(\Gamma); P' : \Pi H^{-2m+\mu_j+\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{-2m+\mu_j+\frac{1}{2}}(\Gamma). \]

We will now introduce the boundary operator \( M \), defined on \( D(\Gamma) = D(\mathcal{A}_1)^m(\Omega) \). This can be done in several equivalent ways; we begin with one that uses \( P \) explicitly.

**Definition 1.2.** For any \( u \in D(\mathcal{A}_1) \), \( M u \) is defined as

\[ M u = Cu - P'Bu. \]

Similarly, for \( v \in D(\mathcal{A}_1)^m \), \( M' v \) is defined as

\[ M' v = C' v - P'B' v. \]

Since the mappings \( C : D(\mathcal{A}_1) \rightarrow \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \),

\( B : D(\mathcal{A}_1) \rightarrow \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \) and \( P : \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \) are
everywhere defined and continuous, $M$ clearly maps $D(A_\nu)$ continuously into $\Pi H^{-\mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$.

However, a closer look reveals that the range of $M$ is contained in the space of functions $\Pi H^{2m - \mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$; and that in fact $M$ maps $D(A_\nu)$ continuously onto $\Pi H^{2m - \mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$. This is mentioned in the following theorem, which is a compilation of the relevant properties of $M$.

**THEOREM 1.2.**

(i) The following three definitions of $M$ are equivalent:

a) For $u \in D(A_\nu)$, $Mu = Cu - PBu$.

b) For $u \in D(A_\nu)$, $Mu = Cu_\nu$ (according to the decomposition in Lemma II 1.1).

c) Let $u \in D(A_\nu)$, then $Mu$ is the unique element of $\Pi H^{2m - \mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$ for which

$$
(Au, v) = \langle Mu, B'v \rangle \quad \text{for all } v \in Z(A_\nu).
$$

(ii) $M$ maps $D(A_\nu)$ continuously onto $\Pi H^{2m - \mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$. On $D(A_\mu)$, $M$ coincides with $C$, and maps $D(A_\mu)$ continuously onto $\Pi H^{2m - \mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$, $(\text{Graph}$-topologies on $D(A_\nu)$ and $D(A_\mu)$.)

(iii) The kernel of $M$: $D(A_\nu) \rightarrow \Pi H^{2m - \mu_2 - \mu_1 - \frac{1}{2}}(\Gamma)$ is $D(A_\nu) + Z(A_\nu)$.

(iv) $M' = C' - P'B'$ can be defined similarly, and has properties analogous to those of $M$; in particular it maps $D(A_\nu)$ continuously onto $\Pi H^{m_2 + \mu_1 + \frac{1}{2}}(\Gamma')$.

The following « Green's formula » holds for all pairs $u \in D(A_\nu)$, $v \in D(A_\nu)$:

$$
(Au, v) - (u, A'v) = \langle Mu, B'v \rangle - \langle Bu, M'v \rangle.
$$

(v) Define the realizations $A_M$ and $A_{M'}$ by:

$$
A_M \in \mathcal{R}'; \quad D(A_M) = \{ u \in D(A_\nu) \mid Mu = 0 \}
$$

$$
A_{M'} \in \mathcal{R}'; \quad D(A_{M'}) = \{ v \in D(A_\nu) \mid M'v = 0 \}.
$$

Then $A_M$ and $A_{M'}$ are adjoints.
PROOF:

(i) Let \( u \in D(A) \) and let \( u = u_\beta + u_\zeta \), where \( u_\beta \in D(A_\beta) \), \( u_\zeta \in Z(A_\zeta) \) as in Lemma II 1.1.

Since \( B u_\beta = 0 \) (see (1.1)), \( C u - P B u = C u_\beta + C u_\zeta - P B u_\zeta \), which equals \( C u_\beta \) by the definition of \( P \). Thus a) and b) are equivalent definitions of \( M \).

Now, if \( v \in Z(A_\beta) \)

\[
(A u, v) = (A u_\beta, v) - (u_\beta, A' v)
\]

\[
= \langle C u_\beta, B' v \rangle - \langle B u_\beta, C' v \rangle,
\]

since \( u_\beta \in H^{2m}(\Omega) \) (see (1.1)), so that we can apply Green's formula I (3.8) with \( s = 2m \);

\[
= \langle C u_\beta, B' v \rangle, \text{ since } B u_\beta = 0.
\]

This shows that if \( \psi = C u_\beta \) then

\[
(A u, v) = \langle \psi, B' v \rangle, \text{ all } v \in Z(A_\beta),
\]

However, since \( B' \) maps \( Z(A_\beta) \) isomorphically onto \( \Pi H^{2m+\mu_j + \frac{1}{2}}(\Gamma) \), equation (1.8) determines a unique element \( \psi \in \Pi H^{2m-\mu_j - \frac{1}{2}}(\Gamma) \) for each \( u \in D(A) \). This implies that b) and c) are equivalent definitions of \( M \).

(ii) We will use definition b), recalling that \( D(A_\beta) \) is a closed subspace of \( H^{2m}(\Omega) \) (see (1.1) or Corollary I 3.1). Since the mapping \( \nu_\beta \) is continuous from \( D(A) \) onto \( D(A_\beta) \), and \( C \) is continuous from \( H^{2m}(\Omega) \) into \( \Pi H^{2m-\mu_j - \frac{1}{2}}(\Gamma) \), \( M = C \circ \nu_\beta \) maps \( D(A_\beta) \) continuously into \( \Pi H^{2m-\mu_j - \frac{1}{2}}(\Gamma) \). Also by b), \( M u = C u \) when \( u \in D(A_\beta) \) and therefore \( M \) maps \( D(A_\beta) \) continuously into \( \Pi H^{2m-\mu_j - \frac{1}{2}}(\Gamma) \). That this last mapping is surjective follows from Proposition I 2.1: for given \( \varphi \in \Pi H^{2m-\mu_j - \frac{1}{2}}(\Gamma) \) there exists \( u \in H^{2m}(\Omega) \) with \( B u = 0 \), \( C u := M u = \varphi \).

(iii) When \( u \in D(A_0) \), \( B u = C u = 0 \), whence \( M u = 0 \) by a). When \( u \in Z(A_\beta) \), \( M u = 0 \) by c).
Conversely, let \( u \in D(A_i) \) with \( Mu = 0 \). Then, by c), \( (Au, v) = 0 \) for all \( v \in Z(A_i) \), i.e., \( Au \in Z(A_i)^{\perp} \). Since \( Z(A_i)^{\perp} = R(A_0) \) (as noted in II (1.6)), \( Au \in R(A_0) \). Then \( u = u_0 + u_1 \) where \( u_0 \in D(A_0) \) and \( u_1 \in Z(A_i) \).

(iv) \( M' \) has analogous properties to those of \( M \).

Let \( u \in D(A_i) \), \( v \in D(A_i) \). Then

\[
(Au, v) - (u, A'v) = (Au, v) - (Au, v) = \langle Bu, v \rangle - \langle Bu, v \rangle,
\]

\[
= \langle Bu, v \rangle - \langle Bu, v \rangle,
\]

since \( B^*v = 0 \), \( Bu = 0 \).

(v) Let \( A_M \) and \( A'_{M'} \) be defined by (1.6) and (1.7). For \( u \in D(A_M) \), \( v \in D(A'_{M'}) \) one has by (iv):

\[
(Au, v) - (u, A'v) = 0
\]

so \( A_M \) and \( A'_{M'} \) are contained in each other's adjoints. Recall that \( A_M \in \mathfrak{H} \) implies \( (A_M)^* \in \mathfrak{H}' \), and \( A'_{M'} \in \mathfrak{H}' \) implies \( (A'_{M'})^* \in \mathfrak{H} \). Let \( u \in D((A'_{M'})^*) \), then this means that \( u \in D(A_i) \) and

\[
(Au, v) - (u, A'v) = 0 \quad \text{for all} \quad v \in D(A'_{M'}).
\]

Since \( Z(A_i) \subset D(A'_{M'}) \) (by (iii)), one has in particular:

\[
(Au, v) = 0 \quad \text{for all} \quad v \in Z(A_i),
\]

whence, by definition c), \( Mu = 0 \). Thus \( u \in D(A_M) \), which completes the proof that \( A_M = (A'_{M'})^* \). The proof that \( A'_{M'} = (A_M)^* \) is analogous.

Remark 1.1. Note that the operator \( A_M \) defined in Theorem 1.2 (v) is an example of a realization of \( A \) determined by a non-local boundary condition; moreover its domain is not in \( H^s(Q) \) for any \( s > 0 \), since it contains \( Z(A_i) \) (by (iii)).

Proposition 1.2. The set of equations

\[
\begin{align*}
Bu &= \varphi \\
Mu &= \psi
\end{align*}
\]

(1.9)

has a solution \( u \in D(A_i) \) for any pair \( \varphi \in \Pi H^{-m} - \frac{1}{2} (I) \), \( \psi \in \Pi H^{2m} - \frac{1}{2} (I') \). The solution is unique modulo \( D(A_0) \).

* Annali della Scuola Normale Superiore di Pisa*
PROOF: Let \( \varphi \in PH^{\frac{m}{2}}(\Gamma') \) and \( \psi \in PH^{\frac{2m}{2}}(\Gamma') \) be given. If \( u \in D(A_\beta) \) is a solution of (1.9) then

\[
Bu = Bu_\beta = \varphi
\]

\[
Mu = Mu_\beta = \psi
\]

and conversely, if \( u = v + z \) where \( v \in D(A_\beta) \), \( z \in Z(A_\alpha) \) and

(1.10) \quad Bz = \varphi
(1.11) \quad Mv = \psi,

then \( u \) is a solution of (1.9).

Since \( D(A_\alpha) \subset D(A_\beta) \) and \( Z(A_\alpha) \cap D(A_\beta) = \{0\} \), it follows from Theorem 1.1 (ii), (iii), that \( M \) maps \( D(A_\beta) \) onto \( PH^{\frac{2m}{2}}(\Gamma') \) with kernel \( D(A_\alpha) \). Thus (1.11) has a solution \( v \in D(A_\beta) \) unique modulo \( D(A_\alpha) \). By Proposition 1.1, (1.10) has a unique solution \( z \in Z(A_\alpha) \). It follows that (1.9) has a solution \( u \in D(A_\beta) \), unique modulo \( D(A_\alpha) \).

**Corollary 1.2.** The set of equations

\[
\begin{align*}
Bu &= \varphi \\
Cu &= \psi
\end{align*}
\]

has a solution \( u \in D(A_\alpha) \) for \( \varphi \in PH^{\frac{m}{2}}(\Gamma') \), \( \psi \in PH^{\frac{2m}{2}}(\Gamma') \), if and only if \( \varphi = P\varphi \in PH^{\frac{2m}{2}}(\Gamma') \).

**PROOF:** If \( u \in D(A_\beta) \) is a solution of (1.12), then \( \varphi = P\varphi = Cu - PBu = Mu = PH^{\frac{2m}{2}}(\Gamma') \) by Theorem 1.1 (ii).

Conversely, if \( \varphi = P\varphi \in PH^{\frac{2m}{2}}(\Gamma') \), then a solution \( u \in D(A_\alpha) \) of

\[
\begin{align*}
Bu &= \varphi \\
Mu &= \varphi - P\varphi
\end{align*}
\]

exists according to Proposition 1.2; this \( u \) also satisfies (1.12).
III § 2. Fundamental results.

Let $V$ be a closed subspace of $Z(A_1)$, and $W$ a closed subspace of $Z(A_2)$. It was proved in Proposition 1.1 that $B$ maps $Z(A_1)$ isomorphically onto $\Pi H_{-m}^{m_1 + \frac{1}{2}}(I)$; consequently $B$ maps $V$ isomorphically onto a closed subspace $X$ of $\Pi H_{-m}^{m_1 + \frac{1}{2}}(I)$. Denote the strong antidual of $X$ by $X'$. Since $X$ is a Hilbert space, the strong antidual of $X'$ is $X$; moreover, a norm in $X$ together with the duality leads to an identification of $X$ with $X'$. However, we will avoid to make use of this identification since it requires a specific norm in $X$, cf. Remark 2.1 below.

Since $X \subset \Pi H_{-m}^{m_1 + \frac{1}{2}}(I)$, every element $\varphi \in \Pi H_{-m}^{m_1 + \frac{1}{2}}(I)$ defines a unique element $\varphi_1 \in X'$ by

\begin{equation}
\langle \varphi_1, \psi \rangle = \langle \varphi, \psi \rangle \quad \text{for all } \psi \in X.
\end{equation}

$\varphi_1$ is the restriction of $\varphi$, considered as a functional on $\Pi H_{-m}^{m_1 + \frac{1}{2}}(I)$, to the subspace $X$. To describe the connection between $\varphi$ and $\varphi_1$, we will either use (2.1) or simply say that

\begin{equation}
\varphi = \varphi_1 \text{ on } X.
\end{equation}

From $B$ we can deduce an isomorphism $E$ of $V$ onto $X'$ by the formula

\[ \langle Ev_1, Bv_2 \rangle = (v_1, v_2)_V \quad \text{all } v_1, v_2 \in V. \]

Similarly, let $B'W = Y$ (closed subspace of $\Pi H_{-2m}^{m_1 + \frac{1}{2}}(I)$), then $B'$ gives rise to an isomorphism $F$ of $W$ onto $Y'$ by

\[ \langle Fv_1, B'w_2 \rangle = (v_1, w_2)_W \quad \text{all } v_1, w_2 \in W. \]

Now if $T$ is a linear operator with domain in $V$ and range in $W$, then $T$ defines an operator $L : X \rightarrow Y'$ by

\[ D(L) = BD(T), \quad LBv = FTv, \text{ all } v \in D(T). \]

We prefer to write the definition of $L$ in the following equivalent form:
DEFINITION 2.1a. Let $V \subset Z(A_i)$, $W \subset Z(A'_i)$, closed subspaces, and let $T$ be an operator with $D(T) \subset V$, $R(T) \subset W$. Denote $B_V = X$ and $B'_W = Y'$. Then $T : V \to W$ gives rise to the operator $L : X \to Y'$ defined by

$$D(L) = BD(T)$$

$$\langle LBv, B'w \rangle_Y = \langle Tv, w \rangle_W, \quad \text{all } v \in D(T), w \in W.$$ 

Similarly:

DEFINITION 2.1b. Let $V, W, X, Y$ be as in Definition 2.1a, and let $T_1$ be an operator with $D(T_1) \subset W$, $R(T_1) \subset V$. Then $T_1 : W \to V$ gives rise to the operator $L_1 : Y \to X'$ defined by

$$D(L_1) = B'D(T_1)$$

$$\langle L_1 B'w, Bv \rangle_X = \langle T_1 w, v \rangle_V, \quad \text{all } w \in D(T_1), v \in V.$$ 

REMARK 2.1. Note that the definitions are independent of any particular norms in $X$ and $Y$. We have aimed at this for the following reason: In the consideration of the space $\Pi H^{m_j + \frac{1}{2}}(I')$ and its strong dual $\Pi H^{-m_j - \frac{1}{2}}(I')$, the duality, i.e., the sesquilinear form

$$\langle \varphi, \psi \rangle_{\Pi H^{m_j + \frac{1}{2}}(I')} \quad \text{is given as an extension of the } L^2\text{-inner product in } (D(I'))^m \text{ (with respect to the surface measure on } I') \text{, whereas there is an arbitrary choice between equivalent norms in } \Pi H^{m_j + \frac{1}{2}}(I') \text{, for instance corresponding to different systems of local coordinates. Therefore, results that do not depend on the choice of a particular norm in the spaces } H^s(I') \text{ (} s \neq 0), \text{ are in general the most useful ones.}$$

LEMMA 2.1. Definition 2.1a establishes a 1–1 correspondence between all linear operators $T : V \to W$ ($V \subset Z(A_i)$, $W \subset Z(A'_i)$, closed subspaces), and all linear operators $L : X \to Y'$ ($X \subset \Pi H^{-m_j - \frac{1}{2}}(I')$, $Y \subset \Pi H^{2m_j + \frac{1}{2}}(I')$, closed subspaces).

Similarly, Definition 2.1b establishes a 1–1 correspondence between all linear operators $T_1 : W \to V$ ($V$ and $W$ as above) and all linear operators $L_1 : Y \to X'$ ($X$ and $Y$ as above).
PROOF: See Remark 2.2 below.

REMARK 2.2. Consideration of the isomorphisms $B : V \to X$, $E : V \to X'$, $B' : W \to Y$, and $F : W \to Y'$, shows Lemma 2.1, and moreover shows the fact that (loosely speaking) the correspondences in Lemma 2.1 preserve all those properties of the operators that can be expressed independently of particular norms in $\sum_{\alpha} H^{-\alpha} \frac{1}{2} (\Gamma)$ and $\sum_{\beta} H^{-\beta} \frac{1}{2} (\Gamma)$ (cf. Remark 2.1). Since the proof for each property, we shall need to consider, is immediate, we will not state this fact explicitly in a theorem.

If $L : X \to Y'$ is densely defined, we define the adjoint $L^*$ as an operator from $Y$ to $X'$ by: $L^*$ is the operator with largest domain satisfying

$$\langle L^* \varphi, \psi \rangle_{X', X} = \langle \varphi, L \psi \rangle_Y, \quad \forall \varphi \in D(L), \psi \in D(L^*).$$

(Here we use the notation $\langle \xi, \eta \rangle_{X', X} = \langle \eta, \xi \rangle_X$.)

One has:

LEMMA 2.2. Let $T : V \to W$ be densely defined, so that $T^* : W \to V$ exists. If $T : V \to W$ corresponds to $L : X \to Y'$ by Definition 2.1a, then $T^* : W \to V$ corresponds to $L^* : Y \to X'$ by Definition 2.1b.

The proof is easy and will be omitted. We further note:

LEMMA 2.3.

(i) When $u \in D(A_1)$, $Bu = Bu_c$. In particular, if $A \in \mathcal{M}$, then $B(\text{pr}_c D(A)) = BD(A)$. (ii) Let $T : V \to W$ correspond to $L : X \to Y'$ as in Definition 2.1a. If $u \in D(A_1)$, then $u_c \in D(T)$ if and only if $Bu \in D(L)$.

PROOF:

(i) When $u \in D(A_1)$, $u = u_\beta + u_c$ where $u_\beta \in D(A_\beta)$, $u_c \in Z(A_1)$. By the definition of $A_\beta$, $Bu_\beta = 0$; thus $Bu = Bu_c$.

(ii) Let $T : V \to W$ correspond to $L : X \to Y'$ as in Definition 2.1a, and let $u \in D(A_1)$. Then $u_c \in D(T)$ if and only if $Bu_c \in D(L)$. The statement follows from the fact that $Bu_c = Bu$.

LEMMA 2.4. Let $T : V \to W$ correspond to $L : X \to Y'$ as in Definition 2.1a. Then the following two sets $D_1$ and $D_2$ are identical:

$$D_1 = \{ u \in D(A_1) \mid u_c \in D(T), (Au)_{\text{pr}} = Tu_c \}$$

$$D_2 = \{ u \in D(A_1) \mid Bu \in D(L), Mu = LBu \text{ on } Y \}.$$
Proof: Let \( u \in D(A) \) with \( u \in D(A) \) and \( Bu \in D(L) \). By Lemma 2.3, it is enough to prove that \( (Au)_w = Tu_\xi \) if and only if \( Mu = LBu \) on \( Y \) (in the terminology introduced in (2.1)-(2.2)).

Let \( u \) satisfy \( (Au)_w = Tu_\xi \) or, equivalently,

\[
(Au, w) = (Tu_\xi, w) \quad \text{for all } w \in W. \tag{2.3}
\]

Since \( W \subset Z(A) \), \( (Au, w) = \langle Mu, B'w \rangle \), by the definition of \( M \) (Theorem 1.2 (i) \( \circ \)). Also, by the definition of \( L, (Tu_\xi, w) = \langle LBu_\xi, B'w \rangle \), which equals \( \langle LBu, B'w \rangle \) by Lemma 2.3 (i). Therefore, (2.3) is equivalent with

\[
\langle Mu, B'w \rangle = \langle LBu, B'w \rangle, \quad \text{all } w \in W. \tag{2.4}
\]

Since \( B' \) maps \( W \) isomorphically onto \( Y \), (2.4) is equivalent with

\[
\langle Mu, \psi \rangle = \langle LBu, \psi \rangle, \quad \text{all } \psi \in Y, \tag{2.5}
\]

i.e.,

\[
Mu = LBu \quad \text{on } Y. \tag{2.6}
\]

This shows that \( u \) satisfies \( (Au)_w = Tu_\xi \) if and only if \( Mu = LBu \) on \( Y \).

With Lemma 2.1-2.4 we have the complete machinery to « translate » the results of Chapter II § 1 and 3 into statements involving boundary conditions. The proofs of the theorems below are quite straightforward, so we will only indicate details in a few cases.

Corollary II 1.1 carries into:

**Theorem 2.1.** There is a \( 1-1 \) correspondence between all closed operators \( \tilde{A} \in \mathcal{M} \) and all operators \( L : X \rightarrow Y' \) satisfying

(i) \( X \) is a closed subspace of \( \Pi H^{-\frac{m-\frac{1}{2}}{2}}(\Gamma), Y \) is a closed subspace of \( \Pi H^{-\frac{m+\frac{1}{2}}{2}}(\Gamma) \);

(ii) \( L \) is densely defined and closed;

the correspondence being given by

\[
D(\tilde{A}) = \{ u \in D(A) \mid Bu \in D(L), \; Mu = LBu \; \text{on} \; Y \}.
\]

In this correspondence, \( D(L) = BD(\tilde{A}) \) (so \( X = BD(\tilde{A}) \)).
Furthermore, if \( \tilde{A} \) corresponds to \( L : X \to Y' \) in the above sense, then \( \tilde{A}^* \) corresponds to \( L^* : Y \to X' \) by

\[
D(\tilde{A}^*) = \{ v \in D(A'_i) \mid B'v \in D(L^*), \; M'v = L^*B'v \text{ on } X \};
\]

here \( D(L^*) = B'D(\tilde{A}^*) \) (so \( Y = B'D(\tilde{A}^*) \)).

**Remark 2.3.** As in Remark II 1.1 we note that for \( \tilde{A} \) we only need to know \( L \) as an operator from \( \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \) to \( Y' \), since \( X = \overline{D(L)} \); however, \( X \) is important for the definition of \( L^* \), and the correspondence with \( \tilde{A}^* \).

Noting that by Lemma 2.3 (for \( \tilde{A}^* \) and \( B' \)) and the fact that \( B' \) is an isomorphism of \( Z(A'_i) \) onto \( \Pi H^{-2m_j + \frac{1}{2}} (\Gamma) \), \( \text{pr}_C D(\tilde{A}^*) \) is dense in \( Z(A'_i) \) if and only if \( B'D(\tilde{A}^*) \) is dense in \( \Pi H^{-2m_j + \frac{1}{2}} (\Gamma) \), we obtain from Theorem II 3.1 the following theorem:

**Theorem 2.2.** An operator \( \tilde{A} \in \mathcal{M} \) (closed or not) satisfies \( B'D(\tilde{A}^*) = \Pi H^{-2m_j + \frac{1}{2}} (\Gamma) \) if and only if there exists a closable operator \( L : \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \to \Pi H^{2m_j - \frac{1}{2}} (\Gamma) \) such that

\[
D(\tilde{A}) = \{ u \in D(A'_i) \mid Bu \in D(L), \; Mu = LBu \}.
\]

\( \tilde{A} \) and \( L \) determine each other by (2.7); the correspondence is inclusion preserving.

When \( \tilde{A} \) corresponds to \( L \) in this way, \( \tilde{A} \) corresponds to \( \tilde{L} : X \to \Pi H^{2m_j - \frac{1}{2}} (\Gamma) \) in the sense of Theorem 2.1, with \( X = \text{the closure of } D(L) \) in \( \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \).

Theorem II 3.2 is easily carried into

**Theorem 2.3.** Let \( X \) be a closed subspace of \( \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \), \( Y \) a closed subspace of \( \Pi H^{-2m_j + \frac{1}{2}} (\Gamma) \) and \( L : X \to Y' \) a closable, densely defined
operator. Then \( L \) corresponds to an operator \( \tilde{A} \) by

\[
D(\tilde{A}) = \{ u \in D(A) \mid Bu \in D(L), Mu = LBu \text{ on } Y \},
\]

and \( \tilde{L} : X \to Y' \) corresponds to \( \tilde{A} \) in the sense of Theorem 2.1.

Theorem 2.2 and 2.3 enable us to include certain non-closed cases in the following description of the correspondence between properties of \( \tilde{A} \) and \( L \). Note that the realizations considered in Theorem 2.2 are a subclass of those considered in Theorem 2.3, namely those for which \( Y = \Pi H^{-2m+y^2} \frac{1}{2} (I') \). We have stated Theorem 2.2 in preparation for the discussion of « pure conditions » later in this \( \S \).

**Theorem 2.4.** Let \( \tilde{A} \) correspond to \( L : X \to Y' \) as in Theorem 2.1 or Theorem 2.3. Then

(i) \( \tilde{A} \) is \( 1 - 1 \) if and only if \( L \) is \( 1 - 1 \); in fact

\[
\dim Z(\tilde{A}) = \dim Z(L);
\]

(ii) \( \tilde{A} \) maps \( D(\tilde{A}) \) onto \( H \) if and only if \( L \) maps \( D(L) \) onto \( Y' \);

(iii) \( R(\tilde{A}) \) is closed if and only if \( R(L) \) is closed;

(iv)

\[
\text{codim } R(\tilde{A}) = \text{codim } R(L).
\]

**Proof:** Theorem II 1.3 is easily extended to the non-closed cases described in Theorem II 3.2. Then Theorem II 1.3 implies the above statements for the correspondence in Theorem 2.1 and 2.3.

**Corollary 2.4.** Let \( \tilde{A} \) correspond to \( L : X \to Y' \) as in Theorem 2.1 or 2.3. Then \( \tilde{A} \) and \( L \) have the same index; \( \tilde{A} \) is a semi-Fredholm operator if and only if \( L \) is one, and \( \tilde{A} \) is a Fredholm operator if and only if \( L \) is one.

A complete translation of Theorem II 1.4 seems unnecessary here (it requires a specific norm in \( \Pi H^{-m+y^2} \frac{1}{2} (I') \) and \( \Pi H^{-2m+y^2} \frac{1}{2} (I') \), and leads to a somewhat unnatural statement), however, we will mention the consequence of Corollary II 1.4:
Theorem 2.5. (Uses the boundedness of $\Omega$). Let $\tilde{A}$ correspond to $L: X \to Y'$ as in Theorem 2.1 or 2.3. If $\tilde{A}^{-1}$ exists (or, equivalently, $L^{-1}$ exists), then $\tilde{A}^{-1}$ is compact if and only if $L^{-1}$ is compact.

Proof: Since $\Omega$ is bounded, the imbedding of $H^{2m}(\Omega)$ into $H^0(\Omega)$ is compact, and therefore $A^{-1}_0$ is compact. Thus $\tilde{A}^{-1}$ and $T^{-1}$ are simultaneously compact, by Corollary II 1.4, so the same holds for $\tilde{A}^{-1}$ and $L^{-1}$.

Remark 2.4. As mentioned in I § 1, the fundamental results can be proved also in (sufficiently nice) cases where $\Omega$ is unbounded. In that way one would get a characterization of Fredholm operators also in such unbounded cases, even though Theorem 2.5 could not be extended.

Let us describe how some well known (local) boundary conditions fit into our theory. (More detailed descriptions in [15]).

1) The boundary condition $Bu = 0$ determines the operator $A_{\beta}$, which corresponds to $L: X \to Y'$ with $X = Y = \{0\}$. For, $X = D(L) = B(A) = \{0\}$ and $Y = B'(A) = B'(A) = \{0\}$.

2) The condition $Cu = 0$ is equivalent with $Mu + PBu = 0$ or $Mu = -PBu$. Let $\tilde{A}$ denote the realization determined by the boundary condition $Cu = 0$, then $\tilde{A}$ is closed by Theorem 1.3.2; and corresponds in the sense of Theorem 2.1 to the operator $L: \Pi H^{-m\gamma - \frac{1}{2}}(\Gamma) \to \Pi H^{2m - m\gamma - \frac{1}{2}}(\Gamma)$ defined by

$$D(L) = \{\varphi \in \Pi H^{-m\gamma - \frac{1}{2}}(\Gamma) \mid P\varphi \in \Pi H^{2m - m\gamma - \frac{1}{2}}(\Gamma)\}$$

$$L\varphi = -P\varphi \quad \text{for} \quad \varphi \in D(L).$$

3) The so-called « mixed conditions »: $Bu = 0$ on $\Gamma_1$, $Cu = 0$ on $\Gamma_2$, where $\Gamma = \Gamma_1 \cup \Gamma_2 \cup \Sigma$ (nontrivial disjoint union; $\Gamma_1$ and $\Gamma_2$ are open subsets of $\Gamma$, $\Sigma$ is an $n - 2$ dimensional $C^\infty$ manifold), give rise to closed operators $\tilde{A}$, which correspond to $L: X \to Y'$ with $X$ and $Y$ defined by

$$X = \{\varphi \in \Pi H^{-m\gamma - \frac{1}{2}}(\Gamma) \mid \text{supp} \varphi \subseteq \overline{\Gamma_2}\},$$

$$Y = \{\psi \in \Pi H^{-2m + m\gamma + \frac{1}{2}}(\Gamma) \mid \text{supp} \psi \subseteq \overline{\Gamma_1}\}$$

and $L$ defined by

$$D(L) = \{\varphi \in X \mid P\varphi \in Y'\}$$

$$L\varphi = -P\varphi \quad \text{on} \quad Y, \quad \text{for} \quad \varphi \in D(L).$$
(Here $P\varphi \in Y'$ is understood in the following way: When $\varphi \in X$, $P\varphi \in \Pi H^{-\mu -\frac{1}{2}}(\Gamma) \subset (\mathcal{D}'(\Gamma))^m$, so $(P\varphi, \psi)$ is defined for all $\psi \in (\mathcal{D}(\Gamma))^m$. Now $Y = \Pi H_0^{-2m + \mu + \frac{1}{2}}(\Gamma_0)$ (cf. definition 1 (1.2), negative $\psi$), so that $(\mathcal{D}(\Gamma_0))^m$ is dense in $Y$. We say that $P\varphi \in Y'$ if $P\varphi$ is continuous on $\psi \in (\mathcal{D}(\Gamma_0))^m$ with respect to the topology of $Y$.

Note that $Y'$ is the space of functions $\Pi H^{-2m - \mu - \frac{1}{2}}(\Gamma_0)$.

In the last example $X = \Pi H^{-m - \frac{1}{2}}(\Gamma)$ and $Y = \Pi H^{-2m + \mu + \frac{1}{2}}(\Gamma)$.

When $Y = \Pi H^{-2m + \mu + \frac{1}{2}}(\Gamma)$, the boundary condition states that $Mu$ is a function of $Bu$ (not just coincident with $LBu$ as functionals on a subspace of $\Pi H^{-2m + \mu + \frac{1}{2}}(\Gamma)$). Since $Cu = Mu + PBu$ (Theorem 1.2 (i)), this also means that $Cu$ is a function of $Bu$, or,

\begin{equation}
Cu = KBu, \ u \in D(\tilde{A}),
\end{equation}

for some operator $K$ in $(\mathcal{D}'(\Gamma))^m$.

The earlier studies of non-local boundary value problems [2], [4], [5], [6], [12], [29]) have been concerned mainly with boundary conditions of the type (2.8) ([29] does include other types that (2.8)); the term «non-local» referring to the fact that $L$ is not required to be a differential operator. We will therefore give this problem some special attention. Here we change our point of view slightly, in that we will discuss all realizations $\tilde{A}$ that can be described by a boundary condition of the type (2.8); then we shall have to consider closed as well as non-closed $\tilde{A}$, and we do not have a correspondence $\tilde{A} \leftrightarrow L$ to start with. In the remainder of this § it is described how such realizations fit into our theory. Some further results will be given in § 6.

Since the «mixed problem» described above in 3) is obviously not in this class, we have chosen (for lack of better terminology) to call boundary conditions of the type (2.8) «pure conditions». More precisely:

**Definition 2.2.** An operator $\tilde{A} \in \mathcal{H}$ will be said to represent a pure condition if and only if $Bu = 0$ implies $Cu = 0$ when $u \in D(\tilde{A})$.

Recalling that $Mu = Cu - PBu$ for $u \in D(A_1)$, and $M$ maps $D(A_1)$ into $\Pi H^{-2m - \mu - \frac{1}{2}}(\Gamma)$ (Theorem 1.2) one easily proves:
LEMMA 2.5. Let \( \tilde{A} \in \mathcal{M} \). The following statements are equivalent:

(i) \( \tilde{A} \) satisfies Definition 2.2;

(ii) there exists an operator \( K : \Pi H^{m_j - \frac{1}{2}}(\Gamma) \rightarrow \Pi H^{m_j - \frac{1}{2}}(\Gamma) \) such that

\[
D(\tilde{A}) = \{ u \in D(A) \mid Bu \in D(K), Cu = KBu \};
\]

(iii) there exists an operator \( L : \Pi H^{m_j - \frac{1}{2}}(\Gamma) \rightarrow \Pi H^{2m_j - \frac{1}{2}}(\Gamma) \) such that

\[
D(\tilde{A}) = \{ u \in D(A) \mid Bu \in D(L), Mu = LBu \}.
\]

When \( \tilde{A} \in \mathcal{M} \) satisfies (2.9) we say that \( \tilde{A} \) represents the pure condition \( Cu = KBu \); when \( \tilde{A} \in \mathcal{M} \) satisfies (2.10) we say that \( \tilde{A} \) represents the pure condition \( Mu = LBu \).

Let \( \tilde{A} \) satisfy Definition 2.2, and let \( K \) and \( L \) be operators for which \( \tilde{A} \) satisfies (2.9) resp. (2.10). There is a fundamental difference between the way in which \( A \) is related to \( K \) and the way in which it is related to \( L \). Recall Proposition 1.2: the problem

\[
\begin{aligned}
Bu &= \varphi \\
Mu &= \psi
\end{aligned}
\]

has a solution \( u \in D(A) \) for all pairs \((\varphi, \psi) \in \Pi H^{m_j - \frac{1}{2}}(\Gamma) \times \Pi H^{2m_j - \frac{1}{2}}(\Gamma)\).

Therefore all of \( D(L) \times R(L) \) can be reached by \([Bu, Mu]\) when \( u \in D(A) \); and consequently is not only \( \tilde{A} \) determined by \( L \), but also \( L \) determined by \( \tilde{A} \) in (2.10).

Considering (2.9), we recall Corollary 1.2: the problem

\[
\begin{aligned}
Bu &= \varphi \\
Cu &= \varphi
\end{aligned}
\]

has a solution \( u \in D(A) \) for \((\varphi, \varphi) \in \Pi H^{m_j - \frac{1}{2}}(\Gamma) \times \Pi H^{2m_j - \frac{1}{2}}(\Gamma)\) if and only if \( \varphi - P\varphi \in \Pi H^{2m_j - \frac{1}{2}}(\Gamma) \), and then \( u \) is a solution of

\[
\begin{aligned}
Bu &= \varphi \\
Mu &= \varphi - P\varphi.
\end{aligned}
\]
This shows that whereas $K$ determines $\tilde{A}$ by (2.9), only the part of $D(K)$, for which $K\varphi - P\varphi \in \Pi H^{2m-\mu_1 - \frac{1}{2}}(\Gamma')$, enters in the definition of $\tilde{A}$; outside of this $K$ may be arbitrarily chosen. Moreover, we see that the connection between $K$ and $L$ is exactly:

\begin{align*}
D(L) & = \{ \varphi \in D(K) \mid K\varphi - P\varphi \in \Pi H^{2m-\mu_1 - \frac{1}{2}}(\Gamma') \} \\
L\varphi & = K\varphi - P\varphi \text{ for } \varphi \in D(L).
\end{align*}

Altogether, we have found

**Proposition 2.1.**

(i) There is a $1-1$ correspondence between all $\tilde{A}$ satisfying Definition 2.2 and all operators $L: \Pi H^{-m_1 - \frac{1}{2}}(\Gamma') \rightarrow \Pi H^{2m-\mu_1 - \frac{1}{2}}(\Gamma')$, the correspondence being given by (2.10). In this correspondence, $D(L) = BD(\tilde{A})$.

(ii) $A$ satisfies (2.9) for an operator $K: \Pi H^{-m_1 - \frac{1}{2}}(\Gamma') \rightarrow \Pi H^{2m-\mu_1 - \frac{1}{2}}(\Gamma')$ if and only if $\tilde{A}$ satisfies (2.10) for the operator $L$ defined by

\begin{align*}
D(L) & = \{ \varphi \in D(K) \mid K\varphi - P\varphi \in \Pi H^{2m-\mu_1 - \frac{1}{2}}(\Gamma') \} \\
L\varphi & = K\varphi - P\varphi \text{ for } \varphi \in D(L).
\end{align*}

We can now restrict the attention to the connection between $\tilde{A}$ and $L$. The question to consider is how the properties of $\tilde{A}$ and $L$ are related, or rather: To what extent can our previous theory be applied? It turns out that there are two radically different possibilities, according to whether $L: \Pi H^{-m_1 - \frac{1}{2}}(\Gamma') \rightarrow \Pi H^{2m-\mu_1 - \frac{1}{2}}(\Gamma')$ is closable or not. When $L$ is closable, we are in the case described by Theorem 2.2; one then has that $\tilde{A}$ represents the pure condition $Mu = \overline{Lu}$, and the whole theory about correspondences between properties of $\tilde{A}$ and $L$ can be applied (with $D(L)$ as the domain space for $L$, strictly speaking). When $L$ is not closable, an accurate use of Theorem 2.2 will show that $\tilde{A}$ does not represent a pure condition even though $\tilde{A}$ does, so that the operator $L_t: X_t \rightarrow Y_t'$ to which $\tilde{A}$ corresponds by Theorem 2.1 is not an extension of $L$; a rather pathological situation. A criterion for $\tilde{A}$ determining which case we are in, is whether
THEOREM 2.6. Let \( \widetilde{A} \in \mathcal{M} \). The following statements are equivalent:

(i) \( \widetilde{A} \) represents a pure condition \( M_u = L B u \) where \( L : \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \)
\[ \rightarrow \Pi H^{-2m_j - \frac{1}{2}} (\Gamma) \) is closable;

(ii) \( \widetilde{A} \) represents a pure condition;

(iii) \( B' D (\widetilde{A}^*) \) is dense in \( \Pi H^{-2m_j + \frac{1}{2}} (\Gamma) \).

In the affirmative case, \( \widetilde{A} \) represents the pure condition \( M_u = L B u \) where \( L \) is the operator appearing in (i).

PROOF: The proof uses Theorem 2.2. In fact, the equivalence of (i) and (iii) is a mere restatement of the first part of Theorem 2.2. It is also seen from Theorem 2.2, that (i) implies (ii), and that \( \widetilde{A} \) represents the pure condition \( M_u = L B u \) if (i) holds. Finally, since \( \widetilde{A}^* = (\widetilde{A})^* \), Theorem 2.2 applied to \( \widetilde{A} \) shows that (ii) implies (iii).

As a corollary one gets a description of the pathological case:

COROLLARY 2.6. When \( \widetilde{A} \) is determined by a pure condition \( M_u = L B u \) with \( L : \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \rightarrow \Pi H^{-2m_j - \frac{1}{2}} (\Gamma) \) not closable then \( \widetilde{A} \) corresponds to an operator \( L_1 : X_1 \rightarrow Y_1 \) with \( Y_1 = \Pi H^{-2m_j + \frac{1}{2}} (\Gamma) \) (and \( X_1 = \overline{D (L)} \supseteq D (L_1) \supseteq D (L) \)) \( L_1 \) is (clearly) not an extension of \( L \).

PROOF: None of the statements (i) - (iii) of Theorem 2.6 hold in this case. Let \( \widetilde{\pi} \) correspond to \( L_1 : X_1 \rightarrow Y_1 \) by Theorem 2.1. Then since \( \widetilde{\pi} = \widetilde{\pi}^* \),

\[ Y_1 = B' D (\widetilde{\pi}^*) = B' D (\widetilde{\pi}) = \Pi H^{-2m_j + \frac{1}{2}}. \]

Concerning \( X_1 \) we first note that \( D (L_1) = B D (\widetilde{\pi}) \) (Theorem 2.1) and \( D (L) = BD (\widetilde{\pi}) \) (Proposition 2.1 (i)); now the closures of \( BD (\widetilde{\pi}) \) and \( BD (\widetilde{\pi}) \) in \( \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \) are equal since \( B \) is continuous from \( D (A_1) \) with the graph-topology onto \( \Pi H^{-m_j - \frac{1}{2}} (\Gamma) \). Thus \( X_1 = \overline{D (L_1)} = \overline{D (L)} \). Since \( BD (\widetilde{\pi}) \supseteq BD (\widetilde{\pi}) \supseteq D (L) \).
The next corollaries are easily shown.

**Corollary 2.7.** Let \( \tilde{A} \) be a closed operator in \( \mathcal{M} \). Then \( \tilde{A} \) represents a pure condition if and only if \( B^*D(\tilde{A}^*) \) is dense in \( \Pi H^{-\frac{2m-j-1}{2}}(\Gamma') \).

**Corollary 2.8.** Let \( \tilde{A} \in \mathcal{M} \) represent the pure condition \( Mu = LBu \). Then \( \tilde{A} \) is closed if and only if \( L \) is closed.

About the adjoint one has:

**Theorem 2.7.** Let \( \tilde{A} \) represent the pure condition \( Mu = LBu \) (\( L \) closable or not). Then \( \tilde{A}^* \) represents a pure condition (with obvious notation) if and only if \( D(L) \) is dense in \( \Pi H^{-\frac{2m-j-1}{2}}(\Gamma') \), i.e., if and only if \( BD(\tilde{A}) \) is dense in \( \Pi H^{-\frac{2m-j-1}{2}}(\Gamma') \).

In the affirmative case, \( \tilde{A}^* \) represents the pure condition \( M'x = L^*B'x \).

**Proof:** Applying the \( M' \)-analogue of Corollary 2.7 to \( \tilde{A}^* \) (which is closed) we see that \( \tilde{A}^* \) represents a pure condition if and only if \( BD(\tilde{A}^{**}) = BD(\tilde{A}) \) is dense in \( \Pi H^{-\frac{2m-j-1}{2}}(\Gamma') \). When \( L \) is closable, \( BD(\tilde{A}) = D(L) \) by Theorem 2.6, so \( BD(\tilde{A}) = D(L) \); when \( L \) is not closable, \( BD(\tilde{A}) = D(L_1) \) where \( D(L_1) = D(L) \) by Corollary 2.6, so that also here \( BD(\tilde{A}) = D(L) \). This proves the first part of the theorem.

The second part follows, when \( L \) is closable, from \( L^* = L^* \); in the nonclosable case it can be deduced from the last statement in II § 3.

**III § 3. Regularity.**

This § is concerned with the question of regularity, i.e., the smoothness properties of the solutions of the various boundary value problems.

We here consider inclusions \( D(\tilde{A}) \subset H^s(\Omega) \) and \( D(L) \subset \Pi H^{s-m-j-\frac{1}{2}}(\Gamma') \) and show these correspond to each other when \( 0 \leq s \leq 2m \). For \( s > 2m \) one never has \( D(\tilde{A}) \subset H^s(\Omega) \), since \( D(\tilde{A}) \supseteq D(A_0) = H_0^{2m}(\Omega) \); here we just see what \( D(L) \subset \Pi H^{s-m-j-\frac{1}{2}}(\Gamma') \) implies for \( \tilde{A} \). Other types of regularity results (e.g., concerning the property \( Au \in H^s(\Omega) \implies w \in H^{s+t}(\Omega) \), varying \( s \) and \( t \)) will be discussed in a subsequent paper.
We distinguish between two types of inclusions, exemplified as follows:

Let \( F \) be an operator from \( H^0(\Omega) \) to a Hilbert space \( K \), and let \( s > 0 \). Then \( D(F) \subset H^s(\Omega) \) (algebraically) means that \( h(F) \) is a subset of \( \mathbb{R} \) and \( D(F) \subset H^s(\Omega) \) (algebraically and topologically) means that furthermore the inclusion mapping is continuous, when \( D(F) \) is provided with the graph-topology; i.e.,

\[
|u|_s \leq c (|u|_0 + |Fu||K|), \ c > 0, \ \text{all} \ u \in D(F).
\]

For an operator \( L: X \to Y' \) (\( X \) a closed subspace of \( H^{s-m} \)) the graph topology on \( D(L) \) is of course determined by a norm \( ||\varphi|| = (\varphi_l^2 + L\varphi_q)^{1/2} \); here one is interested in inclusions \( D(L) \subset H^{s-m} \).

**Theorem 3.1.** Let \( \tilde{A} \) correspond to \( L \) as in Theorem 2.1.3 or Proposition 2.1 (i).

(i) Let \( 0 \leq s \leq 2m \). Then \( D(\tilde{A}) \subset H^s(\Omega) \) (alg.) if and only if \( D(L) \subset H^{s-m} \) (alg.).

(ii) Let \( s \geq 2m \). Then \( D(L) \subset H^{s-m} \) (alg.) implies

\[
|u|_{D(\tilde{A})} \leq c |Au|_{H^{s-2m}(\Omega)}, \ \text{all} \ u \in D(\tilde{A}).
\]

**Proof:** We observe first by inspection of Theorem 2.1.3 and Proposition 2.1 (i), that in all cases one has

\[
D(L) = BD(\tilde{A}).
\]

Now let \( u \in D(A_{\beta}) \), and consider the decomposition \( u = u_\beta + u_\zeta \) with \( u_\beta \in D(A_{\beta}), \ u_\zeta \in Z(A_{\beta}) \).

For \( 0 \leq s \leq 2m \), we note that \( D(A_{\beta}) \subset H^{2m}(\Omega) \) thus \( u \in H^s(\Omega) \) if and only if \( u_\zeta \in H^s(\Omega) \cap Z(A_{\beta}) = Z(A_{\beta}) \); i.e., if and only if \( Bu_\zeta \in H^{s-m} \) (Proposition 1.1). Since \( Bu_\zeta = Bu_1 \), it follows that \( u \in H^s(\Omega) \) if and only if \( Bu \in H^{s-m} \) (\( \Gamma \)). Then (i) follows by use of (3.1).

For \( s \geq 2m \) we have: \( Au \in H^{s-2m}(\Omega) \) implies \( u_\beta = A_{\beta}^{-1} Au \in H^s(\Omega) \) (Theorem 1 3.3, \( Bu_\beta = 0 \)). Then, for those \( u \) which have \( Au \in H^{s-2m}(\Omega), \ u \in H^s(\Omega) \) if and only if \( u_\zeta \in Z(A_{\beta}) \), i.e., \( Bu \in H^{s-m} \) (\( \Gamma \)). This leads to (ii).
Let $F$ be a closable operator from $H^0(\Omega)$ into a Hilbert space $K$, and let $N > 0$. Then $D(F) \subset H^s(\Omega)$ (alg. and top.) if and only if $D(\overline{F}) \subset H^s(\Omega)$ (alg.).

**Proof.** That $D(F) \subset H^s(\Omega)$ (alg. and top.) implies $D(\overline{F}) \subset H^s(\Omega)$ is obvious; on the other hand, if $D(\overline{F}) \subset H^s(\Omega)$ (alg.), the inclusion mapping $D(F) \rightarrow H^0(\Omega)$ is continuous with values in $H^s(\Omega)$, thus continuous into $H^0(\Omega)$, by the closed graph theorem.

**Theorem 3.2.** Let $\tilde{A}$ correspond to $L$ as in Theorem 2.1-3 (so $L$ is assumed closable).

(i) Let $0 \leq s \leq 2m$. Then $D(\tilde{A}) \subset H^s(\Omega)$ (alg. and top.) if and only if $D(L) \subset \Pi H^{s-m} - \frac{1}{2} \Gamma$ (alg. and top.).

(ii). Let $s \geq 2m$. Then $D(L) \subset \Pi H^{s-m} - \frac{1}{2} \Gamma$ (alg. and top.) implies $u \in D(\tilde{A})$, $Au \in H^{s-2m}(\Omega) \subset H^s(\Omega)$ (alg. and top.), where $[u \in H(\tilde{A})] \subset u \in H^{s-2m}(\Omega)$ is provided with the norm $\left( \| u \|_0^2 + \| Au \|_{s-2m}^2 \right)^{\frac{1}{2}}$.

**Proof:** Since $L$ is closable, $\tilde{A}$ corresponds to $L$.

If follows from Lemma 3.1 that $D(\tilde{A}) \subset H^s(\Omega)$ (alg. and top.) if and only if $D(\overline{\tilde{A}}) \subset H^s(\Omega)$ (alg.); and that for $s \geq 2m$, $[u \in D(\tilde{A})] \subset u \in H^{s-2m}(\Omega) \subset H^s(\Omega)$ (alg. and top.) if and only if $[u \in D(\overline{\tilde{A}})] \subset u \in H^{s-2m}(\Omega)$ (alg.), using that the closure of $[u \in D(\tilde{A})] \subset u \in H^{s-2m}(\Omega)$ in the norm $\left( \| u \|_0^2 + \| Au \|_{s-2m}^2 \right)^{\frac{1}{2}}$ equals $\left( \| u \|_\Gamma^2 + \| Au \|_{s-2m}^2 \right)^{\frac{1}{2}}$. The technique of the proof of Lemma 3.1 also gives that $D(L) \subset \Pi H^{s-m} - \frac{1}{2} \Gamma$ (alg. and top.) if and only if $D(\overline{L}) \subset \Pi H^{s-m} - \frac{1}{2} \Gamma$ (alg.).

The theorem now follows by application of Theorem 3.1 to $\tilde{A}$ and $\overline{L}$.

**Remark 3.1** Note that in the above theorems there are no other explicit assumptions on $Y$ than the defining one: that $Y$ be a closed subspace of $\Pi H^{-2m} + m + \frac{1}{2} \Gamma$.

### 4. The formally selfadjoint case.

When $A$ is formally selfadjoint (i.e., $A = A'$), then $A_0 = A_0'$ and $A_1 = A_1'$. Moreover, the boundary operators $B, B', C$ and $C'$ can be chosen...
such that \( B = B' \) and \( C = C' \); then the operator \( A_\beta \) is selfadjoint. (Systems \([B, C]\) of this kind are called self-conjugate in Ercolano-Schechter [10]. The index sets \([m_j], [\mu_j] \) will satisfy \( \mu_j = 2m - m_j - 1, \ j = 0, \ldots, m - 1. \) We refer to [10] for a detailed description.)

In the present § we will add this assumption to the basic assumption stated in § 1:

\[
\begin{align*}
A &= A', \quad B = B', \quad C = C'.
\end{align*}
\]

Then the theory of II § 2 can be applied. Note that we now have \( BZ(A_i) = B'Z(A'_i) = II H^{-\frac{1}{2}} (I') \).

**THEOREM 4.1 Assume (4.1).**

Let \( X \) be any closed subspace of \( II H^{-\frac{1}{2}} (I') \), and let \( L : X \rightarrow X' \) be selfadjoint. Then the operator \( \tilde{A} \in \mathcal{M} \) defined by

\[
D(\tilde{A}) = \{ u \in D(A_i) \mid Bu \in D(L), \ Mu = LBu \text{ on } X \}
\]

is selfadjoint.

Conversely, any selfadjoint operator \( \tilde{A} \in \mathcal{M} \) defines a selfadjoint operator \( L : X \rightarrow X' \) by (4.2); here \( X = BD(\tilde{A}) \).

\( \tilde{A} \) and \( L \) correspond uniquely to each other; \( D(L) = BD(\tilde{A}) \).

This theorem follows easily from Theorem II 2.1.

With our usual terminology, let us assume in the rest of this § that

\[
\tilde{A} \text{ corresponds to } L : X \rightarrow Y' \text{ as in Theorem 2.1.}
\]

One gets straightforwardly from Lemma II 2.1 and Definition (III) 2.1:

**LEMMA 4.1. Assume (4.1) and (4.3).**

Let \( X \subseteq Y. \) Then for \( u, v \in D(\tilde{A}) \)

\[
(Au, v) = (Au_{(\beta)}, v_{(\beta)}) + \langle LBu, Bu \rangle_y,
\]

In particular

\[
\text{Re} \ (Au, u) = (Au_{(\beta)}, u_{(\beta)}) + \text{Re} \ \langle LBu, Bu \rangle_y,
\]

\[
\text{Im} \ (Au, u) = \text{Im} \ \langle LBu, Bu \rangle_y.
\]
Theorem II 2.3 and Corollary II 2.3 imply:

**Theorem 4.2.** Assume (4.1) and (4.3).

\(\widetilde{A}\) is symmetric if and only if \(X \subset Y\) and \(L\) is symmetric (i.e., \(\langle L\varphi, \varphi \rangle = \langle \varphi, L\varphi \rangle\) for all \(\varphi, \varphi \in D(L)\)).

Moreover, \(\widetilde{A}\) is maximal symmetric if and only if \(X = Y\) and \(L\) is maximal symmetric.

For the remaining theorems we assume that \(A_0\) is positive, i.e.

\[
m(A_0) = \inf \{ |(Au, u)| \mid u \in D(A_0), |u| = 1 \} > 0.
\]

Then there exist positive selfadjoint realizations, in particular the operator \(A_r\), determined by Friedrichs' lemma, Lemma II 2.2. The justification for calling Friedrichs' extension \(A_r\), is that it is exactly the realization \(A_{B_0}r\), say, which corresponds to \(B = B' = \gamma\) (Dirichlet conditions). We will indicate a proof:

Denote \([\gamma_0, \ldots, \gamma_{m-1}] = \gamma\), where \(\gamma_j = \frac{\partial^j}{\partial n^j}\) (as in Theorem I 2.1). Using that \(a_{pq}(x) \in \mathcal{D}'(\partial\Omega)\) one obtains by integration by parts

\[
(Au, v) = a(u, v) + \int_{\partial\Omega} Nu \cdot \vec{v} \, d\sigma, \text{ all } u, v \in \mathcal{D}'(\partial\Omega),
\]

where \(a(u, v)\) is defined by

\[
a(u, v) = \sum_{|p|,|q| \leq m} \int_{\Omega} a_{pq}(x) D^n u \cdot \overline{D^n v} \, dx;
\]

and \(N = [N_0, \ldots, N_{m-1}]\) is a normal system of boundary operators with \(C^\infty\) coefficients and orders \(2m - j - 1, j = 0, \ldots, m - 1\). (4.6) actually makes sense for all \(u, v \in H^m(\Omega)\); then \(a(u, v)\) is a continuous symmetric sesquilinear form on \(H^m(\Omega)\).

By extension by continuity (using Corollary I 2.1), (4.5) extends to \(H^{2m}(\Omega)\):

\[
(Au, v) = a(u, v) + \int_{\partial\Omega} Nu \cdot \vec{v} \, d\sigma, \text{ all } u, v \in H^{2m}(\Omega);
\]

here \(\gamma\) and \(N\) map \(H^{2m}(\Omega)\) continuously into \(\Pi H^{2m-j-\frac{1}{2}}(\Gamma)\) resp. \(\Pi H^{j+\frac{1}{2}}(\Gamma)\).
Define the operator \( A_{B_{m_{n}}} \) by
\[
A_{B_{m_{n}}} \subseteq A_{1}
\]
\[
D (A_{B_{m_{n}}}) = \{ u \in H^{m}(\Omega) \mid \gamma u = 0 \}
\]
by the regularity theorem mentioned in Chapter I (see Remark I 3.1 and Corollary I 3.1) it is selfadjoint. Moreover, \( D (A_{B_{m_{n}}}) \subseteq H_{0}^{m}(\Omega) \), for \( D (A_{B_{m_{n}}}) \subseteq H^{m}(\Omega) \) and \( \gamma \) defined on \( H^{m}(\Omega) \) extends \( \gamma \) defined on \( H^{m}(\Omega) \) (Remark I 2.1); we then use that \( \{ u \in H^{m}(\Omega) \mid \gamma u = 0 \} = H_{0}^{m}(\Omega) \) (Theorem I 2.1).

Now let \( u \in D (A_{B_{m_{n}}}) \). Then since \( D (\Omega) \) is dense in \( H_{0}^{m}(\Omega) \), there exists a sequence \( \{ u^{n} \} \subseteq D (\Omega) \subseteq D (A_{0}) \) so that \( u^{n} \to u \) in \( H_{0}^{m}(\Omega) \). In particular \( u^{n} \to u \) in \( L^{2}(\Omega) \). One also has, using (4.7)
\[
| (A (u^{n} - u), u^{n} - u) | = | a (u^{n} - u, u^{n} - u) | \leq c | u^{n} - u |^{2}_{m_{n}},
\]
since \( a (u, v) \) is continuous on \( H^{m}(\Omega) \). Thus \( (A (u^{n} - u), u^{n} - u) \to 0 \) for \( n \to \infty \).

This shows that \( A_{B_{m_{n}}} \) satisfies the conditions of Lemma II 2.2, thus
\[
A_{B_{m_{n}}} = A_{\gamma}
\]
We will use the notation \( A_{\gamma} \). Note that Lemma II 2.2 implies that \( m (A_{\gamma}) = m (A_{0}) \).

The results of II § 2 are concerned with numerical ranges and spectra. There is one complication in carrying this over to the correspondence between \( \tilde{A} \) and \( L \), that we would like to point out:

Usually, the duality between \( IIH^{-m_{j} - \frac{1}{2}} (\Gamma) \) and \( IIH^{m_{j} + \frac{1}{2}} (\Gamma) \) is given, whereas the norm in \( IIH^{-m_{j} - \frac{1}{2}} (\Gamma) \) is not specified (cf. Remark 2.1). Therefore (if \( L : IIH^{-m_{j} - \frac{1}{2}} (\Gamma) \to IIH^{m_{j} + \frac{1}{2}} (\Gamma) \)) the value of \( \langle L \varphi, \varphi \rangle \) is well known, whereas \( | \varphi | \) is not, so the numerical range of \( L \) is not independently defined. Also the identification of \( IIH^{-m_{j} - \frac{1}{2}} (\Gamma) \) with its dual is not fixed, so that \( L \) does not have a well defined resolvent or spectrum.

There are several ways of handling this.

1° We can fix the norm in \( IIH^{-m_{j} - \frac{1}{2}} (\Gamma) \). This can be done in many ways; particularly suitable for the given set up is the norm that one obtains by demanding that \( B : Z (A_{1}) \to IIH^{m_{j} + \frac{1}{2}} (\Gamma) \) be an isometry. We
can then define the spectrum (and various parts of it) and the numerical
range, using the identification between $\Pi H_{-m_j - \frac{1}{2}} (\Gamma)$ and $\Pi H_{m_j + \frac{1}{2}} (\Gamma)$
defined by the duality together with this particular norm. All the statements
of II § 2 carry over word for word. The results from this approach seem
somewhat artificial, not very easily applicable.

If we notice that the particular norm in $\Pi H_{-m_j - \frac{1}{2}} (\Gamma)$ mentioned
in 1° can actually be described in terms of the norm in $L^2 (\Omega)$, we obtain
that the corresponding numerical range and lower bound can be defined in
terms of the norm in $L^2 (\Omega)$ and the duality between $Y$ and $Y'$;
let us therefore define (for $L: X \to Y'$ with $X \subset Y$, closed subspaces of
$\Pi H_{-m_j - \frac{1}{2}} (\Gamma)$):

(4.8) \[ \nu_2 (L) = \{ \langle LBz, Bz \rangle \mid z \in Z(A) \text{ with } Bz \in D(L), \| z \| = 1 \}, \]

(4.9) \[ m_2 (L) = \inf \{ \Re \langle LBz, Bz \rangle \mid z \in Z(A) \text{ with } Bz \in D(L), \| z \| = 1 \}. \]

Now, those spectral properties that are connected with the numerical
range and the concept of lower boundedness can still be treated if we
work only with $\nu_2 (L)$ and $m_2 (L)$.

Finally, it can be shown that positivity, nonnegativity and lower
boundedness, as well as the corresponding maximal concepts, can be defined
qualitatively, without reference to norm or numerical range. This will
lead to qualitative descriptions of the correspondence between spectral (and
numerical) properties of $\tilde{A}$ and $L$. The properties that depend on specific
estimates are lost by this approach.

In the following we will develop the ideas mentioned in 2° and 3°,
thereby applying the major part of II § 2. However, one type of application
has been omitted; the application of perturbation theorems as in Theorem
II 2.2 These obviously give rise to statements in the style of 1° above;
however, one could also get a qualitative statement from Theorem II 2.2
(ii), with suitable definitions. Since this type of idea requires a thorough
treatment we have omitted it here.

**Lemma 4.2.** Let $X \subset Y \subset \Pi H_{-m_j - \frac{1}{2}} (\Gamma)$ (closed subspaces) and let
$L: X \to Y'$. Let $\| \cdot \|_{X,1}$ and $\| \cdot \|_{X,2}$ be two equivalent hermitian norms in $X$. Then

\[ \inf \{ \Re \langle L \varphi, \varphi \rangle \mid \varphi \in D(L), \| \varphi \|_{X,1} = 1 \} \]

and

\[ \inf \{ \Re \langle L \varphi, \varphi \rangle \mid \varphi \in D(L), \| \varphi \|_{X,2} = 1 \} \]
belong to the same one of the four sets
(i) \(|t > 0|\), \quad (ii) \(|t \geq 0|\), \quad (iii) \(|t > -\infty|\), \quad (iv) \(|t = -\infty|\).

**Proof:** Follows easily from the fact that there exist positive constants \(c', c''\) so that

\[
\varphi \mid x, 1 < c' \varphi \mid x, 2 \leq c'' \mid \varphi \mid x, 1 \quad \text{for all } \varphi \in X.
\]

**Definition 4.1.** Let \(2 (r) \) (closed subspace) and let \(L : X \rightarrow Y'\). \(L\) will be said to be positive, nonnegative, lower bounded or unbounded below, according to whether

\[
\inf \{ \text{Re} \langle L\varphi, \varphi \rangle \mid \varphi \in D(L), \mid \varphi \mid x = 1 \}
\]

is \(> 0\), \(\geq 0\), \(< -\infty\) or \(= -\infty\) for all the equivalent norms in \(X\).

The definition makes sense because of Lemma 4.2.

**Lemma 4.3.** Let \(L : X \rightarrow Y'\) (\(X \subseteq Y\)) correspond to \(T : V \rightarrow W\) as in Definition 2.1a. Then \(L\) is positive, nonnegative, lower bounded or unbounded below, if and only if \(T\) is positive, nonnegative, lower bounded or unbounded below, respectively. (One has \(m(L) = m(T)\).)

**Proof:** Let \(X\) be provided with the norm defined by \(\mid Bz \mid x = |z|\); then the statement follows immediately from \(\langle LBz, Bz \rangle = \langle Tz, z \rangle\).

**Definition 4.2.** Assumptions of Definition 4.1, with \(X = Y\). \(L : X \rightarrow Y'\) will be said to be maximal positive/maximal nonnegative/maximal lower bounded, if it is positive/nonnegative/lower bounded, and has no proper positive/nonnegative/lower bounded extension (respectively).

**Lemma 4.4.** Let \(L : X \rightarrow X'\) correspond to \(T : V \rightarrow V\) as in Definition 2.1a. Then \(L\) is maximal positive/maximal nonnegative/maximal lower bounded, if and only if \(T\) is maximal positive/maximal nonnegative/maximal lower bounded (respectively).

**Proof.** The lemma is an easy consequence of Lemma 4.3, Definition 4.2 and Definition A.2 (Appendix).

For the case where \(L\) is closed, densely defined, Definition 4.2 can now be replaced by a more useful description.

**Proposition 4.1.** Let \(L : X \rightarrow X'\) be closed. Then \(L\) is maximal positive [maximal nonnegative] if and only if \(L\) is maximal lower bounded and positive [nonnegative].
Proof: By Corollary A.4 the statement holds with $L : X \rightarrow X'$ replaced by $T : V \rightarrow V$. Then Lemma 4.3 and 4.4 imply that it holds for $L$.

We also mention the consequence of Corollary A.5:

Proposition 4.2. Let $L : X \rightarrow X'$ be closed. Then $L$ is maximal positive/maximal nonnegative/maximal lower bounded, if and only if $L$ is densely defined and $L$ and $L^*$ are both positive/nonnegative/lower bounded (respectively).

The application of these ideas to the results of II § 2 is now quite straightforward, so we will list the theorems without proofs. Recall II (2.7): $\nu(\tilde{\mathcal{A}}) \Rightarrow \nu(\mathcal{A}_0)$.

From $\mathcal{A}$ to $L$:

Theorem 4.3. Assume (4.1), (4.3) and (4.4), and assume that $\mathcal{A}_0 = \mathcal{A}$.

(i) If $\nu(\tilde{\mathcal{A}}) \Rightarrow \mathcal{C}$, then $X \subseteq Y$ and $\nu(L) \subseteq \nu(\tilde{\mathcal{A}})$.

(ii) If for some $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$, $m(e^{i\theta} \tilde{\mathcal{A}}) > -\infty$, then $X \subseteq Y$ and $e^{i\theta} L$ is lower bounded with $m_Z(e^{i\theta} L) \geq m(e^{i\theta} \tilde{\mathcal{A}})$.

(iii) If for some $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$, $e^{i\theta} \tilde{\mathcal{A}}$ is maximal lower bounded, then $X = Y$ and $e^{i\theta} L$ is maximal lower bounded with $m_Z(e^{i\theta} L) \geq m(e^{i\theta} \tilde{\mathcal{A}})$.

Qualitative statements:

Theorem 4.4. Assumptions of Theorem 4.3.

(i) Let $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$. If one of the following properties holds for $e^{i\theta} \tilde{\mathcal{A}}$, then it holds for $e^{i\theta} L$: positivity, nonnegativity, lower boundedness, and the corresponding maximal concepts.

(ii) Let $X \subseteq Y$. If for some $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$, $e^{i\theta} L$ is unbounded below, then so is $e^{i\theta} \tilde{\mathcal{A}}$. If $e^{i\theta} L$ is unbounded below for all $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$, then $\nu(\tilde{\mathcal{A}}) = \mathcal{C}$.

From $L$ to $\tilde{\mathcal{A}}$:

Theorem 4.5. Assume (4.1), (4.3) and (4.4), and assume that $A_0$ satisfies $m(A_\beta) > 0$.

(i) Let $X \subseteq Y$, $-\frac{\pi}{2} < \theta < \frac{\pi}{2}$. If $e^{i\theta} L$ is lower bounded with $m_Z(e^{i\theta} L) > -\cos \theta m(A_\beta)$, then $e^{i\theta} \tilde{\mathcal{A}}$ is lower bounded with

$$m(e^{i\theta} \tilde{\mathcal{A}}) \geq \frac{\cos \theta m(A_\beta) m_Z(e^{i\theta} L)}{\cos \theta m(A_\beta) + m_Z(e^{i\theta} L)}.$$
(ii) Let $X = Y$, $-\pi/2 < \theta < \pi/2$. If $e^{i\theta}L$ is maximal lower bounded with $m_{\mathcal{Z}}(e^{i\theta}L) > -\cos \theta m(A_{\mathcal{P}})$ then $e^{i\theta}N$ is maximal lower bounded, the lower bound estimated by (4.10).

Qualitative statements:

THEOREM 4.6. Assumptions of Theorem 4.5. Let $-\pi/2 < \theta < \pi/2$. If $X \subset Y$ and $e^{i\theta}L$ is nonnegative [positive], then $e^{i\theta}N$ is nonnegative [positive]; if furthermore $X = Y$ and $e^{i\theta}L$ is maximal nonnegative [positive], then $e^{i\theta}N$ is maximal nonnegative [positive].

THEOREM 4.7. Assume (4.1) and (4.3).

(i) Let $V \subset W$ and let $\theta = \pi/2$ or $-\pi/2$. Then $e^{i\theta}L$ is nonnegative if and only if $e^{i\theta}N$ is nonnegative (and then $m(e^{i\theta}N) = 0$).

(ii) Let $V = W$ and let $\theta = \pi/2$ or $-\pi/2$. Then $e^{i\theta}L$ is maximal nonnegative if and only if $e^{i\theta}N$ is maximal nonnegative.

As mentioned in II § 2 one can by combination obtain theorems about angles and other convex sets. Example:

COROLLARY 4.5. Assumptions of Theorem 4.5. Let $X = Y$. If $-\pi/2 \leq \theta_1 < \theta_2 \leq \pi/2$, and $e^{i\theta}L$ and $e^{i\theta}N$ are maximal nonnegative, then $\sigma(N)$ and $r(N)$ are contained in the angle

$$\left\{ \lambda = re^{i\theta} \mid r \geq 0, \quad -\pi/2 - \theta_1 \leq \theta \leq \pi/2 - \theta_2 \right\}.$$

The formula (4.10) can be employed to give results about more general convex sets, using $r_2(L)$.

III § 5. Additional properties of $P$.

The operator $P$ was defined in § 2 as: the inverse of $B : Z_{s}^{+}(\Omega) \to \Pi H^s_{\mathcal{M}} \frac{1}{2}(I')$ followed by $C : Z_{s}^{+}(\Omega) \to \Pi H^s_{\mathcal{M}} \frac{1}{2}(I')$. It was shown how $P$ is defined consistently in this way for all real $s$, and that $P$ maps
\[ \Pi H^{\frac{1}{2}}(\Gamma) \] continuously into \[ \Pi H^{\frac{1}{2}}(\Gamma) \] for all real \( s \). \( P' \) was defined analogously from \( A', B' \) and \( C' \); \( P' \) maps \[ \Pi H^{\frac{1}{2}}(\Gamma) \] continuously into \[ \Pi H^{\frac{1}{2}}(\Gamma) \] for all real \( s \).

In this \( \S \) we will derive some additional properties of \( P \) and \( P' \).

**Theorem 5.1.** For each real \( s \), define \( P_s \) as the restriction of \( P \) with domain \[ \Pi H^{\frac{1}{2}}(\Gamma) \], and define \( P'_s \) as the restriction of \( P' \) with domain \[ \Pi H^{\frac{1}{2}}(\Gamma) \].

Then for all real \( s \), \( P_s : \Pi H^{\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{\frac{1}{2}}(\Gamma) \) and \( P'_s : \Pi H^{\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{\frac{1}{2}}(\Gamma) \) are adjoint operators.

**Proof:** Let \( \varphi, \psi \in (\mathcal{D}(\Gamma))^m \). It follows from Proposition 1.1 that the equations \( Bu = \varphi, B' v = \psi \) have unique solutions \( u \in Z^m_\Lambda(\Omega) \) and \( v \in Z^m_\Lambda(\Omega) \). Then

\[
\int \left( P \varphi - \varphi P' \psi \right) \, dx = \int \left( B u - B' v - B u - B' v \right) \, dx,
\]

\[
= \int (A u - A v) \, dx, \quad \text{by \( (3.3) \)},
\]

\[
= 0, \quad \text{since} \quad Au = A' v = 0.
\]

Since \( \mathcal{D}(\Gamma) \) is dense in \( H^t(\Gamma) \), all real \( t \), the statement now follows by extension by continuity (recall that the duality between \( H^t(\Gamma) \) and \( H^{-t}(\Gamma) \) is an extension of the \( L^2 \)-inner product between functions in \( \mathcal{D}(\Gamma) \), as described in Chapter I).

Next we will show how, under certain additional assumptions on our given differential operators \( A, A', B, B', C, C' \), the operators \( P \) and \( P' \) have an « ellipticity » property (or regularity-property). Here we can either assume that \( (A, C) \) and \( (A', C') \) have the same nice properties ((\( C \)) and (\( \mathcal{Q} \)) of Chapter I) as \( (A, B) \) and \( (A', B') \), so that the roles of \( B \) and \( C \) (or of \( B' \) and \( C' \)) can be interchanged, and \( P \) and \( P' \) are simply invertible. Or we can make use of the boundedness of \( \mathcal{Q} \) and \( \mathcal{I} \), which has not played an essential part up to this point (the fundamental theory does not use compactness arguments), and use certain results of Lions-Magenes [24] VI, requiring only that \( C \) covers \( A \) (i.e., \( |A, C| \) satisfies (\( C \))).
The first result is easily described:

**THEOREM 5.2.** Assume in addition to the basic assumption that \(|A, C|\)
and \(|A', C'|\) satisfy the hypotheses (C) and (C'). Then \(P\) maps \(H^ {s-m} \frac{1}{2} (\Gamma)\)
isomorphically onto \(H^ {s-m} \frac{1}{2} (\Gamma)\) for all real \(s\), and \(P'\) maps \(H^ {s-2m} + \frac{1}{2} (\Gamma)\)
isomorphically onto \(H^ {s-2m} + \frac{1}{2} (\Gamma)\) for all real \(s\).

**PROOF:** By interchanging \(B\) and \(C\) and applying Definition 1.1 and Theorem 1.1 we obtain an operator which is the inverse of \(P\) and maps \(H^ {s-m} \frac{1}{2} (\Gamma)\) continuously into \(H^ {s-m} \frac{1}{2} (\Gamma)\) for all real \(s\). The analogous argument applies to \(P'\).

The theory from Lions-Magenes [24] VI that is required for the second result will be stated for the system \([A, C]\) (rather than \([A, B]\) right away.

Define:

\[
Z(A, C) = \{ u \in H^2m(\Omega) \mid Au = 0, Cu = 0 \}\]
\[
Z(A', C') = \{ v \in H^2m(\Omega) \mid A'v = 0, C'v = 0 \}.
\]

One has (Schechter [28], Agmon-Douglis-Nirenberg [1]):

**PROPOSITION 5.1.** (Uses boundedness of \(\Omega\).) If \([A, C]\) satisfies the hypothesis (C), then \(Z(A, C)\) and \(Z(A', C')\) are finite dimensional and contained in \(D(\Omega)\).

Then \(Z(A, C)\) is a closed subspace of any of the spaces \(D^s_A(\Omega), H^s(\Omega), \) \(s\) real, so that the quotient spaces \(D^s_A(\Omega)/Z(A, C)\) and \(H^s(\Omega)/Z(A, C)\) can be defined as Hilbert spaces with the quotient topology. \(A\) and \(C\) are defined on \(D^s_A(\Omega)/Z(A, C)\) and \(H^s(\Omega)/Z(A, C)\) in the obvious way.

For \(s \geq 0, t\) real, let \(H^s(\Omega) \times \Pi H^ {s-m} \frac{1}{2} (\Gamma)\)
\(Z(A', C'), B'Z(A', C')\)
denote the space of distributions \(\{ f, \varphi \} \in H^s(\Omega) \times \Pi H^ {s-m} \frac{1}{2} (\Gamma)\) which satisfy

\[
(f, g)_{L^2(\Omega)} + \langle \varphi, B'g \rangle = 0 \text{ for all } g \in Z(A', C');
\]

for \(t \geq \frac{1}{2}, \frac{1}{2} \leq t \leq \frac{1}{2} + m + \frac{1}{2} \)

it is a closed subspace of \(H^s(\Omega) \times \Pi H^ {s-m} \frac{1}{2} (\Gamma)\).

Lions and Magenes prove (3) ([24] VI, Theorem 4.1, Theorem 8.1 and Remark 8.3):

(3) The condition \(s - \frac{1}{2} \text{ not integer} \) has been omitted because of results in [24'], see our Remark 1.3.2.
THEOREM 5.3. (Uses boundedness of \( \Omega \)). Assume that \([A, C]\) satisfies (C).

(i) For all \( s \leq 2m \), \([A, C]\) maps \( D^*_A(\Omega) / Z(A, C) \) isomorphically onto the space \( \langle H^0(\Omega) \times \Pi H^{s-m} - \frac{1}{2} (\Gamma) ; Z(A', C') ; B'Z(A', C') \rangle \).

(ii) For all \( s \geq 2m \), \([A, C]\) maps \( H^s(\Omega) / Z(A, C) \) isomorphically onto the space \( \langle H^{s-2m}(\Omega) \times \Pi H^{s-m} - \frac{1}{2} (\Gamma) ; Z(A', C') ; B'Z(A', C') \rangle \).

A particular consequence of this result is

PROPOSITION 5.2. (Uses boundedness of \( \Omega \)). Assume that \([A, C]\) satisfies (C).

(i) Let \( s \leq 2m \). If for some \( r < s \), \( u \in D^*_A(\Omega) \) with \( Cu \in Z(A, C) \), then \( u \in \Delta^*_A(\Omega) \).

(ii) Let \( s \geq 2m \). If for some \( r < s \), \( u \in H^r(\Omega) \) with \( Au \in Z(A, C) \) and \( Cu \in \Pi H^{s-m} - \frac{1}{2} (\Gamma) \), then \( u \in H^r(\Omega) \).

Proof:

(i) It follows from Theorem 5.3 (i) that \( [Au, Cu] \in \langle H^0(\Omega) \times \Pi H^{s-m} - \frac{1}{2} (\Gamma) ; Z(A', C') ; B'Z(A', C') \rangle \). The assumption on \( Cu \) implies that in fact \( [Au, Cu] \in \langle H^0(\Omega) \times \Pi H^{s-m} - \frac{1}{2} (\Gamma) ; Z(A', C') ; B'Z(A', C') \rangle \), using that \( B'Z(A', C') \subset \Omega(\Gamma)^m \). Another application of Theorem 5.3 (i) then gives that \( u = u_0 + z \) where \( u_0 \in D^*_A(\Omega) \) and \( z \in Z(A, C) \subset \Omega(\Gamma) \), i.e., \( u \in D^*_A(\Omega) \).

(ii) Since in particular \( u \in D^*_A(\Omega) \), it follows from Theorem 5.3 (i) that

\[ [Au, Cu] \in \langle H^0(\Omega) \times \Pi H^{s-m} - \frac{1}{2} (\Gamma) ; Z(A', C') ; B'Z(A', C') \rangle \].

The assumptions on \( Au \) and \( Cu \) imply that in fact \( [Au, Cu] \in \langle H^{s-2m}(\Omega) \times \Pi H^{s-m} - \frac{1}{2} (\Gamma) ; Z(A', C') ; B'Z(A', C') \rangle \), using that \( Z(A', C') \subset \Omega(\Gamma) \) and \( B'Z(A', C') \subset \Omega(\Gamma) \). An application of Theorem 5.3 (ii) now shows that \( u = u_0 + z \) where \( u_0 \in H^s(\Omega) \) and \( z \in Z(A, C) \subset \Omega(\Gamma) \), i.e., \( u \in H^s(\Omega) \).

We can now obtain the following statement about \( P' \):

THEOREM 5.4. (Uses boundedness of \( \Omega \)). In addition to the basic assumption, assume that \([A, C]\) satisfies (C). Then \( P' \) has the property:

For each real \( s \), \( \varphi \in (\Omega(\Gamma))^m \) with \( \varphi \in \Pi H^{s-m} - \frac{1}{2} (\Gamma) \) imply

\[ \varphi \in \Pi H^{s-m} - \frac{1}{2} (\Gamma) \].
PROOF: Let \( \varphi \in (C'(\Gamma))' \), then \( \varphi \in \Pi H^{r-m_j-\frac{1}{2}}(\Gamma) \) for some \( r \in \mathbb{R} \) since \( \Gamma \) is compact. Assume that \( P\varphi \in \Pi H^{r-m_j-\frac{1}{2}}(\Gamma) \) for some \( s \in \mathbb{R} \). If \( r \geq s \) we are through; therefore let \( r < s \). By Proposition 1.1, \( \varphi = Bu \) for some \( u \in Z^*_A(\Omega) \). \( u \) has the properties: \( u \in H^r(\Omega) \), \( Au = 0 \in H^1(\Omega) \) for all \( t \in \mathbb{R} \), and

\[
Cu = P\varphi \in \Pi H^{r-m_j-\frac{1}{2}}(\Gamma). \]

Then Proposition 5.2 shows that \( u \in H^r(\Omega) \), i.e., \( u \in Z^*_A(\Omega) \). Another application of Proposition 1.1 gives that

\[
\varphi = Bu \in \Pi H^{r-m_j-\frac{1}{2}}(\Gamma). \]

III § 6. Some applications.

As mentioned in (III) § 2, previous investigations of non-local boundary conditions have almost solely dealt with the boundary condition \( Cu = KBu \), \( K \) a given operator in \((C'(\Gamma))'\). We called this type of condition a «pure condition» in § 2; it is shown there how \( K \) determines uniquely the operator \( L \) to which \( \tilde{A} \) corresponds, whereas it is only a certain part of \( K \) that is fixed by \( L \) or \( \tilde{A} \). The method to treat the problem of how properties of \( \tilde{A} \) depend on properties of \( K \) within our framework will be to derive the properties of \( L \) from \( K \), these correspond to similar properties of \( \tilde{A} \) by our theory.

Let \( K \) be given as an operator in \((C'(\Gamma))'\). Let \( \tilde{A} \) be the realization of \( A \) determined by

\[
D(\tilde{A}) = \{ u \in D(A) \mid Bu \in D(K), Cu = KBu \};
\]

i.e., \( \tilde{A} \) represents the pure condition \( Cu = KBu \); then \( \tilde{A} \) also represents the pure condition \( Mu = LBu \) where \( L : \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \to \Pi H^{2m_j-\frac{1}{2}}(\Gamma) \) is defined by:

\[
D(L) = \{ \varphi \in D(K) \cap \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \mid K\varphi - P\varphi \in \Pi H^{2m_j-\frac{1}{2}}(\Gamma) \};
\]

\[
L\varphi = K\varphi - P\varphi \quad \text{for} \quad \varphi \in D(L).
\]

(Proposition 2.1).
We always have $D(L) = BD(\tilde{A})$ and can apply Theorem 3.1; however, the case where we get most information is the case where $L$ is closable; then the whole preceding theory applies to the correspondence between $\tilde{A}$ and $L$.

Because of (6.2) one could say that it is the difference $K - P$ that determines the character of $A$.

Below are given a few results; they should be considered more as an illustration of our theory than a final goal, since we have not made an effort to use all possible aspects of it. The results overlaps with Schechter [29].

**Sketch of results.**

Assume for simplicity that $m = 1$, $B = B' = \gamma$. Then the operators $P$ and $P'$ map $H^{s - \frac{1}{2}}(I')$ continuously into $H^{s - \frac{3}{2}}(I')$ for all real $s$ (Theorem 1.1), i.e., are of order 1. Under additional assumptions (as in Theorem 5.2 or 5.4) they have an $\epsilon$ ellipticity or regularity property: $P\varphi \in \epsilon H^{s - \frac{3}{2}}(I')$, $P'\varphi \in \epsilon H^{s - \frac{3}{2}}(I')$ implies $\varphi \in H^{s - \frac{1}{2}}(I')$.

We assume that $K$ is given as an operator in $\mathcal{D}'(\Omega)$, and maps $H^s(I')$ continuously into $H^{s - r}(I')$ for some fixed real $r$, and $s$ belonging to a suitable finite interval (in particular this is satisfied if $K$ has order $r$, i.e., maps $H^s(I')$ continuously into $H^{s - r}(I')$ for all real $s$). Then $L$ is closed.

Furthermore:

(i) If $r < 1$ and $P$ has the regularity-property, then $D(L) \subseteq H^{\frac{3}{2}}(I')$ (alg. and top.) so that (by Theorem 3.2) $D(\tilde{A}) \subseteq H^2(\Omega)$ (alg. and top.). Moreover, $\tilde{A}^*$ is determined by the boundary condition $C'u = K'B'u$, where $K'$ is a naturally defined adjoint of $K$; here $D(L^*) \subseteq H^{3/2}(I')$ (alg. and top.) so that $D(\tilde{A}^*) \subseteq H^2(\Omega)$ (alg. and top.). Since $D(L)$ and $D(L^*)$ are continuously imbedded in $H^{3/2}(I')$, $L$ and $L^*$ are Fredholm operators (using that $I$ is bounded). Then $\tilde{A}$ and $\tilde{A}^*$ are Fredholm operators.

(ii) If $r > 1$ and $K$ has a regularity-property, then we get the same conclusions as in (i) (for the adjoint we have to assume that $K'$ also has the regularity property).

(iii) If $r = 1$ and $P$ is an isomorphism of $H^{s - \frac{1}{2}}(I')$ onto $H^{s - \frac{3}{2}}(I')$ for all $s$, and $K: H^{s - \frac{1}{2}}(I') \rightarrow H^{s - \frac{3}{2}}(I')$ has a sufficiently small norm for each $s$, then the conclusions of (i) hold; and in fact $0 \in \sigma(\tilde{A})$. Using the boundedness of $\Omega$ we get that the inverse $\tilde{A}^{-1}$ is a compact operator.
We proceed to deduce the exact results. Let us mention the following once and for all: We will often use the assumption that an operator $K$ in $(\mathcal{D}'(\Gamma))^m$ maps $\Pi H^{r+\mu_j} \subset D(K)$ into $\Pi H^{r+\mu_j} (\Gamma)$, for all $r$ belonging to a closed interval $[r_0, r_1]$. By interpolation (see Theorem I. 1.1), it is actually enough that the property holds for the end-points $r = r_0$ and $r = r_1$.

**Lemma 6.1.** Let $K$ be an operator in $(\mathcal{D}'(\Gamma))^m$ such that $\Pi H^{-\mu_j - \frac{1}{2}} (\Gamma) \subset D(K)$ and $K$ is continuous from $\Pi H^{-\mu_j - \frac{1}{2}} (\Gamma)$ into $\Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma)$ for some real $t$. Then $L: \Pi H^{-\mu_j - \frac{1}{2}} (\Gamma) \to \Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma)$, defined by (6.2), is closed.

**Proof:** Let $\{\varphi^n\}$ be a sequence in $D(L)$ such that

\begin{align}
\varphi^n \to \varphi \quad \text{in} \quad \Pi H^{-\mu_j - \frac{1}{2}} (\Gamma),
\end{align}

and

\begin{align}
L\varphi^n \to \psi \quad \text{in} \quad \Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma).
\end{align}

(6.3) implies that $K\varphi^n \to K\varphi$ in $\Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma)$ and $P\varphi^n \to P\varphi$ in $\Pi H^{-\mu_j - \frac{1}{2}} (\Gamma)$ (Theorem 1.1), thus altogether

\begin{align}
L\varphi^n = K\varphi^n - P\varphi^n \to K\varphi - P\varphi \quad \text{in} \quad \Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma),
\end{align}

where $t_1 = \min \{t, 0\}$. From (6.4) we obtain that $L\varphi^n \to \psi \in \Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma)$, since $t_1 < 2t$; thus $K\varphi - P\varphi = \psi \in \Pi H^{2t-\mu_j - \frac{1}{2}} (\Gamma)$. This shows that $\varphi \in \epsilon D(L)$ with $L\varphi = \psi$.

**Lemma 6.2.** Let $t$, $r_0$ and $r_1$ be real numbers ($r_0 \leq r_1$), and let $K$ be a mapping in $(\mathcal{D}'(\Gamma))^m$ which maps $\Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma)$ continuously into $\Pi H^{r-\mu_j - \frac{1}{2}} (\Gamma)$ for all $r \in [r_0, r_1]$. Denote the restriction of $K$ with domain $\Pi H^{t-\mu_j - \frac{1}{2}} (\Gamma)$ by $K_s$ ($s \in [r_0, t, r_1 - t]$).

There exists a mapping $K'$ in $(\mathcal{D}'(\Gamma))^m$ such that $K'$ maps $\Pi H^{s+2m+\mu_j + \frac{1}{2}} (\Gamma)$ continuously into $\Pi H^{s+2m+\mu_j + \frac{1}{2}} (\Gamma)$ for all $s \in [2m - r_1, 2m - r_0]$, and
such that, if \( K\)' denotes the restriction of \( K\)' with domain \( \Pi H^{s-2m+\mu_j+\frac{1}{2}}(\Gamma) \), then \( K_{s,t}: \Pi H^{r-m_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{r-m_j+\frac{1}{2}}(\Gamma) \) and \( K_{2m-s,t}: \Pi H^{r+\mu_j+\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{r+\mu_j+\frac{1}{2}}(\Gamma) \) are adjoint operators for all \( s \in [r_0, r_1] \).

We will say that \( K\)' is the adjoint of \( K\), or, if it is necessary to be more precise, that \( K\)' is a \( [t, r_0, r_1]\)-adjoint of \( K\).

**Proof:** For each \( s \in [r_0, r_1] \), \( K_{s,t} \) is a continuous mapping of \( \Pi H^{r-m_j-\frac{1}{2}}(\Gamma) \) into \( \Pi H^{r-m_j+\frac{1}{2}}(\Gamma) \). It therefore has an adjoint \((K_{s,t})^*\) sending \( \Pi H^{r+\mu_j+\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{r+\mu_j+\frac{1}{2}}(\Gamma) \).

When \( s' \geq s \), \( H^s(\Gamma) \subset H^{s'}(\Gamma) \) alg. and top., and densely, and the duality between \( H^s(\Gamma) \) and \( (H^s(\Gamma))^\prime = H^{-s}(\Gamma) \) is an extension of the duality between \( H^{s'}(\Gamma) \) and \( H^{-s'}(\Gamma) \). Therefore, for \( r_0 \leq r \leq r' \leq r_1 \), \( K \supset K_{s,t} \) implies \((K_{s,t})^* \subset (K_{r',t})^* \). Let \( K' = (K_{s,t})^* \), then \((K_{r',t})^* \subset K' \) for all \( r \in [r_0, r_1] \), and \((K_{r',t})^* \) is in fact the restriction of \( K' \) with domain \( \Pi H^{r+\mu_j+\frac{1}{2}}(\Gamma) \). With the notation: \( K\)' is the restriction of \( K' \) with domain \( \Pi H^{r-2m+\mu_j+\frac{1}{2}}(\Gamma) \), this means that \((K_{r,s})^* = K_{2m-r} \). Note that when \( r \in [r_0, r_1] \), \( s = 2m - r \in [2m - r_1, 2m - r_0] \).

**Lemma 6.3.** Assume that the hypotheses of either Theorem 5.2 or Theorem 5.4 hold, so that \( P \) has the property:

\[
(6.5) \quad \varphi \in (\mathcal{D}'(\Gamma))^m \quad \text{with} \quad P \varphi \in \Pi H^{s-m_j+\frac{1}{2}}(\Gamma), \quad \text{some} \quad s \in \mathbb{R},
\]

imply \( \varphi \in \Pi H^{s-m_j+\frac{1}{2}}(\Gamma) \).

Let \( K \) be an operator in \((\mathcal{D}'(\Gamma))^m \) for which there exists \( t > 0 \) such that \( K \) maps \( \Pi H^{r-t-m_j+\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{r-t-m_j+\frac{1}{2}}(\Gamma) \) for all \( s \in [0, 2m] \).

Then \( L \), defined by (6.2), is closed and satisfies

\[
D(L) = \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \text{ alg. and top. (Notation as in \S 3)}.
\]

**Proof:** Since \( t > 0 \), \( K \) maps \( \Pi H^{r-m_j+\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{r-m_j+\frac{1}{2}}(\Gamma) \) for all \( s \in [0, 2m] \). For \( s = 0 \) this implies that \( L \) is closed.
(Lemma 6.1). For \( s = 2m \) we see that both \( K \) and \( P \) map \( \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \), therefore \( L \) satisfies

\[ \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \subset D(L) \text{ alg. and top.} \]

(see (6.2)).

Now let \( \varphi \in D(L) \). If for some \( 0 \leq r < 2m \)

\[ P\varphi \in \Pi H^{r-m_j-\frac{1}{2}}(\Gamma), \quad P\varphi \in \Pi H^{r+\varepsilon-m_j-\frac{1}{2}}(\Gamma), \quad \text{all } \varepsilon > 0; \]

then the same is true for \( K\varphi \) since \( K\varphi - P\varphi \in \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \). Then \( \varphi \in \Pi H^{r+\varepsilon-m_j-\frac{1}{2}}(\Gamma) \) for all \( \varepsilon > 0 \), by the assumption on \( K \). It now follows from (6.5) that \( P\varphi \in \Pi H^{r+\varepsilon-m_j-\frac{1}{2}}(\Gamma) \) for all \( \varepsilon > 0 \). For \( \varepsilon = \frac{1}{2} \) this means that \( P\varphi \in \Pi H^{r-m_j-\frac{1}{2}}(\Gamma) \), which contradicts (6.7).

Therefore there is no \( 0 \leq r < 2m \) for which (6.7) holds. Thus either \( P\varphi \in \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \) or (6.7) holds for some \( r < 0 \). The latter case is excluded since \( \varphi \in \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \) so that \( P\varphi \in \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \). Using (6.5) again we see that \( P\varphi \in \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \) implies \( \varphi \in \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \).

We have then proved that

\[ D(L) \subset \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \text{ alg.} \]

By the closed graph theorem, (6.6) and (6.8) together imply

\[ D(L) = \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \text{ alg. and top.} \]

**Lemma 6.4.** Assumptions of Lemma 6.3. Let \( K' \) be the adjoint of \( K \), defined according to Lemma 6.2; it maps \( \Pi H^{s-2m-m_j+\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{s+\varepsilon-2m-m_j+\frac{1}{2}}(\Gamma) \) for all \( s \in [0, 2m] \). Let \( L : \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \) be defined by (6.2). Then the adjoint \( \tilde{L} : \Pi H^{-2m-m_j+\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{-2m-m_j+\frac{1}{2}}(\Gamma) \) simultaneously
is exactly the operator defined by

\[
D(L^*) = \{ \varphi \in \Pi H^{-2m+\mu_j+\frac{1}{2}}(\Gamma) \mid K'\varphi = Q^*\varphi \in \Pi H^{m_j+\frac{1}{2}}(\Gamma) \}
\]

\[
L^*\varphi = K'\varphi - P^*\varphi \quad \text{for} \quad \varphi \in D(L^*).
\]

**Proof:** With the notation of Lemma 6.2, \( K_{i-t} : \Pi H^{-r-t-m_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{-r-m_j-\frac{1}{2}}(\Gamma) \) and \( K_{2m-t} : \Pi H^{-r+\mu_j+\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{-r+t+m_j+\frac{1}{2}}(\Gamma) \) are adjoints, for all \( r \in [0, 2m] \).

By Lemma 6.3, \( L : \Pi H^{-m_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \) satisfies

\[
D(L) = \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \text{ alg. and top.}
\]

\( L^* \) is defined on the set of \( \varphi \in \Pi H^{-2m+\mu_j+\frac{1}{2}}(\Gamma) \) for which there exist \( \psi^* \in \Pi H^{m_j+\frac{1}{2}}(\Gamma) \) such that

\[
\langle L\varphi , \psi \rangle = \langle \varphi , \psi^* \rangle, \quad \text{all} \quad \varphi \in D(L);
\]

\[
\begin{align*}
&\langle L\varphi , \psi \rangle = \langle K\varphi , \psi \rangle - \langle P\varphi , \psi \rangle \\
&\quad = \langle \varphi , K'\psi \rangle - \langle \varphi , P^*\psi \rangle,
\end{align*}
\]

then \( \psi^* = L^*\psi \).

We also have for \( \varphi \in \Pi H^{-2m+\mu_j+\frac{1}{2}}(\Gamma) \), \( \varphi \in D(L) = \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \):

\[
\begin{align*}
\langle L\varphi , \psi \rangle &= \langle K\varphi , \psi \rangle - \langle P\varphi , \psi \rangle \\
&= \langle \varphi , K'\psi \rangle - \langle \varphi , P^*\psi \rangle,
\end{align*}
\]

using that \( K_{2m-t} \) and \( K_0 \) are adjoints, and that \( P_{2m} \) and \( P'_0 \) are adjoints (Theorem 5.1). Since \( t > 0 \) and in fact \( \varphi \in \Pi H^{2m-m_j-\frac{1}{2}}(\Gamma) \), the expression can be transformed into

\[
= \langle \varphi , K'\psi \rangle - \langle \varphi , P^*\psi \rangle,
\]

\[
= \langle \varphi , K'\psi - P^*\psi \rangle.
\]
Altogether we have found

\[ (6.11) \quad \langle L\varphi, \psi \rangle_{\frac{1}{2m-m_{\phi_{\alpha}}} - \frac{1}{2}} = \langle \varphi, K'\psi - P'\psi \rangle_{\frac{1}{2m-m_{\phi_{\alpha}}} - \frac{1}{2}} \]

all \( \varphi \in D(L) \), all \( \psi \in \Pi H^{-2m+\mu_{\phi_{\alpha}} + \frac{1}{2}} (\Gamma) \).

By comparison of (6.10) and (6.11) we see that an element \( \psi \in \Pi H^{-2m+\mu_{\phi_{\alpha}} + \frac{1}{2}} (\Gamma) \) is in \( D(L^*) \) if and only if \( K'\psi - P'\psi \in \Pi H^{-2m+\mu_{\phi_{\alpha}} + \frac{1}{2}} (\Gamma) \), and then \( L^*\psi = K'\psi - P'\psi \). This proves that \( L^* \) is defined by (6.9).

We can now apply the regularity theorem in § 3 to the set-up defined in the preceding lemmas. In order to get the regularity of \( \tilde{A}^* \) we have to assume continuity of \( K \) for \( s \in [0, 2m + t] \); for the first statements of the theorem \( s \in [0, 2m] \) is enough.

**Theorem 6.1.** In addition to the basic assumption, assume that the operators \( A, A', C \) and \( C' \) satisfy the hypotheses of either Theorem 5.2 or Theorem 5.4.

Let there be given an operator \( K \) in \( (\mathcal{D}'(\Gamma))' \) for which there exists \( t > 0 \) such that \( K \) maps \( \Pi H^{-s-m_{\phi_{\alpha}}} + \frac{1}{2} (\Gamma) \) continuously into \( \Pi H^{-s-m_{\phi_{\alpha}}} + \frac{1}{2} (\Gamma) \) for all \( s \in [0, 2m + t] \). Let \( K' \) be the adjoint according to Lemma 6.2.

Then the realization \( \tilde{A} \) of \( A \) which represents the boundary condition \( Cu = KBu \) (i.e., is defined by (6.1)) is closed and satisfies

\[ D(\tilde{A}) \subset H^{2m}(\Omega) \quad \text{alg. and top.} \]

its adjoint \( \tilde{A}^* \) is exactly the realization of \( A' \) which represents the boundary condition \( C'u = K'B'u \), and it also satisfies

\[ D(\tilde{A}^*) \subset H^{2m}(\Omega) \quad \text{alg. and top.} \]

**Proof:** By Lemma 6.3, \( L \) defined by (6.2) is closed and satisfies

\[ D(L) = \Pi H^{-2m-m_{\phi_{\alpha}}} + \frac{1}{2} (\Gamma) \quad \text{alg. and top.} \]

Since \( \tilde{A} \) corresponds to \( L : \Pi H^{-m_{\phi_{\alpha}}} + \frac{1}{2} (\Gamma) \to \Pi H^{2m-m_{\phi_{\alpha}}} + \frac{1}{2} (\Gamma) \) in the sense of Theorem 2.1, \( \tilde{A} \) is closed and it follows from Theorem 3.2 that

\[ D(\tilde{A}) \subset H^{2m}(\Omega) \quad \text{alg. and top.} \]
By Lemma 6.4, \( L^* : \Pi H^{-2m+\mu_j+\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{\mu_j+\frac{1}{2}}(\Gamma) \) is defined by \( K' \) by (6.9). Then since \( \tilde{A}^* \) corresponds to \( L^* \) (Theorem 2.1), \( \tilde{A}^* \) represents the pure condition \( C' \equiv K'B' \) (Proposition 2.1). By Lemma 6.2, the assumption on \( K \) implies that \( K' \) maps \( \Pi H^{s-2m+\mu_j+\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{s+t-2m+\mu_j+\frac{1}{2}}(\Gamma) \) for all \( s \in [0, 2m] \), \( 2m = 0 \). Then Lemma 6.3 can be applied to \( L^* \) and \( K' \), to show that

\[
D(L^*) = \Pi H^{\mu_j+\frac{1}{2}}(\Gamma) \quad \text{alg. and top.}
\]

Now Theorem 3.2, applied to \( \tilde{A}^* \), shows that

\[
D(\tilde{A}^*) \subset H^{2m}(\Omega) \quad \text{alg. and top.}
\]

**Corollary 6.1.** Assumptions of Theorem 6.1. The boundedness of \( \Gamma \) implies that \( \tilde{A} \) and \( \tilde{A}^* \) are Fredholm operators.

**Proof:** From Theorem 6.1 we have that \( D(L) = \Pi H^{2m-\nu_j-\frac{1}{2}}(\Gamma) \), \( D(L^*) = \Pi H^{\mu_j+\frac{1}{2}}(\Gamma) \), alg. and top. The boundedness of \( \Gamma \) implies that the imbedding of \( \Pi H^{2m-\nu_j-\frac{1}{2}}(\Gamma) \) into \( \Pi H^{-\nu_j-\frac{1}{2}}(\Gamma) \) is compact. It then follows by a standard theorem (see e.g. Beals [6] p. 348) that \( Z(L) \) is finite dimensional and \( R(L) \) is closed. Similarly, the imbedding of \( \Pi H^{\nu_j+\frac{1}{2}}(\Gamma) \) into \( \Pi H^{-2m+\nu_j+\frac{1}{2}}(\Gamma) \) is compact, so that \( Z(L^*) \) is finite dimensional and \( R(L^*) \) is closed. Altogether \( L \) has closed range, and \( Z(L) \) and \( R(L^*) \) are finite dimensional, so \( L \) is a Fredholm operator; similarly \( L^* \) is a Fredholm operator. By Corollary 2.4 it follows that \( \tilde{A} \) and \( \tilde{A}^* \) are Fredholm operators.

**Lemma 6.5.** Let \( K \) be an operator in \((\mathcal{D}'(\Gamma))^m\), for which there exists \( t > 0 \) such that

(i) \( K \) maps \( \Pi H^{s+t-\nu_j-\frac{1}{2}}(\Gamma) \) continuously into \( \Pi H^{s-\nu_j-\frac{1}{2}}(\Gamma) \) for all \( s \in [-t, 2m] \).

(ii) For all \( s \in [0, 2m] \) one has:

\[
(6.14) \quad \varphi \in \Pi H^{-\nu_j-\frac{1}{2}}(\Gamma), \quad K\varphi \in \Pi H^{s-\nu_j-\frac{1}{2}}(\Gamma) \quad \text{imply} \quad \varphi \in \Pi H^{s+t-\nu_j-\frac{1}{2}}(\Gamma)
\]
Then $L$, defined by (6.2), is closed and satisfies

$$D(L) = \Pi H^{2m+t-m_j - \frac{1}{2}} \text{ alg. and top.}$$

**Proof:** Using (i) for $g = -t$, we obtain from Lemma 6.1 that $L$ is closed. For $s = 2m$ we see that $K$ maps $\Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma')$ continuously into $\Pi H^{2m-m_j - \frac{1}{2}}(\Gamma')$; then since $P$ maps $\Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma')$ continuously into $\Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma')$ which is continuously imbedded in $\Pi H^{2m-m_j - \frac{1}{2}}(\Gamma')$, we find by consideration of the definition of $L$ that

$$\Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma') \subset D(L) \text{ alg. and top.} \quad (6.15)$$

Now let $\varphi \in D(L)$. If for some $0 \leq r < 2m$

$$P\varphi \in \Pi H^{r-m_j - \frac{1}{2}}(\Gamma'), \quad P\varphi \notin \Pi H^{r+t-m_j - \frac{1}{2}}(\Gamma'), \quad \forall \varepsilon > 0,$$  

then the same is true for $K\varphi$, since $K\varphi - P\varphi \notin \Pi H^{2m-m_j - \frac{1}{2}}(\Gamma')$. By (6.14), this implies that $\varphi \notin \Pi H^{r+t-m_j - \frac{1}{2}}(\Gamma')$. Then $P\varphi \notin \Pi H^{r+t-m_j - \frac{1}{2}}(\Gamma')$, which contradicts (6.16) since $t > 0$. Thus $P\varphi \notin \Pi H^{2m-m_j - \frac{1}{2}}(\Gamma')$. Since $\varphi \in D(L)$, this implies $K\varphi \notin \Pi H^{2m-m_j - \frac{1}{2}}(\Gamma')$. Using (6.14) again, we conclude that

$$\varphi \notin \Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma').$$

We have then proved that

$$D(L) \subset \Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma') \quad (6.17)$$

By the closed graph theorem, (6.15) and (6.17) together imply that

$$D(L) = \Pi H^{2m+t-m_j - \frac{1}{2}}(\Gamma') \text{ alg. and top.}$$

**Lemma 6.6. Assumptions of Lemma 6.5.** Let $K'$ be the adjoint of $K$, defined according to Lemma 6.2; it maps $\Pi H^{s-2m+m_j + \frac{1}{2}}(\Gamma')$ continuously into $\Pi H^{s-2m+m_j + \frac{1}{2}}(\Gamma')$ for all $s \in [0, 2m + t]$. Let $L : \Pi H^{m_j - \frac{1}{2}}(\Gamma') \to \Pi H^{m_j - \frac{1}{2}}(\Gamma')$ be defined by (6.2). Then the adjoint $L^* : \Pi H^{2m+t+m_j + \frac{1}{2}}(\Gamma') \to \Pi H^{m_j + \frac{1}{2}}(\Gamma')$ is exactly the operator defined by (6.9).
PROOF: The proof is similar to that of Lemma 6.4, so we will only describe it very briefly.

One has for all \( \psi \in \Pi H^{-2m+\mu_j + \frac{1}{2}} (\Gamma) \), all \( \varphi \in D(L) = \Pi H^{2m+\tau - m_j - \frac{1}{2}} (\Gamma) \):

\[
\langle L\varphi , \psi \rangle = \langle K\varphi , \psi \rangle - \langle P\varphi , \psi \rangle = \langle \varphi , K'\psi \rangle - \langle \varphi , P'\psi \rangle
\]

since \( K_{2m+\tau} \) and \( K_0' \) are adjoints, and \( P_{2m} \) and \( P' \) are adjoints. Thus

\[
\langle L\varphi , \psi \rangle = \langle \varphi , K'\psi - P'\psi \rangle \quad \text{for all } \psi \in D(L),
\]

\[
\psi \in \Pi H^{-2m+\mu_j + \frac{1}{2}} (\Gamma).
\]

\( L^* \) is defined by (6.10), then (6.18) shows that \( L^* \) is the operator satisfying

\[
D(L^*) = \{ \psi \in \Pi H^{-2m+\mu_j + \frac{1}{2}} (\Gamma) \mid K'\psi - P'\psi \in \Pi H^{m_j + \frac{1}{2}} (\Gamma) \}
\]

\[
L^*\psi = K'\psi - P'\psi \quad \text{for } \psi \in D(L^*).
\]

In the following theorem we strengthen the hypothesis on \( K \) to get the results for \( \widetilde{A}^* \) as well as those for \( \tilde{A} \).

THEOREM 6.2. Let \( K \) be an operator in \((\mathcal{D}'(\Gamma))^{m}\) for which there exists \( t > 0 \) such that (i)-(iii) (\textsuperscript{\textdagger}) are satisfied:

(i) \( K \) maps \( \Pi H^{s+\tau-m_j - \frac{1}{2}} (\Gamma) \) continuously into \( \Pi H^{s-m_j - \frac{1}{2}} (\Gamma) \) for all \( s \in [-t, 2m+\tau] \)

(ii) For all \( s \in [0, 2m] \) one has

\[
\varphi \in \Pi H^{-m_j - \frac{1}{2}} (\Gamma), \quad K\varphi \in \Pi H^{s-m_j - \frac{1}{2}} (\Gamma) \quad \text{imply } \varphi \in \Pi H^{s+\tau-m_j - \frac{1}{2}} (\Gamma).
\]

\[
(\textsuperscript{\textdagger}) \text{ The assumptions (i)-(iii) are satisfied if } K \text{ is an isomorphism of } \Pi H^{s+\tau-m_j - \frac{1}{2}} (\Gamma) \text{ onto } \Pi H^{s-m_j - \frac{1}{2}} (\Gamma) \text{ for } s \in [-t, 2m+\tau].
\]
(iii) Let $K'$ denote the adjoint defined according to Lemma 6.2; it maps $\Pi H^{s-m+j} + \frac{1}{2} (\Gamma)$ continuously into $\Pi H^{s-t-m+j} + \frac{1}{2} (\Gamma)$ for all $s \in [-t, 3m + t]$. Assume that $K'$ satisfies

$$\varphi \in \Pi H^{s-m+j} + \frac{1}{2} (\Gamma), \ K' \varphi \in \Pi H^{s-t-m+j} + \frac{1}{2} (\Gamma)$$

imply

$$\varphi \in \Pi H^{s+t-m+j} + \frac{1}{2} (\Gamma)$$

for all $s \in [0, 2m]$.

Then the realization $\tilde{A}$ of $A$ which represents the boundary condition $C_\mu = K_\beta B_\mu$ is closed and satisfies

$$D(\tilde{A}) \subset H^{2m}(\Omega) \text{ alg. and top.,}$$

and

$$|u \in D(\tilde{A}) | \ |Au \in H^t(\Omega)| \subset H^{2m+t}(\Omega) \text{ alg. and top.,}$$

where $|u \in D(\tilde{A}) | \ |Au \in H^t(\Omega)|$ is provided with the norm $(|u|_0^2 + |Au|_t^2)^{\frac{1}{2}}$.

The adjoint $\tilde{A}^*$ is exactly the realization of $A'$ which represents the pure condition $C' u = K' B' u$, and it satisfies (6.21) and (6.22) with $A$ replaced by $A'$.

**Proof:** Follows from Lemma 6.5 and 6.6 and Theorem 2.1 and 3.2, in a way similar to the proof of Theorem 6.1.

**Corollary 6.2. Assumptions of Theorem 6.2. The boundedness of $\Gamma$ implies that $\tilde{A}$ and $\tilde{A}^*$ are Fredholm operators.**

**Proof:** Analogous to the proof of Corollary 6.1.

For the last theorem we operate with a fixed set of norms in the spaces $H^r(\Gamma)$ ($r$ real).

**Lemma 6.7. Assume that all four systems $[A, B], [A', B'], [A, C]$ and $[A', C']$ satisfy the hypotheses (C) and (K) of Chapter I. Then there exist constants $c_s > 0$ such that $P$ satisfies

$$|P\varphi|_{s-m_j - \frac{1}{2}} \geq c_s |\varphi|_{s-m_j - \frac{1}{2}}, \ \text{all } \varphi \in \Pi H^{s-m_j - \frac{1}{2}}(\Gamma)$$

for all real $s$ (Theorem 5.2).
Let $K$ be an operator in $(C^r)'(\Gamma)^m$ for which there exist constants $\varepsilon > 0$ such that $K$ satisfies

$$
| K \varphi |_{s-\mu_j-\frac{1}{2}} \leq (\varepsilon \circ \varepsilon) | \varphi |_{s-\mu_j-\frac{1}{2}}, \quad \text{all } \varphi \in \Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma)
$$

for $s = 0$ and $s = 2m$. Then

$$
D(L) = \Pi H^{2m-\mu_j-\frac{1}{2}}(\Gamma) \text{ alg. and top.,}
$$

and $L$ maps $D(L) 1 - 1$ onto $\Pi H^{2m-\mu_j-\frac{1}{2}}(\Gamma)$.

Let the adjoint $K'$ be defined as in Lemma 6.2. Then $L^*$ is determined by (6,9) and satisfies

$$
D(L^*) = \Pi H^{\mu_j+\frac{1}{2}}(\Gamma) \text{ alg. and top.,}
$$

it maps $D(L^*) 1 - 1$ onto $\Pi H^{\mu_j+\frac{1}{2}}(\Gamma)$.

**Proof:** It follows from the assumptions that

$$
| (K - P) \varphi |_{s-\mu_j-\frac{1}{2}} \geq \varepsilon \varphi |_{s-\mu_j-\frac{1}{2}}, \quad \text{all } \varphi \in \Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma),
$$

for $s = 0$ and $s = 2m$, so that $K - P$ is an isomorphism of $\Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma)$ onto $\Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma)$ for $s = 0$ and $s = 2m$. By interpolation (Theorem I.1.1) the same holds for all $s \in [0, 2m]$.

Let $L$ be defined by (6,2). Lemma 6.1 shows that $L$ is closed. From the fact that $K - P$ maps $\Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma)$ isomorphically onto $\Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma)$ for all $s \in [0, 2m]$ follows immediately that

$$
D(L) = \Pi H^{2m-\mu_j-\frac{1}{2}}(\Gamma) \text{ alg. and top.,}
$$

and that $L$ maps $D(L) 1 - 1$ onto $\Pi H^{2m-\mu_j-\frac{1}{2}}(\Gamma)$.

To find $L^*$ we use that the adjoint of $(K - P): \Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma)$ is exactly $(K - P): \Pi H^{s-\mu_j-\frac{1}{2}}(\Gamma) \rightarrow \Pi H^{s-\mu_j+\frac{1}{2}}(\Gamma)$ for $s \in [0, 2m]$, again isomorphisms. The rest of the lemma is then easily shown.
Theorem 6.3. Assume that all four systems \([A, B], [A', B'], [A, C], \) and \([A', C']\) satisfy the hypotheses (e) and (cM). Let

\[
e_s = \inf \left\{ \| P\varphi \|_{H^{\frac{s}{2} - m}} : \varphi \in \Pi H^{s - m} - \frac{1}{2} \right\},
\]

and let \(K\) be an operator in \((\cal D'(\Gamma))^m\) for which there exist constants \(c_s > 0\) such that

\[
|K\varphi|_{s - m - \frac{1}{2}} \leq (c_s - c_0)|\varphi|_{s - m - \frac{1}{2}} \quad \text{all } \varphi \in \Pi H^{s - m} - \frac{1}{2}(\Gamma)
\]

for \(s = 0, s = 2m\). Let \(K'\) be the adjoint of \(K\) according to Lemma 6.2.

Then the realization \(\tilde{A}\) of \(A\) which represents the boundary condition 

\[
Cu = KBu
\]

satisfies

\[
\text{alg. and top.}
\]

and \(0 \in \mathcal{Q}(\tilde{A})\).

Moreover, \(\tilde{A}'\) is the realization of \(A'\) which represents the boundary condition 

\[
C'u = K'B'u,
\]

satisfies

\[
\text{alg. and top.}
\]

and \(0 \in \mathcal{Q}(\tilde{A}')\).

Proof: Follows easily from Lemma 6.7, using Theorems 2.1, 2.4 and 3.2.

Corollary 6.3. Assumptions of Theorem 6.3. The boundedness of \(\Omega\) implies that the inverses \(\tilde{A}^{-1}\) and \((\tilde{A}')^{-1}\) are compact operators.

Proof: Follows from (6.23), using that the imbedding of \(H^{2m}(\Omega)\) into \(H^0(\Omega)\) is compact.

Appendix. Preliminaries for Chapter II.

All operators considered are linear.

Let \(S\) be an operator with domain \(D(S)\) in Hilbert space \(K\) (norm \(\| u \|_K\)) and range \(R(S)\) in a Hilbert space \(H\) (norm \(\| u \|_H\)). We say that \(S\) is an operator from \(K\) into \(H\) and write in short: \(S: K \rightarrow H\).

The nullspace \(Z(S)\) of \(S\) is defined by

\[
Z(S) = \{ u \in D(S) \mid Su = 0 \}.
\]
The graph $G(S)$ of $S$ is defined as the subset of $K \times H$ determined by

$$G(S) = \{ [u, Su] \mid u \in D(S) \}. $$

$K \times H$ is a Hilbert space with the hermitian norm

$$||[u,v]||_{K \times H} = \sqrt{||u||_K^2 + ||v||_H^2}. $$

If $G(S)$ is closed in $K \times H$ we say that $S$ is closed; if $\overline{G(S)}$ is the graph of an extension of $S$ we say that $S$ is closable, the extension is then called the closure of $S$ and is denoted by $\overline{S}$.

The norm $||u||_S = (||u||_K^2 + ||Su||_H^2)^{\frac{1}{2}}$, defined in $D(S)$, is called the graph norm (with respect to $S$). When $S$ is closed, $D(S)$ is a Hilbert space under the graph norm.

Recall that the adjoint $S^* : H \rightarrow K$ can be defined if and only if $D(S) = K$. Moreover, when $D(S) = K$, $S$ is closable if and only if $D(S^*) = H$, and in the affirmative case $(\overline{S})^* = S^*$, and $S^{**} : K \rightarrow H$ exists and equals $\overline{S}$.

When $K$ is a closed subspace of $H, S$ can be considered as operator in $H$. We then define

$$m(S) = \inf \{ \text{Re} (Su, u) \mid u \in D(S), ||u|| = 1 \} \geq -\infty. $$

If $m(S)$ is $> 0$, $\geq 0$, $> -\infty$ or $= -\infty$, we will say that $S$ is positive, nonnegative, lower bounded or unbounded below, respectively. (Note that in this definition, $(Su, u)$ is not required to be real for all $u \in D(S)$). With this definition, $S$ is dissipative in the sense of Phillips [25] if and only if $-S$ is nonnegative.

We also define the numerical range $\nu(S)$ of $S$.

$$\nu(S) = \{ (Su, u) \mid u \in D(S), ||u|| = 1 \}. $$

The closure of the numerical range $\nu(S)$ is denoted by $\overline{\nu(S)}$.

When $K = H$, the resolvent set $\rho(S)$ of $S$ is defined by

$$\rho(S) = \{ \lambda \in \mathbb{C} \mid (\lambda - S)^{-1} \text{ exists and is bounded, everywhere defined in } H \}, $$

where $\lambda$ is a complex number.
and the spectrum $\sigma(S)$ of $S$ is

$$\sigma(S) = \mathbb{C} \setminus \rho(S),$$

the complement of $\rho(S)$ in $\mathbb{C}$.

**DEFINITION A.1.** An operator $S$ in $H$ will be said to be maximal non-negative if it is non-negative and has no proper nonnegative extension.

This means that $-S$ is maximal dissipative, following Phillips [25]; we have chosen the present terminology in order to define maximal positive and maximal lower bounded operators as well (Definition A.2 later).

Closed maximal dissipative operators are of special interest because they constitute exactly the class of infinitesimal generators of strongly continuous semigroups of contraction operators (see Phillips [25]). It was proved by Hille, Yosida and others (see Hille-Phillips [16]), that a necessary and sufficient condition for an operator $T$ in $H$ to be the infinitesimal generator of a strongly continuous semigroup of contractions is that it satisfies

(i) $T$ is densely defined and closed
(ii) $\sigma(T)$ is contained in the halfplane $\{\text{Re } \lambda \leq 0\}$
(iii) $\|(-T)^{-1}\| \leq (\text{Re } \lambda)^{-1}$ for all $\lambda \in \mathbb{C}$ with $\text{Re } \lambda > 0$.

Phillips proved in [25] the following statements for dissipative operators:

1° When $T$ is maximal dissipative then $T$ is closed if and only if $T$ is densely defined.

2° If $T$ and $T^*$ are adjoints then $T$ is maximal dissipative if and only if $T^*$ is maximal dissipative.

3° If $T$ and $T^*$ are adjoints and both are dissipative then both are maximal dissipative.

Transforming the preceding characterizations into our terminology, we get

**PROPOSITION A.1.** Let $S$ be a closed operator in $H$. Then the following statements are equivalent:

(i) $S$ is maximal nonnegative
(ii) $S$ is densely defined and $S^*$ is maximal nonnegative
(iii) $S$ is densely defined and $S$ and $S^*$ are nonnegative
(iv) $\sigma(S) \subset \{\text{Re } \lambda \geq 0\}$, $\|(-S)^{-1}\| \leq \|\text{Re } \lambda\|^{-1}$ for all $\lambda \in \mathbb{C}$ with $\text{Re } \lambda < 0$.

In the description of maximal nonnegative operators, the numerical range $\nu(S)$ (defined by (A. 2)) can be useful. $\nu(S)$ was investigated by Stone ([30], Chapter IV). He proved the following statements:
LEMMA A.1.

(i) For any linear operator $S$, $\sigma(S)$ is convex.

(ii) If the distance between $\lambda$ and $\sigma(S)$ equals $d > 0$, then $\lambda - S$ has an inverse with $\| (\lambda - S)^{-1} \| \leq d^{-1}$.

(iii) Let $S$ be closed, and let $\lambda_0 \in \sigma(S)$ with $\| (\lambda_0 - S)^{-1} \| \leq d_0^{-1}$ for some $d_0 > 0$. Then every point in the circle $| \lambda - \lambda_0 | < d_0$ belongs to $\sigma(S)$.

Since $\sigma(S)$ is a convex subset of $\mathbb{C}$, $\mathbb{C} \setminus \sigma(S)$ has 0, 1 or 2 components (in the case of two components, $\sigma(S)$ is a parallelstrip). By successive applications of Lemma A.1, one obtains

LEMMA A.2. Let $S$ be closed. If one point of a component of $\mathbb{C} \setminus \sigma(S)$ belongs to $\sigma(S)$, then all of that component is in $\sigma(S)$.

We can now add the following two descriptions to Proposition A.1, noting that an operator $S$ is nonnegative if and only if $\sigma(S) \subseteq \{ \text{Re} \lambda \geq 0 \}$:

PROPOSITION A.2. Let $S$ be closed. The following statements are equivalent with the statements (i) - (iv) of Proposition A.1:

(v) $\sigma(S)$ and $\nu(S)$ are contained in $\{ \text{Re} \lambda \geq 0 \}$

(vi) $\nu(S)$ is contained in $\{ \text{Re} \lambda \geq 0 \}$ and one point of $\{ \text{Re} \lambda < 0 \}$ is in $\sigma(S)$.

PROOF: Follows easily from Proposition A.1, Lemma A.1 and Lemma A.2.

COROLLARY A.2. A closed operator $S$ is maximal symmetric if and only if $iS$ and $-iS$ are nonnegative, and one of them is maximal nonnegative.

PROOF: Uses Proposition A.2 (vi) and the fact that $S$ is maximal symmetric if and only if $S$ is symmetric and either $i$ or $-i$ belongs to $\sigma(S)$.

REMARK A.1. If $S$ is maximal normal, $\sigma(S)$ equals the closed convex hull of $\sigma(S)$ (The definition of maximal normal operators and the proof of this theorem, are given in Stone [30]. Such operators are by some authors just called normal). Then $S$ is maximal nonnegative if and only if $\sigma(S) \subseteq \{ \text{Re} \lambda \geq 0 \}$.

We can now prove

LEMMA A.3. Let $S$ and $S^*$ be adjoints. Let $\lambda \in \mathbb{C} \setminus \sigma(S)$. Then $\lambda \in \sigma(S)$ if and only if $\lambda \in \mathbb{C} \setminus \sigma(S^*)$. 

PROOF: Since $\overline{v}(S)$ is convex, $\lambda$ has a positive distance from a closed halfplane containing $\overline{v}(S)$. By a rotation $e^{i\theta}$ we can carry the halfplane into a positive halfplane $[\text{Re } \xi \geq \xi_0]$ containing $\overline{v}(e^{i\theta}S)$ such that $\text{Re } e^{i\theta} \lambda \leq \xi_0$.

1) If $\lambda \in \varrho(S)$ then $\text{Re } e^{i\theta} \lambda \in \varrho(e^{i\theta}S)$, so that, by Proposition A.2 (vi), $e^{i\theta} S - \xi_0$ is maximal nonnegative. By Proposition A.1 (ii) the adjoint $e^{-i\theta} S^* - \xi_0$ is nonnegative, which implies that $\overline{v}(e^{-i\theta} S^*) \subset [\text{Re } \xi \geq \xi_0]$. Since $\text{Re } e^{-i\theta} \lambda = \text{Re } e^{i\theta} \lambda \leq \xi_0$, $e^{-i\theta} \lambda \in \mathbb{C} \setminus \overline{v}(e^{-i\theta} S^*)$. Thus $\lambda \in \mathbb{C} \setminus \overline{v}(S^*)$.

2) If $\lambda \in \mathbb{C} \setminus \overline{v}(S^*)$, both $\lambda - S$ and $\lambda - S^*$ have bounded inverses (Lemma A.1 (ii)). Since $S$ is closed, $R(\lambda - S)$ is closed. Therefore

$$H = R(\lambda - S) \oplus Z(\lambda - S^*),$$

which equals $R(\lambda - S)$, since $Z(\lambda - S^*) = \{0\}$.

Thus $\lambda \in \varrho(S)$.

If $\varpi$ is a subset of $\mathbb{C}$ we will denote the conjugate set $\{\lambda | \lambda \in \varpi \}$ by $\varpi'$.

PROPOSITION A.3. Let $S$ and $S^*$ be adjoints. Let $\varpi$ be a component of $\mathbb{C} \setminus \overline{v}(S)$, form which $\varpi \cap \varrho(S) \neq \emptyset$. Then $\varpi \subset \varrho(S)$, and $\varpi' = \{\lambda | \lambda \in \varpi \}$ satisfies: $\varpi'$ is a component of $\mathbb{C} \setminus \overline{v}(S)$, and $\varpi' \subset \varrho(S^*)$.

PROOF: By Lemma A.2, $\varpi \subset \varrho(S)$. Applying Lemma A.3 to every point of $\varpi$ we obtain that $\varpi' \subset \mathbb{C} \setminus \overline{v}(S^*)$, and that $\varpi' \subset \varrho(S^*)$. Let $\varpi_1$ be the component of $\mathbb{C} \setminus \overline{v}(S^*)$ containing $\varpi'$. We can now apply an argumentation to $\varpi_1$ similar to the above, to obtain that $\varpi_1 \subset \varpi$. Thus altogether $\varpi' = \varpi_1$.

COROLLARY A.3. Let $S$ and $S^*$ be adjoints, and let $\overline{v}(S) \neq \mathbb{C}, \overline{v}(S)$ not equal to a halfplane. If $\sigma(S) \subset \overline{v}(S)$ (this holds if merely one point in each component of $\mathbb{C} \setminus \overline{v}(S)$ is in $\varrho(S)$) then

$$\sigma(S^*) \subset \overline{v}(S^*) = \overline{v}(S)' = \{\lambda | \lambda \in \overline{v}(S)\}.$$

PROOF: The corollary follows by consideration of the possible convex sets in the plane: If $\overline{v}(S)$ is not a halfplane there are the two possibilities:

1) $\overline{v}(S)$ is parallel strip, 2) $\overline{v}(S)$ contains no parallel-strip.

In the first case $\mathbb{C} \setminus \overline{v}(S)$ has two components which are both in $\varrho(S)$. Each of these are by conjugation carried into a component of $\mathbb{C} \setminus \overline{v}(S^*)$ by Proposition A.3; then since $\mathbb{C} \setminus \overline{v}(S^*)$ has at most two components, $\mathbb{C} \setminus \overline{v}(S)' = \mathbb{C} \setminus \overline{v}(S^*)$. Proposition A.3 now also implies that $\mathbb{C} \setminus \overline{v}(S^*) \subset \varrho(S^*)$, so $\sigma(S^*) \subset \overline{v}(S^*)$. 
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In the second case, there is no convex subset of $\mathcal{V}(S)'$ whose complement has two components, so the component $\mathcal{C} \setminus \mathcal{V}(S)'$ of $\mathcal{C} \setminus \mathcal{V}(S^*)$ must equal the whole set $\mathcal{C} \setminus \mathcal{V}(S^*)$. Again we obtain $\mathcal{C} \setminus \mathcal{V}(S^*) \subset \sigma(S^*)$, so $\sigma(S^*) \subset E(S^*)$.

**Remark A.2.** To illustrate the assumption in Corollary A.3 that $\mathcal{V}(S)$ is not a halfplane, we mention the following: If $S$ is the adjoint of a maximal symmetric operator, and $\mathcal{V}(S)$ is equal to a halfplane, then $\sigma(S) \subset \mathcal{V}(S)$, but $\mathcal{C} \setminus \mathcal{V}(S^*) \neq \mathcal{C} \setminus \mathcal{V}(S)'$.

**Definition A.2.** An operator $S$ in $\mathcal{H}$ will be said to be maximal lower bounded if it is lower bounded and has no proper lower bounded extension.

An operator $S$ in $\mathcal{H}$ will be said to be maximal positive if it is positive and has no proper positive extension.

For closed operators one has the following equivalent description which makes it easier to verify that an operator satisfies Definition A.2 (which is most in accordance with the concept of maximality):

**Proposition A.4.** Let $S$ be closed.

(i) $S$ is maximal lower bounded if and only if there exists $c \in \mathbb{R}$ so that $S - c$ is maximal nonnegative.

(ii) $S$ is maximal positive if and only if there exists $c > 0$ so that $S - c$ is maximal nonnegative.

In the affirmative cases in (i) and (ii), $c$ can be chosen equal to $m(S)$.

**Proof:**

(i) Let $S$ be maximal lower bounded. Then $S - m(S)$ is nonnegative and has no proper lower bounded extension; thus it is in particular maximal nonnegative.

Conversely, let $c$ be a real number for which $S - c$ is maximal nonnegative. By Proposition A.1 (iv), $\lambda - (S - c)$ maps $D(S) 1 - 1$ onto $\mathcal{H}$ for all $\lambda > 0$. Then if $S_1$ is a proper extension of $S, \lambda - (S_1 - c)$ is not $1 - 1$ for $\lambda > 0$. Therefore $S_1$ cannot be lower bounded, for in that case $\mu + m(S_1) - S_1$ would be $1 - 1$ for $\mu > 0$. This shows that $S$ is maximal lower bounded.

(ii) Let $S$ be maximal positive. Then $m(S) > 0$. Let $T = S - \frac{1}{2} m(S); T$ is positive and has no proper extension $T_1$ with $m(T_1) > \frac{1}{2} m(S); thus in particular $T$ is maximal nonnegative. It follows from (i) that $T$ is maximal lower bounded, and then from (i) that $T - m(T)$ is maximal nonnegative. Using that $T = S - \frac{1}{2} m(S)$ we now get that $S$ is maximal.
lower bounded, and
\[ S - \frac{1}{2} m(S) = m\left(S - \frac{1}{2} m(S)\right) = S - \frac{1}{2} m(S) - \frac{1}{2} m(S) = S - m(S) \]
is maximal nonnegative.

Conversely, let \( S - c \) be maximal nonnegative for some \( c > 0 \). Since \( S - c \) is nonnegative, \( S \) is positive. By (i), \( S \) is maximal lower bounded, thus it has in particular no proper positive extension, i.e., \( S \) is maximal positive.

**Corollary A.4.** Let \( S \) be closed. \( S \) is maximal nonnegative [maximal positive] if and only if \( S \) is maximal lower bounded and \( m(S) \geq 0 \).

**Corollary A.5.** Let \( S \) be closed. Then \( S \) is maximal positive / maximal nonnegative / maximal lower bounded, if and only if \( S \) is densely defined and \( S \) and \( S^* \) are both positive / nonnegative / lower bounded, respectively.

**Proof:** Follows from Proposition A.1 (iii) and Proposition A.4.
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