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1. – Introduction

The study of multiplicity of solutions of some asymptotically non symmetric semilinear elliptic problems (jumping nonlinearities) has turned out to be a very interesting subject. One reason is that there is a large variety of behaviours exhibited by the functional whose critical points are the sought for solutions.

In the recent paper [34] some abstract variational theorems were individuated, which permitted to develop a unified approach for several known results and to prove new ones (we give some few details about them in Section 3). In [34] a “map” was drawn (see page 294 therein), which summarized the multiplicity results proved in that paper, and several previous ones.

In this work we present some new variational theorems, which in particular allowed us to get new multiplicity results for jumping problems, which were, in some sense, suggested by the above mentioned map.

We are going to expose the abstract theorems in Section 2, since it seems to us that they are interesting in itself and useful for treating other nonlinear problems.

A common feature of the theorems of Section 2, we wish to point out here, is that they are of “mixed type” as they contain assumptions concerning both the values of the involved function $f$ on some sets, and the direction of the gradient of $f$ on some subspaces. This theorems ensure the existence of a certain number (greater than one) of critical points for $f$, which cannot, in general, be distinguished by the value of $f$ (when critical values coincide there are infinitely many critical points).

We notice that, removing the assumptions on the gradient, one could prove the existence of the same number of critical points, provided it were a priori known that the critical points are non degenerate.

All the mentioned theorems are preceded by corresponding lemmas where it is proved that a functional defined on a suitable “homologically relevant” (one-
side) constraint has a certain number of (lower) critical points, which in general is greater than the number of critical levels. Actually, in the theorems, the assumption on the gradient is used to "simulate" the existence of the constraint used in the lemmas.

In Sections 3, 4, 5 and 6 we deal with the jumping problem by means of the variational theorems of Section 2. In Section 3 we introduce the problem and some notations and recall some known results. In Sections 4, 5 and 6 we prove the existence of a certain number of solutions, in dependence on some parameters of the problem.

A synthesis with no proofs of the main results of this paper has been exposed in [38].

We conclude with some comments about the genesis of the variational theorems of mixed type, which we feel are necessary to fully understand the nature of the jumping problem. The lemmas of Section 2 are, in some sense, a re-interpretation and an extension in a non constrained setting of the techniques used in [30] for a bifurcation problem, where a functional constrained on a hypersurface was involved. These methods were also used and reformulated in [8]. The key fact in these results lies in the topological theorems contained in [12] (see Theorem 2.2).

In particular the abstract Lemma 2.3 originated from a conjecture of M. Degiovanni, which turned out to be well fit to treat our problem.

2. – Some abstract variational theorems

In this section we wish to expose the variational theorems we are going to use for proving the multiplicity results of Sections 4, 5 and 6. These theorems are essentially based on the general Statement 2.2. First we need some definitions.

**Definition 2.1.** Let \( H \) be a Hilbert space, \( M \) a \( C^1 \) manifold with boundary in \( H \), which is assumed, for sake of simplicity, to be the closure of an open subset of \( H \). Let \( g : M \to \mathbb{R} \) be a \( C^1 \) function. If \( u \in M \), we denote by \( \nu(u) \) the unit normal to \( M \) at \( u \) pointing outwards and we define the lower gradient of \( g \) at \( u \), by

\[
\text{grad}^- g(u) = \begin{cases} 
\text{grad} g(u) & \text{if } u \in \text{int}(M) \\
\text{grad} g(u) + \langle \text{grad} g(u), \nu(u) \rangle \nu(u) & \text{if } u \in \partial M.
\end{cases}
\]

We say that \( u \) is a lower critical point for \( g \) if \( \text{grad}^- g(u) = 0 \).

Let \( c \in \mathbb{R} \); we say that \( c \) is a critical value for \( g \), if there exist a lower critical point \( u \) such that \( g(u) = c \); we say that \( c \) is a regular value for \( g \) if \( c \) in not critical.
Moreover we say that the Palais-Smale condition holds at level c (briefly (P.S.)c holds), if

\[
\begin{cases}
\text{for any } (u_n)_n \text{ with } \lim_{n \to \infty} g(u_n) = c \text{ and } \lim_{n \to \infty} \nabla g(u_n) = 0 \\
\text{there exists a subsequence of } (u_n)_n \text{ which converges}.
\end{cases}
\]

Theorem 2.2. Let \( H \) be a Hilbert space, \( M \) a \( C^{1,1} \) manifold with boundary in \( H \), which is assumed, for sake of simplicity, to be the closure of an open subset of \( H \). Let \( g : M \to \mathbb{R} \) be a \( C^1 \) function. Finally let \( a, b \) be real numbers such that \( a < b \), \( a \) and \( b \) are regular values for \( g \). Assume that there exist \( p, q \in \mathbb{N} \), with \( p \geq 1, q \geq 1 \), \( \tau_1 \in H_p(g^b, g^a) \), \( \tau_2 \in H_{p+q}(g^b, g^a) \) and \( \omega \in H^q(g^b) \) such that \( \tau_1 \neq 0, \tau_2 \neq 0 \) and \( \tau_1 \tau_2 \subset \omega \). Moreover assume that the (P.S.)c condition holds for \( g \) at every \( c \in [a, b] \).

Then there exist at least two lower critical points for \( g \) in \( g^{-1}([a, b]) \).

The proof of this result can be easily obtained from Theorem 3.5 of Chapter II of [12], making simple adaptations to take into account the presence of the boundary \( \partial M \) (see e.g. [42]; [12] also provides a plenty of other multiplicity results and references).

Now we introduce some notations we are going to use throughout this whole section. We shall consider a Hilbert space \( H \), whose inner product and norm will be denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) respectively, and three subspaces \( X_1, X_2 \) and \( X_3 \) of \( H \) such that \( H = X_1 \oplus X_2 \oplus X_3 \), \( 0 \leq \dim(X_1) = n < \infty \), \( 0 < \dim(X_2) = m < \infty \). We shall denote by \( P_i : H \to X_i, \ i = 1, 2, 3 \) the projections relative to the given decomposition of \( H \).

Furthermore for \( R \in \mathbb{R} \), \( i, j = 1, 2, 3 \) let

\[
\begin{align*}
B_i(R) &= \{ u \in X_i \mid \|u\| < R \} \\
S_i(R) &= \{ u \in X_i \mid \|u\| = R \} \\
B_{ij}(R) &= \{ u \in X_i \oplus X_j \mid \|u\| < R \} \\
S_{ij}(R) &= \{ u \in X_i \oplus X_j \mid \|u\| = R \}
\end{align*}
\]

We recall that, if \( f : H \to \mathbb{R} \) is a \( C^1 \) function and \( c \) is a real number, the (P.S.)c condition reduces to

\[
\begin{cases}
\text{for any } (u_n)_n \text{ with } \lim_{n \to \infty} f(u_n) = c \text{ and } \lim_{n \to \infty} \nabla f(u_n) = 0 \\
\text{there exists a subsequence of } (u_n)_n \text{ which converges}.
\end{cases}
\]

We also denote by \( B^k \) and \( S^k \) the \( k \)-dimensional ball and the \( k \)-dimensional sphere respectively, \( k \) being an assigned integer.

Theorems 2.3, 2.5, 2.6 and 2.8 which follow will be used in Sections 4 and 6.

Lemma 2.3. Let \( \gamma > 0 \), set

\[
C_\gamma = \{ u \in H \mid \|P_2u\| \geq \gamma \}
\]
and let \( g : C_\gamma \to \mathbb{R} \) be a \( C^{1,1} \) function such that the following assumptions are satisfied:

\[
\begin{align*}
    a' &= \sup g \left( S_{12}(\rho) \cap \partial C_\gamma \right) < \inf g \left( B_{23}(R) \cap C_\gamma \right) = a'' \\
    b' &= \sup g \left( S_{12}(\rho) \cap C_\gamma \right) < \inf g \left( S_{23}(R) \cap C_\gamma \right) = b''
\end{align*}
\]

for suitable \( \rho \) and \( R \) with \( 0 < \rho < R \leq +\infty \); in the case \( R = +\infty \) the second inequality disappears.

Let \( a \in ]a', a''[ \), \( b \in ]b', b''[ \) and suppose that the \( (P.S.)_c \) condition is satisfied at any \( c \) in \([a, b] \).

Then there exist two lower critical points for \( g \) in \( g^{-1}([a, b]) \).

\[\text{Fig. 1. The topological situation of Lemma 2.3}\]

**Proof.** Up to taking a slightly bigger \( a \) and a slightly smaller \( b \) we can suppose \( a \) and \( b \) to be regular values. We can also notice that in the case \( m = 1 \), \( C_\gamma \) has two connected components and in each one the "splitting spheres" principle (see Theorem 8.1 in [34]) can be applied; therefore we can limit ourselves to the case \( m \geq 2 \).

From the inequalities in the assumptions we obtain the following inclusions of topological pairs.

\[
\left( S_{12}(\rho) \cap C_\gamma, S_{12}(\rho) \cap \partial C_\gamma \right) \subset \left( g^b, g^{a''} \right) \subset \left( C_\gamma \setminus S_{23}(R), C_\gamma \setminus \overline{B}_{23}(R) \right).
\]

Now let \( Z = C_\gamma \setminus (B_{23}(R) \times X_1) \cup S_{23}(R) \), it is clear that \( Z \) is closed in \( C_\gamma \setminus S_{23}(R) \), \( Z \subset C_\gamma \setminus \overline{B}_{23}(R) \) and that \( C_\gamma \setminus \overline{B}_{23}(R) \) is open in \( C_\gamma \setminus S_{23}(R) \) so
that, by the excision property, the inclusion
\[(C_\gamma \setminus S^{23}(R)) \setminus Z, (C_\gamma \setminus \overline{B}^{23}(R)) \setminus Z) \xrightarrow{j_l} (C_\gamma \setminus S^{23}(R), C_\gamma \setminus \overline{B}^{23}(R))\]
generates an isomorphism \((j_l)_*\) in the relative homology groups. Furthermore it can be easily seen that
\[S_{12}(\rho) \cap C_\gamma \text{ is a deformation retract of } C_\gamma \cap (B^{23}(R) \times X_1)\]
\[S_{12}(\rho) \cap \partial C_\gamma \text{ is a deformation retract of } C_\gamma \cap (B^{23}(R) \times X_1) \setminus \overline{B}^{23}(R)\]
(one can consider an intermediate retract obtained intersecting everything with \(X_1 \oplus X_2\)).

Therefore also the inclusion
\[(S_{12}(\rho) \cap C_\gamma, S_{12}(\rho) \cap \partial C_\gamma) \xrightarrow{i_1} (C_\gamma \cap (B^{23}(R) \times X_1), C_\gamma \cap (B^{23}(R) \times X_1) \setminus \overline{B}^{23}(R))\]
induces an isomorphism \((i_1)_*\) in homology. Then \(j_\ast \circ i_\ast = (j_l)_\ast \circ (i_1)_\ast\) is an isomorphism; in particular \(i_\ast\) is a monomorphism.

Now consider the two inclusions
\[S_{12}(\rho) \cap C_\gamma \xrightarrow{i'} \ g b \subset C_\gamma.\]
Since \(S_{12}(\rho) \cap C_\gamma\) is a deformation retract of \(C_\gamma\), then \((j' \circ i')_*\) is an isomorphism in the absolute cohomology groups; in particular \((i')_*\) is an epimorphism.

Now \((S_{12}(\rho) \cap C_\gamma, S_{12}(\rho) \cap \partial C_\gamma)\) is homotopically equivalent to the pair \((B^n \times S^{m-1}, S^{m-1} \times S^{m-1})\). Hence (see e.g. [30] or [8]) we can find \(\tau_1 \in H_n(S_{12}(\rho) \cap C_\gamma, S_{12}(\rho) \cap \partial C_\gamma), \tau_2 \in H_{n+m-1}(S_{12}(\rho) \cap C_\gamma, S_{12}(\rho) \cap \partial C_\gamma)\) and \(\omega \in H^{m-1}(S_{12}(\rho) \cap C_\gamma)\) such that \(\tau_1 \neq 0, \tau_2 \neq 0\) and \(\tau_1 = \tau_2 \cap \omega\).

Take \(\tau'_1 = i_\ast(\tau_1)\) in \(H_n(g^b, g^a), \tau'_2 = i_\ast(\tau_2)\) in \(H_{n+m-1}(g^b, g^a)\) and \(\omega'\) in \(H^{m-1}(\overline{b}^b)\) such that \((i')_\ast(\omega') = \omega\). It follows \(\tau'_1 \neq 0, \tau'_2 \neq 0\) and by the properties of the cap product
\[\tau'_2 \cap \omega' = i_\ast(\tau_2) \cap \omega' = i_\ast(\tau_2 \cap (i')_\ast(\omega')) = i_\ast(\tau_2 \cap (i')_\ast(\omega)) = i_\ast(\tau_2 \cap \omega) = i_\ast(\tau_1) = \tau'_1\]
and the conclusion follows from Theorem 2.2. \(\square\)

Now we can deduce from the previous lemma a two solutions theorem for a function \(f\) defined on the whole space \(H\), not just on \(C_\gamma\). To this aim we introduce an assumption on the gradient of \(f\) which permits to "simulate" the constraint \(C_\gamma\) allowing us to apply Lemma 2.3. Such an assumption was suggested by the features of the problem (P) studied in Sections 3-6.

**DEFINITION 2.4.** Let \(f : H \to \mathbb{R}\) a \(C^1\) function. Let \(X\) be a closed subspace of \(H\), \(a, b \in \mathbb{R} \cup \{-\infty, +\infty\}; we say that \(f\) verifies the condition \((\nabla)(f, X, a, b)\) if
\[(\nabla)(f, X, a, b) \quad \{ \text{there exists } \gamma > 0 \text{ such that} \}
\[\inf \left\{ \| P_X \text{ grad } f(u) \| \mid a \leq f(u) \leq b, \text{dist}(u, X) \leq \gamma \right\} > 0\]
where \(P_X : H \to X\) denotes the orthogonal projection of \(H\) onto \(X\).

In some sense we are requiring that \(f \mid_X\) has no critical points \(u\) such that \(a \leq f(u) \leq b\), with "some uniformity".
THEOREM 2.5 (unlinked spheres with mixed type assumptions). Let $f : H \to \mathbb{R}$ be a $C^{1,1}$ function. Assume that there exist $\rho, R$ such that $0 < \rho < R \leq +\infty$ and

$$a' = \sup f(S_1(\rho)) < \inf f(B_{23}(R)) = a''$$
$$b' = \sup f(S_{12}(\rho)) < \inf f(S_{23}(R)) = b''$$

(if $R = +\infty$, then the second inequality disappears).

Let $a, b$ be such that $a' < a < a''$, $b' < b < b''$ and suppose that

(2.5.2) the assumption $(\bigvee)(f, X_1 \oplus X_3, a, b)$ holds;
(2.5.3) the $(P.S.)_c$ condition holds at any $c$ in $[a, b]$.

Then $f$ has at least two critical points in $f^{-1}([a, b])$.

![Fig. 2. The topological situation of Theorem 2.5.](image)

**Proof.** By $(\bigvee)(f, X_1 \oplus X_3, a, b)$ there exists $\gamma$ such that $\rho > \gamma > 0$ and, setting $C_\gamma = \{u \in H : \|P_u u\| \geq \gamma\}$, $g = f |_{C_\gamma}$ has no lower critical points $u$ with $u \in \partial C_\gamma$ and $a \leq f(u) \leq b$. It is easy to check that $g$ verifies the two inequalities in the assumptions of Lemma 2.3; moreover using $(P.S.)_c$ for $f$ and the condition $(\bigvee)$ is can be easily seen that $(P.S.)_c$ holds for $g$ for all $c$ in $[a, b]$. Then there exist two lower critical points $u_1, u_2$ for $g$ in $g^{-1}([a, b])$.

Since $u_1, u_2 \in \text{int}(C_\gamma)$, then $u_1, u_2$ are critical points for $f$. \qed
Using the previous theorem and a standard saddle argument (see e.g. [44]) one can easily prove the following three critical points theorem, where the functional exhibits two "saddles in dimensional scale", with the additional assumption on the gradient.

**Theorem 2.6 (two saddles in dimensional scale with mixed type assumptions).** Let \( f : H \to \mathbb{R} \) be a \( C^{1,1} \) function. Assume that there exists \( \rho > 0 \) such that

\[
\begin{align*}
    a' &= \sup f(S_{1}(\rho)) < \inf f(X_2 \oplus X_3) = a'', \\
    b' &= \sup f(S_{12}(\rho)) < \inf f(X_3) = b''.
\end{align*}
\]

Let \( a, b \) be such that \( a' < a < a'', b' < b < b'' \) and let \( b_1 = \sup f(B_{12}(\rho)) \). Suppose that

\[
\begin{align*}
    &\text{(2.6.2)} \quad \text{the assumption (V)}(f, X_1 \oplus X_3, a, b) \text{ holds}, \\
    &\text{(2.6.3)} \quad \text{the (P.S.)} c \text{ condition holds at any } c \text{ in } [a, b_1].
\end{align*}
\]

Then \( f \) has at least two critical points in \( f^{-1}([a, b]) \) and another one in \( f^{-1}([b', b_1]) \).

It is clear that Theorem 2.6 can be easily adapted to the case of \( k (\geq 2) \) saddles in dimensional scale.

**Remark 2.7.** In 2.6, let us drop the assumption (V)\((f, X_1 \oplus X_3, a, b)\). Then:

1) there exist two critical levels, one in \([a, b]\) and one in \([b'', b_1]\) (cfr. [9] where an interesting example is shown of a functional \( f \) (defined on a sphere) which has only one critical point in a given strip \( f^{-1}([a, b]) \) even though there are two nontrivial groups in \( H_*(f^b, f^a) \);

2) if we assume the critical points of \( f \) to be nondegenerate, then the critical points with value in \([a, b]\) are at least two.

**Proof.** The classical saddle argument yields the existence of a critical level in \([b'', b_1]\). Consider the inclusion \( i : (S_{12}(\rho), S_1(\rho)) \to (f^b, f^a) \), then \( i_* : H_*(S_{12}(\rho), S_1(\rho)) \to H_*(f^b, f^a) \) is a monomorphism, hence 1) holds because \( H_*(f^b, f^a) \) is non trivial. Moreover

\[
\sum_{q \geq 0} \dim(H_q(S_{12}(\rho), S_1(\rho))) = 2
\]

which implies 2), using for instance the Morse Inequalities.

We also notice that the following generalization of Theorem 2.6 holds.
THEOREM 2.8. Let $f : H \to \mathbb{R}$ be a $C^{1,1}$ function. Assume that there exist $ho, \rho', \rho'', \rho_1$ such that $0 < \rho_1 \leq +\infty$, $0 \leq \rho' < \rho < \rho'' \leq +\infty$ and, setting

$$\Delta = \{ u \in X_2 \oplus X_3 \mid \rho' \leq \|P_2 u\| \leq \rho'', \|P_3 u\| \leq \rho_1 \}, \quad T = \partial_{X_2 \oplus X_3} \Delta,$$

the following inequalities are fulfilled

$$a' = \sup f(S_1(\rho)) < \inf f(\Delta) = a''$$  
$$b' = \sup f(S_{12}(\rho)) < \inf f(T) = b''$$

Let $a, b$ be such that $a' < a < a''$, $b' < b < b''$ and let $b_1 = \sup f(B_{12}(\rho))$. Assume that

(2.8.2) the assumption $(\nabla)(f, X_1 \oplus X_3, a, b)$ holds,
(2.8.3) the (P.S.)c condition holds at any $c$ in $[a, b_1]$.

Then $f$ has at least two critical points in $f^{-1}([a, b])$ and another one in $f^{-1}([b'', b_1])$.

SKETCH OF THE PROOF. The existence of two critical points with level between $a$ and $b$ can be obtained with a slight modification of the proof of Lemma 2.3. The existence of a critical level between $b''$ and $b_1$ can be deduced by standard linking arguments.

Notice that, surprisingly, if the dimension of $H$ is finite, using Theorem 2.10 which follows, the assumption $\sup f(S_1(\rho)) < \inf f(\Delta)$ is not necessary, at least when $\rho_1$ and $\rho''$ are finite.

We now consider a dual version (in some sense) of the previous statements, which will be used in Sections 5 and 6.

LEMMA 2.9. As above, let $\gamma > 0$,

$$C_\gamma = \{ u \in H \mid \|P_2 u\| \geq \gamma \}.$$

g : $C_\gamma \to \mathbb{R}$ be a $C^{1,1}$ function. Let $\rho, \rho', \rho'', \rho_1$ be real numbers with $0 < \rho_1$, $0 \leq \rho' < \rho < \rho''$ and define:

$$\Delta = \{ u \in X_1 \oplus X_2 \mid \rho' \leq \|P_2 u\| \leq \rho'', \|P_1 u\| \leq \rho_1 \} \quad T = \partial_{X_1 \oplus X_2} \Delta.$$

Assume that

$$a' = \sup g(T) < \inf g(S_{23}(\rho) \cap C_\gamma) = a''.$$

Let $a \in ]a', a''[, b > \sup g(\Delta)$ and suppose that the (P.S.)c condition is satisfied at any $c$ in $[a, b]$.

Then there exist at least two lower critical points for $g$ in $g^{-1}([a, b])$. 
PROOF. Up to taking a slightly bigger $a$ and a slightly smaller $b$ we can suppose $a$ and $b$ to be regular values. If $m = 1$, $C_2$ has two connected components and in each one there is a critical point, obtained by saddle-like (or linking) arguments; so we deal with $m \geq 2$.

We have the following inclusions of topological pairs:

$$(\Delta, T) \subset (g^b, g^a) \subset (C_2, C_2 \setminus S_{23}(\rho))$$

and it is not difficult to check that $\Delta$ is a deformation retract of $C_2$ and $T$ is a deformation retract of $C_2 \setminus S_{23}(\rho)$. Then $j_* \circ i_*$ is an isomorphism in the relative homology groups and $i_* \circ j^*$ is an isomorphism in the absolute cohomology groups. In particular $i_*$ is a monomorphism and $i^*$ is an epimorphism.

Furthermore, since $\Delta$ is homeomorphic to $B_1(\rho_1) \times S_2((1) \times [\rho', \rho''])$, it is easily seen that $(\Delta, T)$ is homeomorphic to $(B^{n+1} \times S^{m-1}, S^n \times S^{m-1})$. Now the proof can be carried over exactly as in Lemma 2.3.

\[ \square \]

THEOREM 2.10 (sphere-torus linking with mixed type assumptions). Let $f : H \to \mathbb{R}$ be a $C^{1,1}$ function. Let $\rho, \rho', \rho''$, $\rho_1$ be such that $0 < \rho_1$, $0 \leq \rho' < \rho < \rho''$, $\Delta$ and $T$ be defined as in Lemma 2.9 and assume that

(2.10.1) \quad $a' = \sup f(T) < \inf f(S_{23}(\rho)) = a''$.

Let $a, b$ be such that $a' < a < a''$, $b > \sup f(\Delta)$ and

(2.10.2) \quad the assumption $(\nabla)(f, X_1 \oplus X_3, a, b)$ holds;

(2.10.3) \quad the $(\text{P.S.})_c$ condition holds at any $c$ in $[a, b]$. 

\[ \square \]
Then $f$ has at least two critical points in $f^{-1}([a, b])$.

If furthermore

$$a_1 < \inf f(B_{23}(\rho)) > -\infty$$

and (P.S.)$_c$ holds at every $c$ in $[a, b]$, then $f$ has another critical level between $a_1$ and $a'$.  

![Fig. 4. The topological situation of Theorem 2.10](image)

**PROOF.** It is clear that, up to small perturbations, $\rho'$ can be taken strictly positive. By $(\forall)(f, X_1 \oplus X_3, a, b)$ there exists $\gamma$ such that $\rho > \gamma > 0$ and, setting $C_\gamma = \{u \in H : \|P_2(u)\| \geq \gamma\}$, there exist no lower critical points $u$ for $g = f |_{C_\gamma}$ with $a \leq f(u) \leq b$. By Lemma 2.9, arguing as in the proof of Theorem 2.5, $f$ has two critical points in $f^{-1}([a, b])$. For the third critical point a standard linking argument can be used.

The theorems we have exposed so far are sufficient for treating the problem of Sections 4, 5, 6; anyway it seems to us worth noting that using almost the same assumptions of Lemma 2.9, additional solutions can be found. Unfortunately it was not possible to apply this result to the jumping problem of 3-6.

**Lemma 2.11.** Let $\gamma, \rho, \rho_1, \rho', \rho'', C_\gamma$ and $T$ be as in Lemma 2.9.

Assume that

$$b' = \sup g(T) < \inf g \left( S_{23}(\rho) \cap C_\gamma \right) = b'' \quad \inf(B_{23}(\rho) \cap C_\gamma) > -\infty.$$
Let $b \in ]b', b''[\, a < \inf g(B_{23}(p) \cap C_{\gamma})$ and suppose that the (P.S.)$_c$ condition is satisfied at any $c \in [a, b]$.

Then there exist at least two lower critical points for $g$ in $g^{-1}([a, b])$.

As a consequence, if the (P.S.)$_c$ condition holds also at every $c \in [a_1, b_1]$, where

$$b_1 > \sup g(\Delta), \quad b < a_1 < \inf g(S_{23} \cap C_{\gamma}),$$

then $g$ has four distinct lower critical points, two of which are in $g^{-1}([a, b])$ and two in $g^{-1}([a_1, b_1])$.

**Sketch of the Proof.** We consider the two inclusions of topological pairs

$$(T, \emptyset) \overset{i_1}{\subset} (T, T \setminus S_2(\rho)) \overset{i_2}{\subset} (C_{\gamma} \setminus S_{23}(\rho), C_{\gamma} \setminus B_{23}(\rho)).$$

Since $(T, T \setminus S_2(\rho))$ is a deformation retract of $C_{\gamma} \setminus S_{23}(\rho), C_{\gamma} \setminus B_{23}(\rho)$, $j_1^*$ is an isomorphism. Notice that $(T, T \setminus S_2(\rho))$ is homeomorphic to the pair $(S^n \times S^{m-1}, \{p\} \times S^{m-1}) = (S^n, \{p\}) \times (S^{m-1}, \emptyset)$ ($p$ any point in $S^n$); using K{"u}nneth’s theorem and the properties of the cup product one finds that

$$H^q(T, T \setminus S_2(\rho), \mathbb{G}) = \begin{cases} \mathbb{G} & \text{if } q = n \text{ or } q = n + m - 1 \\ \{0\} & \text{otherwise} \end{cases}$$

(we are using the cohomology with coefficients in a field $\mathbb{G}$) and that there exist $\omega_1' \in H^{m-1}(T, T \setminus S_2(\rho), \mathbb{G})$ and $\omega_2' \in H^n(T, T \setminus S_2(\rho), \mathbb{G})$ such that $\omega_2' \cup \omega_2' \neq 0$. We set $\omega_1' = (j_1^*)^{-1}(\omega_1')$ and $\omega_2' = (j_2^*)^{-1}(\omega_2')$; it turns out that $j_2^*(\omega_1' \cup \omega_2') = j_2^*(\omega_1') \cup (\omega_2') = \omega_1' \cup \omega_2' \neq 0$, so $\omega_1' \cup \omega_2' \neq 0$.

Now we consider the inclusions

$$(T, \emptyset) \overset{i_1}{\subset} (g^b, g^a) \overset{i_2}{\subset} (C_{\gamma} \setminus S_{23}(\rho), C_{\gamma} \setminus B_{23}(\rho)).$$

and define $\omega_1 = (i_2^*)^{-1}(\omega_1')$, $\omega_2 = (i_2^*)^{-1}(\omega_2')$. We have $\omega_1 \cup \omega_2 = i_2^*(\omega_1' \cup \omega_2')$, so $\omega_1 \cup \omega_2 \neq 0$ provided $i_2^*$ is a monomorphism. For this it suffices to show that $j_1$ is a monomorphism. Consider the following portion of the exact sequence of the pair $(T, T \setminus S_2(\rho))$

$$\cdots \to H^{n+m-2}(T \setminus S_2(\rho)) \to H^{n+m-1}(T, T \setminus S_2(\rho)) \overset{j_1^*}{\to}$$

$$\cdots \to H^n(T, T \setminus S_2(\rho)) \to H^n(T \setminus S_2(\rho)) \to \cdots.$$ 

Since $T \setminus S_2(\rho)$ is homeomorphic to $S^{m-1}$, when $n \neq 1$ the left end of the above sequence is trivial and $j_1^*$ is a monomorphism. If $n = 1$, we find

$$H^m(T, T \setminus S_2(\rho)) \cong \mathbb{G} \overset{j_1^*}{\to} \mathbb{G} \to \{0\} \to \cdots.$$ 

So $j_1^*$ is an epimorphism and since $\mathbb{G}$ is a field, $j_1^*$ is an isomorphism.

Using Theorem 1.1 in [12], we verify the assumptions of Theorem 2.2 and the conclusion follows. □
3. – The jumping problem

We consider a bounded open subset \( \Omega \) of \( \mathbb{R}^N \), \( g : \Omega \times \mathbb{R} \to \mathbb{R} \) a Caratheodory function and two real numbers \( \alpha, \beta \). The following assumptions will be considered.

\[
\begin{align*}
(g, \alpha, \beta) & \quad \left\{ \begin{array}{l}
\lim_{s \to +\infty} \frac{g(x, s)}{s} = \alpha \quad \text{for a.e. } x \in \Omega, \\
\lim_{s \to -\infty} \frac{g(x, s)}{s} = \beta \quad \text{for a.e. } x \in \Omega;
\end{array} \right.
\end{align*}
\]

\( (g) \) \quad \left\{ \begin{array}{l}
|g(x, s)| \leq a |s| + b(x) \quad \text{for a.e. } x \in \Omega \quad \forall s \in \mathbb{R} \\
\text{where } a \in \mathbb{R}, \ b \in L^2(\Omega);
\end{array} \right.

and, setting \( G(x, s) = \int_0^s g(x, \sigma) \, d\sigma, \)

\[
\begin{align*}
(P.S.g) & \quad \left\{ \begin{array}{l}
|2G(x, s) - g(x, s)s| \leq a_0(x) |s| + b_0(x) \\
\text{for all } s \in \mathbb{R} \text{ and a.e. } x \in \Omega, \text{ where } b_0 \in L^1(\Omega), \\
a_0 \in L^p(\Omega), \ p \geq \frac{2N}{N + 2} \quad (p > 1, \text{ if } N = 2, \ p = 1, \text{ if } N = 1).
\end{array} \right.
\end{align*}
\]

(it would be possible to use weaker one-side assumption: see (2.6) c) in [34], pg. 297). We point out that assumption \((P.S.g)\) will be only used to derive the Palais–Smale condition for the functional involved in our problem.

We are interested in the number of solutions of the problem:

\[
\left\{ \begin{array}{l}
\Delta u + g(x, u) = h \\
u \in H^1_0(\Omega).
\end{array} \right.
\]

Actually, according with the asymptotical nature of our assumptions, we shall deal with:

\( (P_t) \) \quad \left\{ \begin{array}{l}
\Delta u + g(x, u) = te_1 + h_0 \\
u \in H^1_0(\Omega)
\end{array} \right.
\]

\( e_1 \) being the first eigenfunction of \(-\Delta\) in \( H^1_0(\Omega)\), chosen is such a way that \( e_1 > 0 \) in \( \Omega \).

We recall that \((P_t)\) is of variational type in the sense that its solutions are the critical points of the functional \( f_t : H^1_0(\Omega) \to \mathbb{R} \) defined by

\[
f_t(u) = \frac{1}{2} \int_\Omega |Du|^2 \, dx - \int_\Omega G(x, u) \, dx + \int_\Omega u(te_1 + h_0) \, dx
\]

considering in \( H^1_0(\Omega) \) the standard inner product \( \langle u, v \rangle_{H^1_0(\Omega)} = \int_\Omega DuDv \, dx \).
The problem \((P_t)\) has been the object of several studies (see [34] for a brief survey) and several results have been proved relating the number of solutions to the position of the pair \((\alpha, \beta)\) with respect to the eigenvalues of \(-\Delta\). Although these results are numerous and interesting the techniques used and the points of view adopted are often very different among them, even when using the variational approach.

In [34] some new results have been obtained and a unified approach has been proposed, for the case where both \(\alpha\) and \(\beta\) are greater than \(\lambda_1\). A map has also been drawn, in which some regions of the \((\alpha, \beta)\)-plane are shown, corresponding to one, two, three and four solutions.

It is also useful to recall from [34] that, under the assumptions \((g), (g.\alpha.\beta)\) and \((P.S.g)\), for \(t\) positive and large enough the functional \(f_t\) satisfies \((P.S._c)\) for any \(c\).

In the present paper we find some new three and five solutions regions which fill some “gap” in the previous map: see the new map in figure 5.

![Map of the results for \(\alpha, \beta > \lambda_1 \) (\(\lambda_i\) eigenvalues of \(-\Delta\))](image)

These results are obtained by the variational theorems of Section 2; notice that we need such theorems of mixed type to distinguish different critical points that may share the same level of the functional \(f_t\). On the contrary in [34] more restrictions on the positions of \((\alpha, \beta)\) allowed to prove multiplicity results for the critical levels.
Even if our results concern problem \((P_t)\), from now on we consider the simplified problem

\[
\begin{cases}
\Delta u + \alpha u^+ - \beta u^- = e_1 \\
u \in H_0^1(\Omega)
\end{cases}
\]

whose solutions are the critical points of the functional \(f : H_0^1(\Omega) \rightarrow \mathbb{R}\) defined by

\[
f(u) = \frac{1}{2} \int_\Omega \left( |Du|^2 - \alpha (u^+)^2 - \beta (u^-)^2 \right) dx + \int_\Omega u e_1 dx.
\]

Actually, if for some pair \((\alpha, \beta)\) \(f\) satisfies the assumptions of one of the abstract theorems of Section 2, so does \(f_t\), for \(t\) positive and large enough. This is a consequence of Lemma 3.1, which we state now, and of the technical Lemma 4.4, to be found in Section 4.

**Lemma 3.1.** Let \((g), (g, \alpha, \beta)\) and \((P, S, g)\) hold. Then for any \(M > 0\)

\[
\lim_{t \to \infty} \sup_{\|u\| \leq M} \frac{\|f_t(du) - f(u)\|}{t^2} = 0
\]

\[
\lim_{t \to \infty} \sup_{\|u\| \leq M} \left\| \frac{\|f_t(du) - \frac{\|\text{grad } f(tu)\|}{t^2}}{\|\text{grad } f(u)\|} \right\| = 0
\]

We omit the proof which can be accomplished by standard arguments.

Now we introduce some notations and recall some fact that will be useful in what follows. For \(i\) in \(\mathbb{N}\) we denote by \(\lambda_i\) the \(i\)-th eigenvalue of \(-\Delta\) in \(H_0^1(\Omega)\) and by \(e_i\) the corresponding eigenfunction:

\[
\Delta e_i + \lambda_i e_i = 0, \quad \int_\Omega e_i^2 dx = 1, \quad \lambda_1 < \lambda_2 \leq \lambda_3 \leq \cdots.
\]

Furthermore we set

\[
H_t = \text{span} \{e_1, \ldots, e_i\}, \quad H_t^\perp = \{u \in H_0^1(\Omega) | \langle u, v \rangle_{H_0^1(\Omega)} = 0 \quad \forall v \in H_t\},
\]

and if \(u \in H_0^1(\Omega)\)

\[
Q_{\alpha, \beta}(u) = \frac{1}{2} \int_\Omega \left( |Du|^2 - \alpha (u^+)^2 - \beta (u^-)^2 \right) dx,
\]

\[
Q_{\alpha}(u) = \frac{1}{2} \int_\Omega \left( |Du|^2 - \alpha u^2 \right) dx.
\]

If \(\alpha > \lambda_1\), we denote by \(\tilde{e}_1\) the function \(\frac{e_i}{\lambda_1 - \lambda_1}\). We notice that \(\tilde{e}_1\) is a solution of \((P)\), as one can easily check. The solutions we are going to find “branch”
from \( \tilde{e}_1 \). This motivates the interest for the increment \( f(\tilde{e}_1 + z) - f(\tilde{e}_1) \); with easy computation one finds:

\[
 f(\tilde{e}_1 + z) - f(\tilde{e}_1) = Q_\alpha(z) + \frac{\alpha - \beta}{2} \int_\Omega \left( (\tilde{e}_1 + z)^- \right)^2 dx 
 = Q_{\alpha,\beta}(z) + \frac{\alpha - \beta}{2} \int_\Omega \left( ((\tilde{e}_1 + z)^-) - (z^-)^2 \right) dx.
\]

We conclude the section with a result about the (P.S.)c condition for \( f \), whose proof can be easily done by imitating the proof of (2.5) in [34]

**Remark 3.2.** Assume that \((\alpha, \beta) \neq (\lambda_i, \lambda_i)\) for all \( i \geq 2 \). Then \( f \) satisfies the (P.S.)c condition for any \( c \) in \( \mathbb{R} \).

---

4. **Three solutions regions in the \((\alpha, \beta)\) plane with \( \alpha > \beta \)**

In this section we study problem \((P)\) in the case \( \alpha > \beta \) and we individuate some three solution regions in the \((\alpha, \beta)\)-plane. We wish to point out that we are not making any assumptions on the multiplicity of the eigenvalues considered in the following theorems.

We introduce some additional notations to be maintained throughout this and the following sections. For \( i \) in \( \mathbb{N} \) we set

\[
 S_i(\rho) = \{ u \in H_i \mid \| u - \tilde{e}_i \| = \rho \}, \quad B_i(\rho) = \{ u \in H_i \mid \| u - \tilde{e}_i \| < \rho \}.
\]

**Lemma 4.1.** Let \( j, k \) be integers such that \( k > j \geq 1 \) and \( \lambda_j < \lambda_{j+1} = \lambda_k < \lambda_{k+1} \). Let \( \epsilon > 0 \) and \( M \geq \epsilon \). There exist \( \sigma > 0, \rho_j \) with \( \rho_j > 0 \) such that for all \( \alpha \) in \( ]\lambda_j, \lambda_j + \sigma[ \) and for all \( \beta \) in \( ]\lambda_k - M, \lambda_k - \epsilon[ \) there exists \( \rho_k \) with \( \rho_j \geq \rho_k > 0 \) such that the following inequalities hold.

\[
\begin{align*}
(4.1.1) & \sup f(S_j(\rho_j)) < \inf f(\tilde{e}_1 + H_j^\perp) \\
(4.1.2) & \sup f(S_k(\rho_k)) < \inf f(\tilde{e}_1 + H_k^\perp) \\
(4.1.3) & \sup f(S_j(\rho)) < \inf f(\tilde{e}_1 + H_j^\perp) \quad \forall \rho \text{ in } [\rho_k, \rho_j].
\end{align*}
\]

**Proof.** Using the first equality in formula (3.1.5) one easily finds \( \sigma, \rho_j \) such that \( \sigma > 0, \rho_j > 0 \) and for every \( \alpha \) in \( ]\lambda_k, \lambda_k + \sigma[ \), for every \( \beta \) in \( ]\lambda_k - M, \lambda_k - \epsilon[ \) and for every \( \rho \) in \( ]0, \rho_j[ \)

\[
\sup f(S_j(\rho)) < f(\tilde{e}_1).
\]

If \( \lambda_k + \sigma < \lambda_{k+1} \) then \( \alpha, \beta \leq \lambda_{k+1} \) and we have \( \inf f(\tilde{e}_1 + H_k^\perp) = f(\tilde{e}_1) \), therefore (4.1.3) holds, for any \( \rho \) in \( ]0, \rho_j[ \).

Now notice that taking \( \alpha = \lambda_k \) and \( \beta < \alpha \) one has \( \inf f(\tilde{e}_1 + H_k^\perp) = f(\tilde{e}_1) \) and then, using (6.2) and (7.1) of [34], for \( \sigma \) small enough (4.1.1) holds.

Finally, having fixed \( \alpha \) in \( ]\lambda_k, \lambda_k + \sigma[ \), using (3.1.5) again, we can find \( \rho_k \) such that (4.1.2) holds too. \( \square \)
LEMMA 4.2. Let \( j, k \in \mathbb{N}, k > j > 1 \) and \( \lambda_j < \lambda_{j+1} = \lambda_k < \lambda_{k+1} \). Let \( \delta > 0, M \geq 0 \). There exists \( \varepsilon > 0 > 0 \) such that for all \( \alpha \) in \([\lambda_j + \delta, \lambda_{k+1} - \delta]\), for all \( u \) in \( H_j \oplus H_k^\perp \) with \( u \neq \tilde{e}_1 \) and

\[
\text{either} \quad -M \leq \beta \leq \alpha \quad \text{and} \quad f(u) \geq f(\tilde{e}_1) - \varepsilon, \\
\text{or} \quad M \geq \beta \geq \alpha \quad \text{and} \quad f(u) \leq f(\tilde{e}_1) + \varepsilon,
\]

\( u \) cannot be a critical point for \( f \) on \( H_j \oplus H_k^\perp \).

PROOF. We argue by contradiction and suppose that there exists \( u = \tilde{e}_1 + z \) with \( z \in H_j \oplus H_k^\perp \) such that \( z \neq 0 \) and \( f'(u)(v) = 0 \) for all \( v \in H_j \oplus H_k^\perp \).

Let \( z = z' + z'' \) with \( z' \) in \( H_j \) and \( z'' \) in \( H_k \); taking \( v = z'' - z' \) in (4.2.1) yields

\[
2 \left[ Q_\alpha(z'') - Q_\alpha(z') \right] - (\alpha - \beta) \int_\Omega (\tilde{e}_1 + z)^-(z'' - z') \ dx.
\]

It follows

\[
(4.2.2) \quad \|z\|_{\tilde{H}_0^1(\Omega)} \leq \frac{|\alpha - \beta|}{C\sqrt{\lambda_1}} \| (\tilde{e}_1 + z)^- \|_{L^2(\Omega)}
\]

where \( C = \frac{\delta}{\lambda_{k+1}} = \min \{1 - \frac{\alpha}{\lambda_{k+1}}, \frac{\alpha}{\lambda_j} - 1\} \). Since the right hand side of (4.2.2) is \( o(\|z\|_{\tilde{H}_0^1(\Omega)}) \), we can find \( R \) with \( R > 0 \) and such that \( \|z\|_{\tilde{H}_0^1(\Omega)} \geq R \); such an \( R \) only depends on \( \delta \) and \( M \) (since so does the estimate (4.2.2)).

We claim that there exists \( R_1 > 0 \), only depending on \( \delta \) and \( M \), such that \( |\alpha - \beta| \int_\Omega (\tilde{e}_1 + z)^- \tilde{e}_1 \ dx \geq R_1 \). By contradiction let \( (z_n)_n \) be a sequence in \( H_j \oplus H_k^\perp \) such that \( \|z_n\|_{\tilde{H}_0^1(\Omega)} \geq R \) and \( |\alpha - \beta| \int_\Omega (\tilde{e}_1 + z_n)^- \tilde{e}_1 \ dx \to 0 \). Set

\[ w_n = \frac{(\alpha - \beta)(\tilde{e}_1 + z_n)^-}{\|z_n\|_{\tilde{H}_0^1(\Omega)}} \]

then \( (w_n)_n \) is bounded in \( \tilde{H}_0^1(\Omega) \), hence relatively compact in \( L^2(\Omega) \). We can suppose \( w_n \to w \) in \( L^2(\Omega) \). Then \( w \geq 0 \), since \( w_n \geq 0 \); moreover \( \int_\Omega w \tilde{e}_1 \ dx = \lim_{n \to \infty} \int_\Omega w_n \tilde{e}_1 \ dx = 0 \) which implies \( w = 0 \). But, using (4.2.2) again yields

\[
c\sqrt{\lambda_1} \leq \|w\|_{L^2(\Omega)}
\]

which is impossible.

Now taking \( v = z \) in (4.2.1) gives

\[
0 = 2Q_\alpha(z) - (\alpha - \beta) \int_\Omega (\tilde{e}_1 + z)^- z \ dx
\]

(4.2.3)

\[
= 2\left(f(\tilde{e}_1 + z) - f(\tilde{e}_1)\right) + (\alpha - \beta) \int_\Omega (\tilde{e}_1 + z)^- \tilde{e}_1 \ dx
\]

This gives the conclusion, taking \( \varepsilon < \frac{R_1}{2} \). \( \square \)
LEMMA 4.3. Let \( j, k \in \mathbb{N} \) with \( 1 \leq j \leq k \), \((a, \beta) \in \mathbb{R}^2\), \((a, \beta) \neq (\lambda_i, \lambda_i)\) for all \( i \) with \( 2 \leq i \leq j \) or \( i > k + 1 \). Denote by \( P', P'' \) the projections of \( H_0^1(\Omega) \) on \( \text{span} \{ e_{j+1}, \ldots, e_k \} \) and on \( H_j \oplus H_k^\perp \).

If a sequence \((u_n)_n\) has the properties

\[
(4.3.1) \quad f(u_n) \text{ is bounded}, \quad \lim_{n \to \infty} P'' \text{grad } f(u_n) = 0, \quad \lim_{n \to \infty} P'u_n = 0,
\]

then \((u_n)_n\) is bounded.

PROOF. Assume by contradiction that there exists a sequence \((u_n)_n\) satisfying (4.3.1) and with \( \|u_n\|_{H_0^1(\Omega)} \to \infty \). Set \( z_n = \frac{u_n}{\|u_n\|_{H_0^1(\Omega)}} \). Since \( \text{grad } f(u) = u + \Delta^{-1}(\alpha u^+ - \beta u^- - e_1) \) we have

\[
(4.3.2) \quad P''(\text{grad } f(u_n)) = u_n - P'(u_n) + P''(\Delta^{-1}(\alpha u^+ - \beta u^- - e_1)) = u_n - K(u_n, e_1) \to 0
\]

where \( K : H_0^1(\Omega) \times H_0^1(\Omega) \to H_0^1(\Omega) \) is a compact operator.

Then \( z_n - K(z_n, \frac{e_1}{\|u_n\|_{H_0^1(\Omega)}}) \to 0 \), which implies (up to subsequences) that \((z_n)_n\) converges to a point \( z \in H_0^1(\Omega) \); \( z \) has the properties

\[
\|z\|_{H_0^1(\Omega)} = 1, \quad z \in H_j \oplus H_k^\perp, \quad \Delta z + P''(\alpha z^+ + \beta z^-) = 0.
\]

In particular, multiplying by \( e_1 \) and integrating over \( \Omega \), we obtain

\[
(4.3.3) \quad \alpha \int_{\Omega} e_1 z^+ \, dx = \beta \int_{\Omega} e_1 z^- \, dx.
\]

Multiplying by \( P''(u_n) \) in (4.3.2), integrating over \( \Omega \) and dividing by \( \|u_n\| \) yields

\[
\frac{2f(u_n)}{\|u_n\|_{H_0^1(\Omega)}} = \int_{\Omega} e_1 z_n \, dx + \langle P''(\text{grad } f(u_n)), z_n \rangle + \int_{\Omega} Dz_n DP'(u_n) - P'(\alpha z^+_n - \beta z^-_n) + \frac{e_1}{\|u_n\|_{H_0^1(\Omega)}} - P'(u_n) \, dx.
\]

It follows \( \int_{\Omega} e_1 z \, dx = 0 \). If \( \alpha \neq \beta \) this fact, combined with (4.3.3) implies that \( z^+ = z^- = 0 \) which is contradictory.

If \( \alpha = \beta = \lambda \), then \( z \) must be an eigenvector of \(-P'' \circ \Delta\) with \( \lambda \) as eigenvalue. So \( \lambda = \lambda_i \) with \( i \) not in \( \{j + 1, \ldots, k\} \) and moreover \( i \neq 1 \) because \( \int_{\Omega} e_1 z \, dx = 0 \). This concludes the proof. \( \square \)

As claimed in Section 3, the results proved for the “simplified” functional \( f \) also hold for the functional \( f_t \), for \( t \) positive and large enough. To treat this case it is necessary to use Lemma 3.1 and a more general version of Lemma 4.3, which we state now. The proof is omitted since it is very similar to that of 4.3.
LEMMA 4.4. Let \( j, k \in \mathbb{N} \) with \( 1 \leq j \leq k \), \((\alpha, \beta) \in \mathbb{R}^2\), \((\alpha, \beta) \neq (\lambda_i, \lambda_i)\) for all \( i \) with \( 2 \leq i \leq j \) or \( i > k + 1 \). Let \( P', P'' \) be as in Lemma 4.3. Assume that \((g), (g,\alpha,\beta)\) and \((P,S,g)\) hold.

Let \((u_n)_n \) in \( H_0^1(\Omega) \), \((t_n)_n \) in \( \mathbb{R} \) and \((a_n, \beta_n)_{n \in \mathbb{N}} \) in \( \mathbb{R}^2 \) be sequences such that

\[
\lim_{n \to \infty} t_n = +\infty, \quad \lim_{n \to \infty} (\alpha_n, \beta_n) = (\alpha, \beta)
\]

\[
f_{t_n}(u_n) \text{ is bounded}, \quad \lim_{n \to \infty} P'' \text{ grad } f_{t_n}(u_n) = 0, \quad \lim_{n \to \infty} P' u_n = 0,
\]

then \((u_n)_n\) is bounded.

THEOREM 4.5. Let \( k \geq 2 \). There exists an open neighbourhood \( U \) of the half-line \( \{(\lambda_k, \beta) \in \mathbb{R}^2 | \beta < \lambda_k \} \) such that, if \( W_k = \{(\alpha, \beta) \in U | \alpha > \lambda_k \} \), then for all \((\alpha, \beta)\) in \( W_k \) problem (P) has at least 3 solutions \( u_1, u_2, u_3 \), \( f \) has at least two critical levels. Moreover if \( j \) is such that \( \lambda_j < \lambda_{j+1} = \lambda_k \), then \( f(u_i) \geq \inf f(\tilde{e}_i \oplus H_{f}^\perp) \) \( i = 1, 2, 3 \).

![Fig. 6. The three solution region of Theorem 4.5](image)

PROOF. We wish to apply Theorem 2.6. We can suppose that \( \lambda_k < \lambda_{k+1} \) and take \( j \) with \( j < k \), \( \lambda_j < \lambda_{j+1} = \lambda_k \). Now let \( \delta, M \) be strictly positive and let \( \epsilon \) be such that the conclusion of Lemma 4.2 holds. Let \( W_k^{(M,\delta)} \) be the set of all pairs \((\alpha, \beta)\) such that

\[
\lambda_k < \alpha < \lambda_{k+1} - \delta, \quad -M < \beta < \alpha
\]

\[
\inf f(\tilde{e}_1 + H_{f}^\perp) > f(\tilde{e}_1) - \epsilon
\]

there exist \( \rho_j, \rho_k \) such that \( \rho_j \geq \rho_k > 0 \) and (4.1.1), (4.1.2), (4.1.3) hold.

Notice that \( W_k^{(M,\delta)} \) is an open set, as a consequence of Lemma 7.1 in [34] and \( W_k^{(M,\delta)} \) is nonempty by Lemma 4.1. If \((\alpha, \beta) \in W_k^{(M,\delta)}\), the inequalities (2.6.1)
of Theorem 2.6 hold, up to modifying the set $S_k(\rho_k) \cup (B_\gamma(\rho_j) \setminus B_{\beta_j}(\rho_j))$ into the set

$$\tilde{S}_k = \{ u \in H_k \mid \text{dist}(u, B_k(\rho_k) \cup B_{\beta_j}(\rho_j)) = \gamma \}$$

(with $\gamma > 0$ small), which has the same topological properties of the sphere $S_{12}(\rho)$ in Theorem 2.6.

Concerning the (P.S.) c condition, it suffices to use Remark 3.2.

Finally the assumption $(\nabla) (f, H_j \oplus H_{\beta_j}, a, b)$, where

$$\sup f(S_j(\rho_j)) < a < \inf f(\tilde{e}_1 + H_{\beta_j}^1), \quad \sup f(\tilde{S}_k) < b < \inf f(\tilde{e}_1 + H_{\beta_j}^1),$$

can be easily proved, in a standard fashion, using Lemmas 4.2 and 4.3. □

The next results provide some more details on the regions of the $(\alpha, \beta)$ plane, where three distinct solutions occur. To state such results we need the functions $\mu_k$, introduced in [34], the functions $\psi_\alpha$ and the sets $R_jk$, we are going to define now.

**Definition 4.6.** Let $j \in \mathbb{N}$, $j \geq 1$, $e \in H_j^1(\Omega)$, $e \neq 0$, $\alpha \in \mathbb{R}$. Define

$$\alpha_{j+1} = \sup \left\{ \int_{\Omega} |Dv|^2 \, dx \mid v \in H_j, \int_{\Omega} v^2 \, dx = 1, v \geq 0 \right\}$$

$$\Sigma_j^-(e) = \left\{ z = \sigma e + v \mid \sigma \geq 0, v \in H_j, \|z\|_{H_j^0(\Omega)} = 1 \right\}$$

$$\mu_{j+1}(\alpha) = \inf \left\{ \beta \in \mathbb{R} \mid \exists e \in H_j^1 \text{ with } e \neq 0, \max Q_{\alpha, \beta}(\Sigma_j^-(e)) < 0 \right\}.$$

The following lemma is a consequence of (5.4) in [34].

**Proposition 4.7.** Let $j \geq 1$. We have:

1. $\mu_{j+1}(\alpha) < +\infty$ if and only if $\alpha > \alpha_{j+1}$;
2. $\mu_{j+1}(\alpha) > \alpha_{j+1}$ for $\alpha > \alpha_{j+1}$; the function $\mu_{j+1} : [\alpha_{j+1}, +\infty[ \to [\alpha_{j+1}, +\infty[$ is continuous, decreasing, $\mu_{j+1} \circ \mu_{j+1} = \text{identity}$, $\mu_{j+1}(\lambda_{j+1}) = \lambda_{j+1}$ and

$$\lim_{\alpha \to \alpha_{j+1}^+} \mu_{j+1}(\alpha) = +\infty, \quad \lim_{\alpha \to +\infty} \mu_{j+1}(\alpha) = \alpha_{j+1};$$

3. if $j \geq 2$, then $\lambda_1 \leq \alpha_{j+1} < \lambda_j; \alpha_2 = \lambda_1$.

**Definition 4.8.** Let $j \geq 1$, if $\alpha > \lambda_j, \beta > \lambda_j$, we define

$$M_j(\alpha, \beta) = \left\{ u \in H_j^0(\Omega) \mid f'(u)(v) = 0 \quad \forall v \in H_j \right\}$$

(cfr. Theorem 9.2 in [34]).

For the proof of the following properties of $M_j(\alpha, \beta)$ see (9.2) in [34]
PROPOSITION 4.9.
1) $M_j(\alpha, \beta)$ is the graph of a Lipschitz continuous function $\Gamma_j : H_j^1 \to H_j$; moreover for all $v$ in $H_j$ and all $w$ in $H_j^1$ $f(v + w) \leq f(\Gamma_j(w) + w)$.
2) if $\beta < \mu_{j+1}(\alpha)$, then
   $$\lim_{\|u\|_{M_j(\alpha, \beta)} \to \infty} f(u) = +\infty$$
   (in particular $f$ is bounded below on $M_j(\alpha, \beta)$).

Now we introduce the functions $\psi_j$.

DEFINITION 4.10 Let $j \geq 1$ and $\alpha > \alpha_{j+1}$; we set
   $$\psi_j(\alpha) = \inf \{ \beta \mid Q_{\alpha, \beta}(u) < 0 \quad \forall u \in H_j, u \neq 0 \} .$$

Notice that $\psi_1(\alpha) = \lambda_1$ for all $\alpha > \lambda_1 (= \alpha_2)$.

With some work one can prove the following properties.

PROPOSITION 4.11. Let $j \geq 2$; then
1) $\psi_j(\alpha) > \alpha_{j+1}$ $\forall \alpha > \alpha_{j+1}$, the function $\psi_j : \alpha_{j+1}, +\infty \mapsto \alpha_{j+1}, +\infty$ is continuous, is decreasing, $\psi_j \circ \psi_j = \text{id}$, $\psi_j(\lambda_j) = \lambda_j$ and
   $$\lim_{\alpha \to \alpha_{j+1}} \psi_j(\alpha) = +\infty, \quad \lim_{\alpha \to +\infty} \psi_j(\alpha) = \alpha_{j+1} ;$$
2) $\psi_j(\alpha) \leq \mu_{j+1}(\alpha)$ $\forall \alpha > \alpha_{j+1}$; moreover if $\alpha \leq \alpha_{j+1}$ there are no $\beta$'s such that $Q_{\alpha, \beta}(u) < 0$ for all $u$ in $H_j \setminus \{0\}$.

Now we are going to show that, if $\alpha > \lambda_{j+1}$, $\mu_{j+1}(\alpha) > \lambda_j$ and $\psi_j(\alpha) < \beta < \mu_{j+1}(\alpha)$, then a set of inequalities of the type of (2.6.1) and the gradient assumption of Definition 2.4 are fulfilled. For the latter we need to introduce the sets $R_{jh}$.

DEFINITION 4.12. Let $h \geq j \geq 1$. We set
   $$R_{jh} = \{ (\alpha, \beta) \in \mathbb{R}^2 \mid \alpha > \lambda_1 , \quad f \mid_{(H_j \oplus H_h^1)} \text{ has no critical points } u \text{ in } H_j \oplus H_h^1 \text{ with } f(u) \neq f(\tilde{e}_1) \} .$$

PROPOSITION 4.13. Let $h \geq j \geq 1$. If $\alpha > \lambda_1$, $\lambda_j \leq \alpha \leq \lambda_{h+1}$, $\lambda_j \leq \beta \leq \lambda_{h+1}$, $(\alpha, \beta) \neq (\lambda_j, \lambda_j)$, $(\alpha, \beta) \neq (\lambda_{h+1}, \lambda_{h+1})$, then $(\alpha, \beta) \in R_{jh}$.

PROOF. Let $u = \tilde{e}_1 + z$ be a critical point for $f \mid_{(H_j \oplus H_h^1)}$ ($z \in H_j \oplus H_h^1$). Then
   $$\int_{\Omega} (DuDv - \alpha u^+v + \beta u^-v + e_1v) \, dx = 0 \quad \forall v \in H_j \oplus H_h^1$$

   $$\int_{\Omega} (D\tilde{e}_1Dv - \alpha \tilde{e}_1v + e_1v) \, dx = 0 \quad \forall v \in H_0^1(\Omega)$$
(the second equality holds because $\tilde{e}_1$ is critical). Taking the difference

$$(4.13.1) \quad \int_{\Omega} (Dz)Dv - \chi(x,u)zv \, dx = 0 \quad \forall v \in H_j \oplus H^1_h$$

where

$$\chi(x,s) = \begin{cases} \alpha & \text{if } s \geq 0, \\ \alpha \frac{-\tilde{e}_1(x)}{s - \tilde{e}_1(x)} + \beta \frac{s}{s - \tilde{e}_1(x)} & \text{if } s \leq 0. \end{cases}$$

Notice that $\beta < \chi(x,s) \leq \alpha$ for all $(x,s) \in \Omega \times \mathbb{R}$. Now let $z = \eta + \theta$ with $\eta \in H_j$, $\theta \in H^1_h$. Using $v = \eta$ and $v = \theta$ in (4.13.1), and taking the difference yields:

$$0 \geq \int_{\Omega} \left| D\eta \right|^2 - \chi(x,u)\eta^2 \, dx = \int_{\Omega} \left| D\theta \right|^2 - \chi(x,u)\theta^2 \, dx \geq 0$$

hence

$$0 = \int_{\Omega} \left| D\eta \right|^2 - \chi(x,u)\eta^2 \, dx \leq \int_{\Omega} \left| D\eta \right|^2 - \lambda_j \eta^2 \, dx \leq 0$$

$$0 = \int_{\Omega} \left| D\theta \right|^2 - \chi(x,u)\theta^2 \, dx \geq \int_{\Omega} \left| D\theta \right|^2 - \lambda_{k+1} \theta^2 \, dx \geq 0.$$ 

If $\eta$ is not identically zero, then $\eta$ must be an eigenfunction of $-\Delta$ with eigenvalue $\lambda_j$, in particular $\eta(x) \neq 0$ for almost all $x$ in $\Omega$. This implies that $\chi(x,u(x)) = \lambda_j$ for almost every $x$. Then $\alpha = \lambda_j$ and $u \geq 0$, since $\beta \neq \alpha$ (just look at the expression of $\chi$). From (4.13.1) it follows that $z$ is an eigenfunction with eigenvalue $\lambda_j$. Then

$$f(u) = f(\tilde{e}_1) + Q\lambda_j(z) + \frac{\lambda_j - \beta}{2} \int_{\Omega} (u^-)^2 \, dx = f(\tilde{e}_1).$$

Since $f(u) = f(\tilde{e}_1)$ is excluded, $\eta = 0$.

In the same way, if $\theta$ is not identically zero, then it must be an eigenfunction of $-\Delta$ with $\lambda_{h+1}$ as eigenvalue. Then, as before, $\lambda_{h+1} = \alpha$, and also $u \geq 0$, which implies

$$f(u) = f(\tilde{e}_1) + Q\lambda_{h+1}(z) + \frac{\lambda_{h+1} - \beta}{2} \int_{\Omega} (u^-)^2 \, dx = f(\tilde{e}_1).$$

Then $\theta = \eta = 0$ and $u = \tilde{e}_1$. So, in any case, $f(u)$ must be equal to $f(\tilde{e}_1)$ and the proof is finished.

We can finally state another three solutions result.
LEMMA 4.14. Let \( j, h \in \mathbb{N}, h > j \geq 1 \), and \((\alpha, \beta)\) be such that

\[
\lambda_h < \alpha \leq \lambda_{h+1}, \quad \mu_{j+1}(\alpha) > \lambda_j,
\]
\[
\psi_j(\alpha) < \beta < \mu_{j+1}(\alpha), \quad (\alpha, \beta) \in R_{jh}.
\]

Then for all pairs \((\alpha', \beta')\) sufficiently near to \((\alpha, \beta)\) the corresponding functional \(f\) has at least three solutions.

PROOF. It is convenient, throughout the proof, to denote the functional by \(f_{a, \beta}\).

1) Since \(\lambda_h < \alpha \leq \lambda_{h+1}\) and \(\beta < \alpha\), there exists \(\bar{\rho} > 0\) such that for all \(\rho\) in \([0, \bar{\rho}]\)

\[
\sup_{\rho} f_{a, \beta}(S_h(\rho)) < f_{a, \beta}(\bar{e}_1) = \inf f_{a, \beta}(\bar{e}_1 + H_{h}^{1}) = b''.
\]

2) Let \(\beta_1\) be such that \(\beta \leq \beta_1, \lambda_j < \beta_1 < \mu_{j+1}(\alpha)\). Since \(\alpha, \beta_1 > \lambda_j\), then \(M_j(\alpha, \beta_1)\) is well defined and since \(\beta_1 < \mu_{j+1}(\alpha)\), then \(f_{a, \beta_1}\) is bounded below on \(M_j(\alpha, \beta_1)\). Being \(f_{a, \beta} \geq f_{a, \beta_1}\)

\[
a'' = \inf f_{a, \beta}(M_j(\alpha, \beta_1)) > -\infty.
\]

Notice that, if \((\alpha', \beta')\) is close to \((\alpha, \beta)\), then the corresponding inf approaches \(a''\), because

\[
\lim_{u \in M_j(\alpha, \beta_1), \|u\|_{H_{j}^{1}(\Omega)} \to \infty} f_{a, \beta}(u) = +\infty.
\]

3) There exists \(R \geq \rho\) such that

\[
\sup_{u \in H_{j}, \|u\|_{H_{j}^{1}(\Omega)} \leq R} f_{a, \beta}(\bar{e}_1 + u) < b'',
\]

\[
\sup_{\rho \leq E_{\rho} H_{j}^{1}(\Omega)} f_{a, \beta}(S_j(\rho)) < a''.
\]

For this use the second equality in (3.1.5) and observe that the right hand side therein is the sum of two negative terms, since \(Q_{a, \beta}(u)\) is negative defined because \(\psi_j(\alpha) < \beta\) and \(\beta < \alpha\). It can be noticed again that all quantities involved in the inequalities have small variations when \((\alpha', \beta')\) is near \((\alpha, \beta)\).

4) We claim now that a set of inequalities of the type of (2.6.1) hold. To show this we modify the set \(S_h(\rho) \cup (B_j(\bar{R}) \setminus B_j(\rho))\) into the \((h\text{-sphere like})\) set

\[
\bar{S}_h = \{ \bar{e}_1 + v \mid v \in H_j, \text{dist}(v, S_h(\rho) \cup B_j(\bar{R})) = \delta \}
\]
where $\delta > 0$ is small enough so that

$$b' = \sup f_{a,\beta}(\tilde{S}_h) < b'',$$

$$a' = \sup f_{a,\beta}(\tilde{S}_h \cap H_f) < a''.$$  

Notice that $b'' = \inf \{ f_{a,\beta}(w + \Gamma_j(w)) | w \in H_f \}.

5) We can assume that there exist $a, b, b_1$ regular values for $f_{a,\beta}$ such that $a \in ]a', a''[, b \in ]b', b''[, b_1 > \sup (f_{a,\beta}(B_h)) = b'''$. Since there are no critical points $u$ for $f$ with $f(u) \in [a, b]$, because $(a, \beta) \in R_{jh}$ and $b < f_{a,\beta}(e_1)$, using Lemma 4.3, it can be easily deduced that condition $(\nabla)(f_{a,\beta}, H_f \oplus H_{h^1}, a, b)$ holds.

From Theorem 2.6 we get the conclusion for the pair $(a, \beta)$.

6) Concerning the pairs $(a', \beta')$ near $(a, \beta)$, first of all we notice that the numbers $a', a'', b', b''$ and $b'''$ change a few, whenever $(a, \beta)$ changes a few: in particular $a''$ changes slightly by 2 of Proposition 4.9 and $b''$ moves slightly by the results of [34]. Hence, if $(a', \beta')$ is near to $(a, \beta)$, $a' < a < a''$, $b' < b < b''$ and $b_1 > b'''$, for the previously considered $a, b$ and $b_1$. Moreover using an argument analogous to Lemma 4.3, we obtain that $(\nabla)(f_{a',\beta'}, H_f \oplus H_{h^1}, a, b)$ holds too.

So by Theorem 2.6 for $f_{a',\beta'}$, we obtain the remaining part of the conclusion.

$\square$

The following statement is a simple consequence of the previous lemma and of the properties of $R_{jh}$.

**Theorem 4.15.** Let $j \geq 2$. There exists an open neighbourhood $U$ of the set

$$\{(a, \beta) | \lambda_{j+1} < \alpha, \lambda_j < \mu_{j+1}(\alpha), \lambda_{j} \leq \beta < \mu_{j+1}(\alpha)\}$$

such that for all $(a, \beta)$ in $U$ problem (P) has at least three solutions and the functional $f$ has at least two critical values.
REMARK 4.16. From the previous result the following known fact is easily deduced. Let $\alpha > \lambda_2$, $\lambda_1 < \beta < \mu_1(\alpha)$; then $f$ has at least three critical points.

We conclude this section with a final remark. In the proof of Lemma 4.14 it is easily seen that the inequalities of the type of 2.6.1 are fulfilled without assuming that $(\alpha, \beta) \in R_{jk}$. Using Sard’s theorem we can find perturbations of $f$ of the type $\tilde{f}(u) = f(u) + \int_\Omega v_0 u \, dx$ such that $\tilde{f}$ has only nondegenerate critical points. On the other hand, by Remark 2.7 we obtain the following result.

REMARK 4.17. Let $j \geq 1$, $\alpha, \beta$ be such that $\alpha > \lambda_{j+1}$, $\mu_{j+1}(\alpha) > \lambda_j$, $\psi_j(\alpha) < \beta < \mu_{j+1}(\alpha)$. Then the functional $\tilde{f}$ defined by

$$\tilde{f}(u) = f(u) + \int_\Omega v_0 u \, dx$$

has at least three critical points, provided $v_0$ is small enough and such that all its critical points are nondegenerate.

5. - Three solutions regions in the $(\alpha, \beta)$ plane with $\alpha < \beta$

When we pass to consider the $(\alpha, \beta)$ pairs with $\beta > \alpha$ we find a certain (unexpected) symmetry in the results. In fact we will use the abstract (“dual”) sphere-torus linking Theorem 2.10.

In this section we maintain all the notations of Section 4 and in addition, for $i \in \mathbb{N}$ and $\rho > 0$, we consider the sets

$$S_i(\rho) = \left\{ \bar{e}_1 + w \mid w \in H^1_0, \|w\|_{H^1_0} = \rho \right\}$$

$$B_i(\rho) = \left\{ \bar{e}_1 + w \mid w \in H^1_0, \|w\|_{H^1_0} < \rho \right\}$$

LEMMA 5.1. Let $j, k$ be integers such that $k > j \geq 1$ and $\lambda_j < \lambda_{j+1} = \lambda_k < \lambda_{k+1}$. Assume that $\lambda_j \leq \alpha < \lambda_k$, $\alpha > \lambda_1$ and $\beta > \psi_k(\alpha) (> \alpha)$. Then there exist $\rho$ and $\tilde{\rho}$ such that $\tilde{\rho} > \rho > 0$ and

$$\sup f(B_j(\tilde{\rho}) \cup S_k(\tilde{\rho})) < \inf f(S_j'(\rho))$$

\begin{align}
\text{PROOF.} & \quad \text{Since $\lambda_j \leq \alpha < \lambda_k$ and $\beta > \alpha$, using the formula (3.1.5) and the fact that the last term in (3.1.5) is positive and is $o(z)$, it turns out that there exist $\rho > 0$ such that} \\
& \quad \sup f(H_j) = f(\bar{e}_1) < \inf(S_j'(\rho)).
\end{align}

Since $\beta > \psi_k(\alpha)$, we get

$$\lim_{\|u\| \to \infty} f(u) = -\infty,$$

hence for $\tilde{\rho}$ large enough we have the conclusion. \qed
THEOREM 5.2. Let $k > 2$. There exists an open neighbourhood of the half-line $\{(\lambda, \beta) : \beta > \lambda_k\}$ such that, if we call $V_k$ its intersection with the set $\{(\alpha, \beta) : \alpha < \lambda_k\}$, then for every $(\alpha, \beta)$ in $V_k$ there exist at least three solutions $u_1, u_2, u_3$ of problem (P) and $f$ has at least two critical values; moreover $f(u_i) \leq \sup f(H_k)$, for $i = 1, 2, 3$.

PROOF. We can suppose that $\lambda_k < \lambda_{k+1}$ and choose $j$ such that $j \geq 1$, $\lambda_j < \lambda_{j+1} = \lambda_k$. Let $\delta, M > 0$. Using Lemma 4.2 we can find $\varepsilon$ with $\varepsilon > 0$ and such that, if $\varepsilon_j + \delta \leq \alpha < \lambda_k + \delta$, $\alpha < \beta \leq M$, then $f|_{H_j \oplus H_k^\perp}$ has no critical points $u$ with $u \neq \hat{e}_1$ and $f(u) \leq f(\hat{e}_1) + \varepsilon$. Set

$$V_k^{(M, \delta)} = \{(\alpha, \beta) : \lambda_j + \delta < \alpha < \lambda_k, \psi_k(\alpha) < \beta < M, \sup_{u \in H_k} f(H_k) < f(\hat{e}_1) + \varepsilon\}.$$ 

The set $V_k^{(M, \delta)}$ is non empty and open because, if $\alpha = \lambda_k$ then $\sup f(H_k) = f(\hat{e}_1)$ and when $\psi_k(\alpha) < \beta$ we have $\lim_{u \to -\infty} f(u) = -\infty$, so $\sup f(H_k)$ continuously depends on $(\alpha, \beta)$ (see Lemma 7.1 in [34]). Take $(\alpha, \beta)$ in $V_k^{(M, \delta)}$. By Lemma 5.1 there exist $\rho$ and $\hat{\rho}$ such that $\hat{\rho} \geq \rho > 0$ and (5.1.1) holds. Up to slight modifications of $B_j(\hat{\rho}) \cup S_k(\hat{\rho})$, one can easily prove that (2.10.1) of Theorem 2.10 holds. Imitating the proof of Theorem 4.5 it can be checked, by Lemma 4.2.1, that condition (V) $(f, H_j \oplus H_k^\perp, a, b)$ holds, with

$$\sup f(B_j(\hat{\rho}) \cup S_k(\hat{\rho})) < a < \inf f(S_j(\rho)), \quad \sup f(B_k(\hat{\rho})) < b < f(\hat{e}_1) + \varepsilon.$$
Applying Theorem 2.10 we get the conclusion.

We are now going to give some more details on the regions of the \((\alpha, \beta)\) plane for which three solutions exist. To this aim we need to recall the functions \(v_k\), already introduced in (6.4) of [34].

**Definition 5.3.** Let \(k \in \mathbb{N}\), \(j \geq 1\), \(e \in H_0^1(\Omega)\), \(e \neq 0\), \(\alpha \in \mathbb{R}\). We define

\[
\Sigma_k^+(e) = \left\{ z = \sigma e + v \mid \sigma \geq 0, v \in H_k^\perp, \|z\|_{H_0^1(\Omega)} = 1 \right\}
\]

\[
v_k(\alpha) = \sup \left\{ \beta \in \mathbb{R} \mid \exists e \text{ in } H_k \text{ with } e \neq 0, \inf Q_{\alpha, \beta}(\Sigma_k^+(e)) > 0 \right\}.
\]

The following result is a consequence of (6.5) in [34].

**Proposition 5.4.** Let \(k \geq 1\). We have:

1) \(v_k(\alpha) \in \mathbb{R}\) for every \(\alpha\) in \(\mathbb{R}\).

2) The function \(v_k : \mathbb{R} \to \mathbb{R}\) is continuous, is decreasing, \(v_k \circ v_k = \text{identity}\), \(v_k(\lambda_k) = \lambda_k\) and

\[
\lim_{\alpha \to +\infty} v_k(\alpha) = -\infty, \quad \lim_{\alpha \to -\infty} v_k(\alpha) = +\infty.
\]

**Definition 5.5.** Let \(k \geq 1\), \(\alpha < \lambda_{k+1}\), \(\beta < \lambda_{k+1}\). We set (cfr. (7.5) in [34])

\[
\mathcal{N}_k(\alpha, \beta) = \left\{ u \in H_0^1(\Omega) \mid f'(u)(v) = 0 \ \forall v \in H_k^\perp \right\}
\]

For the proof of the following proposition see 7.5 in [34].

**Proposition 5.6.** Let \(k \geq 1\), \(\alpha < \lambda_{k+1}\), \(\beta < \lambda_{k+1}\).

1) \(\mathcal{N}_k(\alpha, \beta)\) is the graph of a Lipschitz continuous function \(\Gamma_k^\perp : H_k \to H_k^\perp\); moreover for all \(v\) in \(H_k\) and all \(w\) in \(H_k^\perp\), \(f(v + w) > f(v + \Gamma_k^\perp(v))\);

2) if \(\beta > v_k(\alpha)\), then

\[
\lim_{\|u\| \to \infty, u \in \mathcal{N}_k(\alpha, \beta)} f(u) = -\infty.
\]

It is finally possible to prove a multiplicity lemma.

**Lemma 5.7.** Let \(h, k \in \mathbb{N}\), \(k > h \geq 1\) and \((\alpha, \beta)\) be such that

\[
\lambda_h \leq \alpha < \lambda_{h+1}, \quad v_k(\alpha) < \lambda_{k+1}, \quad v_k(\alpha) < \beta
\]

\((\alpha, \beta) \in R_{hk}\)

Then for all pairs \((\alpha', \beta')\), sufficiently near to \((\alpha, \beta)\) the corresponding functional \(f\) has at least three critical points and two critical levels.
PROOF. Since \( \beta > \nu_k(\alpha) < \lambda_{k+1} \), we can find \( \beta_1 \) such that \( \beta_1 \leq \beta \), \( \nu_k(\alpha) < \beta_1 < \lambda_{k+1} \). As before, for clarity, we denote our functional by \( f_{\alpha, \beta} \) to make the dependence on \((\alpha, \beta)\) explicit. We have

\[
\lim_{\|u\| \to \infty \atop u \in \mathcal{N}_k(\alpha, \beta_1)} f_{\alpha, \beta_1}(u) = -\infty
\]

because \( \beta_1 > \nu_k(\alpha) \) \( \mathcal{N}_k(\alpha, \beta_1) \) does exist, since \( \alpha, \beta_1 < \lambda_{k+1} \). Then

\[
\lim_{\|u\| \to \infty \atop u \in \mathcal{N}_k(\alpha, \beta_1)} f_{\alpha, \beta}(u) = -\infty
\]

which implies that there exists \( \tilde{\rho} \) such that \( \tilde{\rho} > 0 \) and

\[
\sup \{ f_{\alpha, \beta}(v + \Gamma_k'(v)) \mid v \in \mathcal{S}_k(\tilde{\rho}) \} < f_{\alpha, \beta}(\tilde{e}_1) .
\]

Moreover, since \( \alpha, \beta_1 \geq \lambda_h \), it turns out that

\[
\sup f_{\alpha, \beta_1}(H_h) = f_{\alpha, \beta_1}(\tilde{e}_1) = f_{\alpha, \beta}(\tilde{e}_1)
\]

which yields

\[
\sup \{ f_{\alpha, \beta}(v + \Gamma_k'(v)) \mid v \in H_h \} = \sup \{ f_{\alpha, \beta_1}(v + \Gamma_k'(v)) \mid v \in H_h \} = f_{\alpha, \beta}(\tilde{e}_1) .
\]

Finally, since \( \lambda_k \leq \alpha < \lambda_{h+1} \), there exists \( \rho \) such that \( \tilde{\rho} > \rho > 0 \) and

\[
 f_{\alpha, \beta}(\tilde{e}_1) < \inf f_{\alpha, \beta}(\mathcal{S}_h(\rho)) .
\]

It is now clear that the topological situation expressed by the above inequalities is quite analogous to that of (2.10.1). Now take \( a \) and \( b \) such that

\[
f_{\alpha, \beta}(\tilde{e}_1) < a < \inf f_{\alpha, \beta}(\mathcal{S}_h(\rho)), \quad b > \sup \{ f_{\alpha, \beta}(v + \Gamma_k'(v)) \mid v \in \mathcal{B}_h(\tilde{\rho}) \} .
\]

Using the fact that \((\alpha, \beta) \in R_{hk}\) and Lemma 4.3, we easily obtain that condition \((i)\) \( f_{\alpha, \beta}, H_h \oplus H_k^\perp, a, b \) holds. Then the conclusion follows for \( f_{\alpha, \beta} \) by Theorem 2.10; on the other side, as already noted in the proof of Lemma 4.14, all the assumptions are still true for \((\alpha', \beta') \) near \((\alpha, \beta)\), with the same \( a \) and \( b \). This allows to conclude the proof. \( \square \)

Using the previous lemma and the properties of \( R_{hh} \) the following theorem follows easily.

**Theorem 5.8.** Let \( k \in \mathbb{N}, k \geq 2 \). There exists an open neighbourhood \( V \) of the set

\[
\left\{ (\alpha, \beta) \in \mathbb{R}^2 \mid \lambda_1 < \alpha < \lambda_k, \nu_k(\alpha) < \lambda_{k+1}, \nu_k(\alpha) < \beta \leq \lambda_{k+1} \right\}
\]

such that, for all \((\alpha, \beta)\) belonging to it, problem \((P)\) has at least three solutions and the functional \( f \) has at least two critical levels.
6. – *Five solutions regions in the $(\alpha, \beta)$ plane*

In Theorems 4.5 and 4.15 we have individuated two classes of regions of the $(\alpha, \beta)$-plane with $\beta < \alpha$, to which at least three solutions of problem (P) correspond. We are now going to show that in the (possible) intersections of such regions some new regions can be individuated such that, for $(\alpha, \beta)$ lying inside them, at least five solutions of problem (P) occur. We will also prove a similar result for $\beta > \alpha$.

Notice that, in particular, between the curves $\beta = \mu_2(\alpha)$ and $\beta = \lambda_1$ there are infinitely many such five solution regions, with $\alpha$ in a right neighbourhood of each $\lambda_i$.

In the following theorems we need assumption $(\nabla)(f, H_h \oplus H_j^+, a, b)$ to hold, for suitable $h$, $j$, $a$, $b$ and for $(\alpha, \beta)$ in a neighbourhood of the square $[\lambda_h, \lambda_h] \times [\lambda_k, \lambda_k]$, deprived of the vertices $(\lambda_h, \lambda_h)$, $(\lambda_k, \lambda_k)$. We know, by the previous theorems, that such condition is fulfilled in $[\lambda_h, \lambda_h] \times [\lambda_k, \lambda_k] \setminus \{(\lambda_h, \lambda_h), (\lambda_k, \lambda_k)\}$, but, unlike what done when proving the theorems of Sections 4 and 5, we cannot use Lemma 4.3, which holds in sets where the function $f$ is bounded. Indeed, for the pairs $(\alpha, \beta)$ we have to deal with, we cannot assume a lower bound on the values of $f$ on the constrained critical points. For this we need another version, of Lemma 4.3.
**Lemma 6.1.** Let \( j > h > 1, e \in L^2(\Omega) \) and \((\alpha, \beta) \in [\lambda_h, \lambda_{j+1}] \times [\lambda_h, \lambda_{j+1}] \) \smallsetminus \{(\lambda_h, \lambda_h), (\lambda_{j+1}, \lambda_{j+1})\}; moreover, in the case where \( h = 1 \), we also assume \( \alpha \neq \lambda_1 \) and \( \beta \neq \lambda_1 \).

Let \((\alpha_n, \beta_n)_n\) and \((u_n)_n\) be sequences such that

\[
\lim_{n \to \infty} (\alpha_n, \beta_n) = (\alpha, \beta), \quad \lim_{n \to \infty} P'(u_n) = 0
\]

\[
\lim_{n \to \infty} P''(u_n + \Delta^{-1}(\alpha_n u_n^+ - \beta_n u_n^- - e)) = 0
\]

where \(P'\) and \(P''\) are the projections onto \(\text{span}\{e_h+1, \ldots, e_j\}\) \((0)\), if \(h = j\) and \(H_h \oplus H_j^-\) respectively.

Then \((u_n)_n\) is bounded.

**Proof.** Assume, by contradiction, that there exist two sequences as above, such that \(\|(u_n)_n\|_{H_j^0(\Omega)} \to \infty\). Set \(z_n = \frac{u_n}{\|u_n\|}\). Arguing as in the proof of 4.3, we can suppose that \((z_n)_n\) converges in \(H_j^0(\Omega)\) to a point \(z\) in \(H_h \oplus H_j^-\), which must be nontrivial, since \(\|u\|_{H_j^0(\Omega)} = 1\). Furthermore we have

\[
P''(z + \Delta^{-1}(\alpha z^+ - \beta z^-)) = 0.
\]

Let \(u = \eta + \vartheta\), with \(\eta \in H_h\) and \(\vartheta \in H_j^-\). Multiplying (6.1.1) by \(\eta\) and \(\vartheta\) respectively and integrating over \(\Omega\), we obtain

\[
\int_\Omega \left( |\nabla \eta|^2 - \chi(z) \eta^2 - \chi(z) \eta \vartheta \right) dx = 0
\]

\[
\int_\Omega \left( |\nabla \vartheta|^2 - \chi(z) \vartheta^2 - \chi(z) \eta \vartheta \right) dx = 0
\]

where

\[
\chi(t) = \begin{cases} 
\frac{\alpha t^+ - \beta t^-}{t} & \text{if } t \neq 0, \\
\frac{\alpha + \beta}{2} & \text{(for instance) if } t = 0.
\end{cases}
\]

It follows

\[
0 \geq \int_\Omega \left( |\nabla \eta|^2 - \lambda_h \eta^2 \right) dx \geq \int_\Omega \left( |\nabla \eta|^2 - \chi(z) \eta^2 \right) dx
\]

\[
= \int_\Omega \left( |\nabla \vartheta|^2 - \chi(z) \vartheta^2 \right) dx \geq \int_\Omega \left( |\nabla \vartheta|^2 - \lambda_{j+1} \vartheta^2 \right) dx \geq 0
\]

hence all the terms written above are zero. We claim that \(\eta = 0\): if not then \(\eta\) is an eigenvaction of \(-\Delta\) with eigenvalue \(\lambda_h\), in particular \(\eta(x) \neq 0\) for almost every \(x\) in \(\Omega\). This implies that \(\chi(z) = \lambda_h\) so either \(\beta > \alpha = \lambda_h\) or \(\alpha > \beta = \lambda_h\) (\(\alpha\) and \(\beta\) cannot both be equal to \(\lambda_h\)). Consider, for instance, the first case. Then \(\vartheta \geq 0\) and by (6.1.1) \(z\) is an eigenfunction of \(-\Delta\) with \(\alpha = \lambda_h\) as eigenvalue. But this is not possible because \(\lambda_h = \alpha > \lambda_1\).

In the same fashion one can prove that \(\vartheta = 0\). But then \(z = \eta + \vartheta = 0\) and this is contradictory. \(\square\)
THEOREM 6.2. Let \( k, h \) be integers such that \( k > h \geq 1 \) and \( \lambda_h < \lambda_{h+1} < \lambda_k \). Suppose that \( \mu_{h+1}(\lambda_k) > \lambda_h \).

Then there exists a neighbourhood \( U \) of the segment \([\lambda_k] \times [\lambda_h, \mu_{h+1}(\lambda_k)]\) such that, if \((\alpha, \beta) \in U, \alpha > \lambda_k, \lambda_1 < \beta < \mu_{h+1}(\alpha)\), then problem \( (P) \) has at least five solutions and \( f \) has at least three critical levels.

**Proof.** We may assume that \( \lambda_k < \lambda_{k+1} \) and choose \( j \) with \( \lambda_{h+1} \leq \lambda_j < \lambda_{j+1} = \lambda_k \).

1) Let \( W_k \) the open set with the properties claimed in Theorem 4.5: if \((\alpha, \beta) \in W_k f \) has three critical points \( u_1, u_2 \) and \( u_3 \) with \( f(u_i) \geq \inf f(\tilde{e}_i + H_j^1) \) for \( i = 1, 2, 3 \).

2) Let \( \beta' \) and \( \beta'' \) be such that \( \psi_h(\lambda_k) < \beta' < \beta'' < \lambda_k \). Using the formula (3.1.5) we can find \( \epsilon, \sigma, \rho \) such that \( \epsilon > 0, \sigma > 0, \rho > 0 \) and for all \((\alpha, \beta) \) in \([\lambda_k, \lambda_k + \sigma] \times [\beta', \beta'']\)

\[
(6.2.1) \quad \sup f(S_j(\rho)) < f(\tilde{e}_1) - \epsilon < \inf f(\tilde{e}_1 + H_j^1)
\]

(by (6.2) and (7.1) in [34], if \( \alpha = \lambda_{j+1}, \beta < \lambda_{j+1}, N_j(\alpha, \beta) = \inf f(\tilde{e}_1 + H_j^1) \) attains the value \( f(\tilde{e}_1) \) and is continuous with respect to \((\alpha, \beta)\)); also using the second expression of \( f(\tilde{e}_1 + \epsilon) - f(\tilde{e}_1) \) in (3.1.5), since \( \psi_j(\alpha) \leq \psi_j(\lambda_k) < \beta' \leq \beta \), we can also suppose that

\[
(6.2.2) \quad \sup \left\{ f(\tilde{e}_1 + u) \mid u \in H_0, \|u\|_{H_0^1(\Omega)} \geq \rho \right\} \leq f(\tilde{e}_1) - \epsilon
\]

3) Let \((\alpha, \beta) \) be such that \( \mu_{h+1}(\alpha) > \lambda_h, \psi_h(\alpha) < \beta < \mu_{h+1}(\alpha) \) and let \( \beta_1 \) be such that \( \beta_1 \geq \beta, \lambda_h < \beta_1 < \mu_{h+1}(\alpha) \). Arguing as in 4.14 we can find \( R \) such that \( R \geq \rho \) and

\[
\sup f(S_h(R)) < \inf f(M_h(\alpha, \beta_1))
\]
4) We know that, if $(\alpha, \beta) \in [\lambda_h, \lambda_k] \times [\lambda_h, \lambda_k] \setminus \{(\lambda_h, \lambda_h), (\lambda_k, \lambda_k)\}$ there are no critical points $u$ of $f$ with $f(u) \neq f(\bar{\epsilon}_1)$ (see Lemma 4.2); using Lemma 6.1 we easily obtain that there exists a neighbourhood of the set $(\alpha, \beta) \in [\lambda_h, \lambda_k] \times [\lambda_h, \lambda_k] \setminus \{(\lambda_h, \lambda_h), (\lambda_k, \lambda_k)\}$ such that, for all $(\alpha, \beta)$ in it, $(\forall)(f, H_h \oplus H_j^+,-\infty,f(\bar{\epsilon}_1)-\epsilon)$ holds.

5) Take a pair $(\alpha, \beta)$ meeting all the requirements of the previous points. Then the assumptions of Theorem 2.6 (in the case $R = +\infty$) are fulfilled, up to replacing the sphere $S_{12}$ with the (sphere-like) set

$$\tilde{S}_j = \{u \in H_j \mid \text{dist}(u, B_h(R) \cup B_j(\rho)) = \delta\}$$

with $\delta$ a sufficiently small positive number such that $\sup f(\tilde{S}_j) < f(\bar{\epsilon}_1) - \epsilon$. Then there exist two critical points $u_4, u_5$ for $f$ such that

$$f(u_i) \leq \sup f(\tilde{S}_j) < \inf f(\bar{\epsilon}_1 + H_j^+) \quad i = 4, 5 \quad \square$$

Now we prove an analogous result for $\alpha < \beta$.

**Theorem 6.3.** Let $h, k \in \mathbb{N}$, $h > k \geq 2$ and $\lambda_k < \lambda_h < \lambda_{h+1}$.

Suppose that $v_h(\lambda_k) < \lambda_{h+1}$.

Then there exists a neighbourhood $V$ of the segment $[\lambda_k] \times [v_h(\lambda_k), \lambda_{h+1}]$ such that, if $(\alpha, \beta) \in V$, $\alpha < \lambda_k, \beta > v_h(\alpha)$, then problem (P) has at least five solutions and $f$ has at least three critical levels.

![Fig. 11. The five solution region of Theorem 6.3.](image-url)
PROOF.
1) Let \( V_k \) be the open set with the properties claimed in Theorem 4.15: if \( (\alpha, \beta) \in V_k \), then \( f \) has at least three critical points \( u_1, u_2, u_3 \) with \( f(u_i) \leq \sup f(H_k) \) for \( i = 1, 2, 3 \).

2) Let \( \beta', \beta'' \) be such that \( \lambda_k < \beta' < \beta'' < +\infty \). Then by the first equality in (3.1.5) we have that there exist \( \rho, \epsilon, \sigma \) such that \( \rho > 0, \epsilon > 0, \sigma > 0 \), and for all \( (\alpha, \beta) \) in \( [\lambda_k - \sigma, \lambda_k] \times [\beta', \beta''] \)

\[
\sup f(H_k) < f(\tilde{\epsilon}_1) + \epsilon < \inf f(S'_k(\rho))
\]

3) Let \( (\alpha, \beta) \) be such that \( \beta > v_h(\alpha), v_h(\alpha) < \lambda_{h+1} \) and let \( \beta_1 \) be such that \( \beta_1 \leq \beta, v_h(\alpha) < \beta_1 < \lambda_{h+1} \). Then \( N_h(\alpha, \beta_1) \) is well defined and

\[
\lim_{u \to \infty} \frac{f(u)}{[u]} = -\infty
\]

as one can easily check, using the same arguments of Lemma 5.7. Then there exists \( R > \rho \) such that

\[
\sup f(\Gamma_h(S_h(R))) < \inf f(S'_k(\rho)).
\]

4) As in Step 4 of 6.2, we can find a neighbourhood of the set \( [\lambda_k, \lambda_{k+1}] \times [\lambda_k, \lambda_{k+1}] \setminus \{ (\lambda_k, \lambda_k), (\lambda_{k+1}, \lambda_{k+1}) \} \) such that, for all \( (\alpha, \beta) \) in it, the condition \( (\nabla)(f, H_k \oplus H^1_k, f(\tilde{\epsilon}_1) + \epsilon, +\infty) \) holds.

5) Let \( (\alpha, \beta) \) be a pair in \( \mathbb{R}^2 \) verifying all the properties of the previous steps. It is easy to see that the assumptions of Theorem 2.10 are fulfilled, up to replacing \( T \) with the set \( \Gamma_h(S_h(R)) \cup B_k(R) \). Hence there exist two additional critical points \( u_4, u_5 \) such that \( f(u_i) \geq \inf f(S'_k(\rho)) > \sup f(H_k) \) \( i = 4, 5 \).

\[\square\]
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