Multiplicty results for the prescribed scalar curvature on low spheres
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Abstract. In this paper, we consider the problem of multiplicity of conformal metrics of prescribed scalar curvature on standard spheres $\mathbb{S}^3$, $\mathbb{S}^4$. Under generic conditions we establish some Morse Inequalities at Infinity, which give a lower bound on the number of solutions to the above problem in terms of the total contribution of its critical points at Infinity to the difference of topology between the level sets of the associated Euler-Lagrange functional. As a by-product of our arguments we derive a new existence result on $\mathbb{S}^4$ through an Euler-Hopf type formula.
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1. Introduction and main results

The prescribed scalar curvature problem on closed riemannian manifolds amounts to find a positive smooth solution to the following equation:

\[(SC) \quad -c_n \Delta_g u + R_g u = Ku^{(n+2)/(n-2)}, \quad u > 0 \text{ in } M\]

where $\Delta_g$ is the Laplace Beltrami operator, $R_g$ denotes the scalar curvature and $K : M \to \mathbb{R}$ is a given function on the manifold. To this problem many papers have been devoted (see [2–4, 6, 8–10, 12, 14, 15, 18, 19, 21–25, 27, 28, 30, 31, 36–38] and the references therein).

The special case where the manifold is a sphere endowed with its standard metric deserves particular attention. Indeed due to Kazdan-Warner obstructions, conditions have to be imposed on the function $K$ to insure the existence.

In this paper we revisit the case of 3 and 4-dimensional standard spheres in order to give, under generic conditions, some multiplicity results.

To state our results we set up following conditions and notation.
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Let for \( n = 3, \, 4, \) \( K : \mathbb{S}^n \to \mathbb{R} \) be a \( C^2 \) positive function. We say that \( K \) satisfies (H1) if for each critical point \( y \) we have either

\[
y \text{ is a nondegenerate critical point with } \Delta K(y) \neq 0 \tag{1.1}
\]
or, there exist \( (b_i)_{i \leq n} \subset \mathbb{R}^n \) such that in some geodesic normal coordinate centered at \( y \) we have

\[
K(x) = K(y) + \sum_{i=1}^{n} b_i |(x-y)_i|^\beta + R(x-y) \quad \text{with} \quad b_i \neq 0 \quad \text{and} \quad \sum_{i=1}^{n} b_i \neq 0, \tag{1.2}
\]

where \( \beta := \beta(y) \in (2, \, n) \) and \( \sum_{i=0}^{[\beta]} |\nabla^s R(y)||y|^{-\beta-s} = o(1) \) as \( y \) tends to zero. Here \( \nabla^s \) denotes all possible derivatives of order \( s \) and \( [\beta] \) is the integer part of \( \beta \). We denote by

\[
I_1 := \{y \in \mathbb{S}^n : \nabla K(y) = 0 \text{ and } \Delta K(y) < 0\},
\]

\[
I_2 := \left\{y \in \mathbb{S}^n : (1.2) \text{ is satisfied and} \sum_{i=1}^{n} b_i < 0 \right\}.
\]

On \( \mathbb{S}^4 \) we associate to each \( p \)-tuple of critical points of \( K, (y_{i_1}, \ldots, y_{i_p}) \) with \( y_{i_l} \in I_1 \) for \( l = 1, \ldots, p \), a matrix \( M(y_{i_1}, \ldots, y_{i_p}) = (m_{jq}) \) defined by

\[
m_{jj} = -\frac{\Delta K(y_{i_j})}{3K(y_{i_j})^2}, \quad m_{jq} = -\frac{G(y_{i_j}, y_{i_q})}{(K(y_{i_j})K(y_{i_q}))^{1/2}} \quad \text{for} \quad j \neq q, \tag{1.3}
\]

where \( G \) is the Green’s function of the conformal Laplacian \( L_g := -c_n \Delta_g + R_g \).

We say that \( K \) satisfies (H2) if for each \( p \)-tuple of points \( (y_{i_1}, \ldots, y_{i_p}) \) with \( y_{i_l} \in I_1 \) for \( l = 1, \ldots, p \) the corresponding matrix \( M(y_{i_1}, \ldots, y_{i_p}) \) is nondegenerate.

Now the problem that we are interested in, amount to solving the following PDE

\[
(P_K) \quad -c_n \Delta_g u + R_g u = Ku^{(n+2)/(n-2)} \quad u > 0 \quad \text{in } \mathbb{S}^n.
\]

We recall that a solution \( u \) of \( (P_K) \) is said to be nondegenerate if the linearized operator \( \mathcal{L}(\varphi) := L_g(\varphi) - \frac{n+2}{n-2} u^{\frac{n+2}{n-2}} \varphi \) does not have zero as an eigenvalue.

Now we are ready to state our first multiplicity results.

**Theorem 1.1.** On \( \mathbb{S}^3 \) we assume that the function \( K \) satisfies (H1) and all solutions to the problem \( (P_K) \) having their Morse indices less or equal than 3 are nondegenerate and denote their number by \( N_3 \). Then, we have

\[
\left| 1 - \sum_{y \in I_1} (-1)^{3-t(y)} - \sum_{y \in I_2} (-1)^{3-m(y)} \right| \leq N_3,
\]

where, for \( y \in I_1, t(y) \) denotes the Morse index of \( K \) at \( y \) and, for \( y \in I_2, m(y) := \# \{b_i : b_i < 0\} \).
Remark 1.2. We point out that from the Sard-Smale theorem it follows, that for generic $K$, the set of solutions of $(P_K)$ are all nondegenerate, see [37].

To state our next result we set $\mathcal{K}$ to be the set of all critical points of $K$ and

$$\mathcal{K}^+ := \bigcup_N \{(q_1, \ldots, q_N) \in \mathcal{K}^N \text{ such that } \varrho(q_1, \ldots, q_N) > 0\},$$

where $\varrho(q_1, \ldots, q_N)$ denotes the least eigenvalue of $M(q_1, \ldots, q_N)$.

Let $l^+ := \sup\{N; (q_1, \ldots, q_N) \in \mathcal{K}^+\}$ and $L_0 := \sup\{5N - 1 - \sum_{j=1}^N \iota(q_j) : (q_1, \ldots, q_N) \in \mathcal{K}^+\}$, where $\iota(y)$ denotes the Morse index of $K$ at the critical point $y$.

Theorem 1.3. On $S^4$ we assume that $K$ satisfies $(H_1)$ and $(H_2)$ and all solutions to the problem $(P_K)$ having their Morse indices less or equal than $L_0$ are nondegenerate and denote their number by $N_4$. Then, we have

$$\left| 1 - \sum_{y \in I_2} (-1)^{4 - m(y)} - \sum_{s=1}^{l^+} \sum_{\varrho(y_1, \ldots, y_s) > 0} (-1)^{5s - 1 - \sum_{j=1}^s \iota(y_j)} \right| \leq N_4,$$

where, for $y \in I_1$, $\iota(y)$ denotes the Morse index of $K$ at $y$ and, for $y \in I_2$, $m(y) := \#\{b_i : b_i < 0\}$ and $\varrho$ denotes the least eigenvalue of the matrix $M$ defined in (1.3).

Observe that Theorems 1.1 and 1.3 are some sort of Morse type inequalities at Infinity in the sense that we give here a lower bound for the number of solutions in terms of the topology at infinity that is the total contribution of noncompact orbits of the gradient flow associated to the Euler Lagrange functional (its critical points at infinity). Recall that Morse inequalities give a lower bound on the number of critical points of a Morse function in terms of the Betti numbers of the underlying manifold. In our case the space of variation is contractible and hence has no topology. However due to the noncompactness of the problem there are critical points at infinity whose topological contribution to the difference of topology between the level sets of the functional can be computed thanks to a Morse Lemma at Infinity which provides new coordinates in which the gradient flow takes a quite simple normal form.

In the following we give a brief description of the main ingredients behind the proof of Theorems 1.1 and 1.3.

Our argument uses a careful analysis of the lack of compactness of the Euler Lagrange functional $J$ (defined by (2.1) below) associated to problem $(P_K)$. Namely we study the noncompact orbits of the gradient flow of $J$ the so called critical points at infinity following the terminology of A. Bahri [9]. They are the noncompact orbits of $J$ along which $J$ is bounded and its gradient goes to zero. These critical points at infinity can be treated as usual critical points once a Morse Lemma at infinity is performed, from which we can derive just as in the classical Morse Theory the difference of topology induced by these noncompact orbits and compute their Morse indices. Such a Morse Lemma at infinity, which is a
cornerstone in our analysis, is obtained through the construction of a suitable pseudogradient for which the Palais-Smale condition is satisfied along the decreasing flow lines, as long as these flow lines do not enter the neighborhood of a finite numbers of critical points of \( K \) such that the related matrix \( M \) (see (1.3)) is positive definite. Moreover along the flow lines of such a pseudogradient there can be only finitely many blow up points. Furthermore if some blow up points are close and the interactions between them is large, then the flow lines starting from there will exit the set \( V(p, \varepsilon) \) and the functional \( J \) will decrease with a fixed constant rate which depends only on \( \varepsilon \).

A similar Morse Lemma has been established for the prescribed scalar curvature problem on the spheres \( S^3, S^4 \) under the hypothesis that the problem has no solution by A. Bahri and J. M. Coron [12], see also [14]. Since our aim is to prove multiplicity rather than only existence we have to perform our Morse Lemma without such an assumption, a situation which creates a new difficulty, namely to deal with the possibility of existence of a \textit{new type critical point at infinity} consisting of a sum of bubbles plus a solution of \( (P_K) \). Performing a Morse Lemma and constructing a pseudogradient near an \( \varepsilon \)-neighborhood of such a potential critical point at infinity, we rule out such a possibility on \( S^3 \) and \( S^4 \). Finally we notice that a statement similar to Theorem 1.1 for the prescribed curvature problem on the 3-dimensional sphere has been obtained by R. Schoen and D. Zhang [37], and due to the fact that in their case they assume the nondegeneracy condition \( \Delta K \neq 0 \) at critical points of \( K \) their formula looks simpler. Their proof which is drastically different from ours involves a refined analysis for blowing up subcritical approximations.

As a by-product of the proof of Theorem 1.3 we have the following existence result which is a natural generalization of previous existence results obtained by Y.Y. Li [31] and Ben Ayed, Chen, Chtioui and Hammami [14].

**Theorem 1.4.** On \( S^4 \) we assume that \( K \) satisfies (H1) and (H2). Then, the problem \( (P_K) \) has a solution if

\[
\left| 1 - \sum_{y \in I_2} (-1)^{4-m(y)} - \sum_{s=1}^{I^+} \sum_{\varrho(y_{i_1}, \ldots, y_{i_s}) > 0} (-1)^{5s-1-\sum_{j=1}^{s} \iota(y_{i_j})} \right| \neq 0,
\]

where, for \( y \in I_1 \), \( \iota(y) \) denotes the Morse index of \( K \) at \( y \) and, for \( y \in I_2 \), \( m(y) := \#\{ b_i : b_i < 0 \} \) and \( \varrho \) denotes the least eigenvalue of the matrix \( M \) defined in (1.3).
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2. Variational structure and preliminaries

In this section we recall the functional setting, its variational structure and its main features. Problem \((P_K)\) has a variational structure. The Euler-Lagrange functional is

\[
J(u) = \frac{||u||^2}{\left( \int_{S^n} K |u|^{2n/(n-2)} \right)^{(n-2)/n}}
\]

defined on \(H^1(S^n, \mathbb{R}) \setminus \{0\}\) equipped with the norm

\[
||u||^2 = \int_{S^n} |\nabla u|^2 + \frac{n(n-2)}{4} \int_{S^n} u^2.
\]

We denote by \(\Sigma\) the unit sphere of \(H^1(S^n, \mathbb{R})\) and we set \(\Sigma^+ = \{u \in \Sigma : u \geq 0\}\). The Palais-Smale condition fails to be satisfied for \(J\) on \(\Sigma^+\). In order to characterize the sequences failing the Palais-Smale condition, we need to introduce some notations.

For \(a \in S^n\) and \(\lambda > 0\), let

\[
\delta_{(a,\lambda)}(x) = c_0 \frac{\lambda^{(n-2)/2}}{(\lambda^2 + 1 + (1 - \lambda^2) \cos d(a, x))^{(n-2)/2}}
\]

where \(d\) is the geodesic distance on \((S^n, g)\) and \(c_0\) is chosen so that

\[-\Delta \delta_{(a,\lambda)} + (n(n-2)/4) \delta_{(a,\lambda)} = \delta_{(a,\lambda)}^{(n+2)/(n-2)} \quad \text{in} \ S^n.
\]

For \(\varepsilon > 0\) and \(p \in \mathbb{N}^*\), let us define

\[
V(p, \varepsilon) = \left\{ u \in \Sigma / \exists a_i \in S^n, \lambda_i > \varepsilon^{-1}, \alpha_i > 0 \text{ for } i = 1, \ldots, p \text{ such that} \right. \\
\left. \left\| u - \sum_{i=1}^p \alpha_i \delta_i \right\| < \varepsilon, \left| \frac{\alpha_i^{4/(n-2)} K(a_i)}{\alpha_j^{4/(n-2)} K(a_j)} - 1 \right| < \varepsilon, \text{ and } \varepsilon_{ij} < \varepsilon \right\}
\]

where \(\delta_i = \delta_{(a_i,\lambda_i)}\) and \(\varepsilon_{ij} = (\lambda_i/\lambda_j + \lambda_j/\lambda_i + \lambda_i \lambda_j (1 - \cos d(a_i, a_j))/2)^{\frac{2-n}{2}}\).

For \(w\) a solution of \((P_K)\) we also define \(V(p, \varepsilon, w)\) as

\[
\left\{ u \in \Sigma / \exists \alpha_0 > 0 \text{ such that} u - \alpha_0 w \in V(p, \varepsilon) \text{ and } |\alpha_0^{\frac{4}{n-2}} J(u)^{\frac{n}{n-2}} - 1| < \varepsilon \right\}. \quad (2.2)
\]

The failure of the Palais-Smale condition can be described as follows.
Proposition 2.1. [12,33,40] Let \( (u_j) \in \Sigma^+ \) be a sequence such that \( \nabla J(u_j) \) tends to zero and \( J(u_j) \) is bounded. Then, there exist an integer \( p \in \mathbb{N}^* \), a sequence \( \varepsilon_j > 0, \varepsilon_j \) tends to zero, and an extracted of \( u_j \)'s, again denoted \( u_j \), such that \( u_j \in V(p, \varepsilon_j, w) \) where \( w \) is zero or a solution of \( (P_K) \).

We consider the following minimization problem for \( u \in V(p, \varepsilon) \) with \( \varepsilon \) small

\[
\min_{\alpha_i > 0, \lambda_i > 0, a_i \in \mathbb{S}^n} \left\| u - \sum_{i=1}^{p} \alpha_i \delta(a_i, \lambda_i) \right\|.
\]

(2.3)

We then have the following proposition which defines a parametrization of the set \( V(p, \varepsilon) \).

Proposition 2.2. [9, 12, 35] For any \( p \in \mathbb{N}^* \), there is \( \varepsilon_p > 0 \) such that if \( \varepsilon < \varepsilon_p \) and \( u \in V(p, \varepsilon) \), the minimization problem (2.3) has a unique solution (up to permutation). In particular, we can write \( u \in V(p, \varepsilon) \) as follows

\[
u = \sum_{i=1}^{p} \tilde{\alpha}_i \delta(\tilde{a}_i, \tilde{\lambda}_i) + v,
\]

where \( (\tilde{\alpha}_1, \ldots, \tilde{\alpha}_p, \tilde{a}_1, \ldots, \tilde{a}_p, \tilde{\lambda}_1, \ldots, \tilde{\lambda}_p) \) is the solution of (2.3) and \( v \in H^1(\mathbb{S}^n) \) such that

\[
(V_0) \quad \|v\| \leq \varepsilon, \quad (v, \psi) = 0 \text{ for } \psi \in \bigcup_{i \leq p, j \leq n} \left\{ \delta_i, \frac{\partial \delta_i}{\partial \lambda_i}, \frac{\partial \delta_i}{\partial (a_i)^j} \right\},
\]

where \( (a_i)^j \) denotes the \( j \)th component of \( a_i \) and \( (., .) \) is the inner scalar associated to the norm \( \| . \| \).

In the following we will say that \( v \in (V_0) \) if \( v \) satisfies \( (V_0) \).

Proposition 2.3. [9, 35] There exists a \( C^1 \) map which, to each

\[
(\alpha_1, \ldots, \alpha_p, a_1, \ldots, a_p, \lambda_1, \ldots, \lambda_p)
\]

such that \( \sum_{i=1}^{p} \alpha_i \delta(a_i, \lambda_i) \in V(p, \varepsilon) \) with small \( \varepsilon \), associates \( \tilde{v} = \tilde{v}_{(\alpha_i, a_i, \lambda_i)} \) satisfying

\[
J \left( \sum_{i=1}^{p} \alpha_i \delta(a_i, \lambda_i) + \tilde{v} \right) = \min_{v \in (V_0)} J \left( \sum_{i=1}^{p} \alpha_i \delta(a_i, \lambda_i) + v \right).
\]
Moreover, there exists $c > 0$ such that the following holds

$$||v|| \leq c \left( \sum_{i \leq p} \left( \frac{||\nabla K(a_i)||}{\lambda_i} + \frac{1}{\lambda_i^2} \right) + \sum_{k \neq r} \varepsilon_{kr} (\log(\varepsilon_{kr}^{-1}))^{(n-2)/n} \right).$$

Let $w$ be a nondegenerate solution of $(P_K)$. The following proposition defines a parameterization of the set $V(p, \varepsilon, w)$.

**Proposition 2.4.** [10] There is $\varepsilon_0 > 0$ such that if $\varepsilon \leq \varepsilon_0$ and $u \in V(p, \varepsilon, w)$, then the problem

$$\min_{\alpha_i > 0, \lambda_i > 0, a_i \in S^n, h \in T_u(W_u(w))} \left\| u - \sum_{i=1}^p \alpha_i \delta(a_i, \lambda_i) - \alpha_0 (w + h) \right\|$$

has a unique solution $(\alpha, \lambda)$. Thus, we write $u$ as follows:

$$u = \sum_{i=1}^p \alpha_i \delta(a_i, \lambda_i) + \alpha_0 (w + h) + v,$$

where $v$ belongs to $H^1(S^n) \cap T_u(W_u(w))$ and it satisfies $(V_0)$. $T_u(W_u(w))$ and $T_w(W_s(w))$ are the tangent spaces at $w$ to the unstable and stable manifolds of $w$.

Following A. Bahri we set the following definitions and notations.

**Definition 2.5.** A critical point at infinity of $J$ on $\Sigma^+$ is a limit of a flow line $u(s)$ of the equation:

$$\begin{cases}
\frac{\partial u}{\partial s} = -\nabla J(u) \\
u(0) = u_0
\end{cases}$$

such that $u(s)$ remains in $V(p, \varepsilon(s), w)$ for $s \geq s_0$.

Here $w$ is either zero or a solution of $(P_K)$ and $\varepsilon(s)$ is some function tending to zero when $s \to \infty$. Using Proposition 2.4, $u(s)$ can be written as:

$$u(s) = \sum_{i=1}^p \alpha_i(s) \delta(a_i(s), \lambda_i(s)) + \alpha_0(s)(w + h(s)) + v(s).$$

Denoting $a_i := \lim_{s \to \infty} a_i(s)$ and $\alpha_i = \lim_{s \to \infty} \alpha_i(s)$, we let

$$(a_1, \cdots, a_p, w) \in \infty \sum_{i=1}^p \alpha_i \delta(a_i, \infty) + \alpha_0 w$$

such a critical point at infinity. If $w \neq 0$ it is called of $w$-type.
With such a critical point at infinity are associated stable and unstable manifolds. These manifolds can be easily described once a Morse type reduction is performed, see [10, 14].

**Definition 2.6.** \( z_{\infty} \) is said to be dominated by another critical point at infinity \( z'_{\infty} \) if

\[
W_u(z'_{\infty}) \cap W_s(z_{\infty}) \neq \emptyset.
\]

If we assume that the intersection is transverse, then we obtain

\[
\text{index}(z'_{\infty}) \geq \text{index}(z_{\infty}) + 1.
\]

### 3. Characterization of the critical points at infinity

This section is devoted to characterize the critical points at infinity. To this aim, we need to expand the functional in the potential sets \( V(p, \varepsilon, w) \) where \( w \) is a critical point of \( J \) or zero and \( p \in \mathbb{N}^n \). Moreover, we need to construct some pseudogradients on these sets which satisfy the Palais-Smale condition far away the critical points at infinity. First we will prove that in \( V(p, \varepsilon, w) \), for \( w \neq 0 \), there is no critical points at infinity. Secondly, we prove that for \( p \geq 2 \), the sets \( V(p, \varepsilon) \) do not contain critical point at infinity in the case of the three dimensional sphere. Then we prove Morse Lemmas at infinity in \( V(1, \varepsilon) \) and \( V(p, \varepsilon) \) with \( p \geq 2 \) for \( n = 4 \).

#### 3.1. Ruling out the existence of critical point at Infinity in \( V(p, \varepsilon, w) \) for \( w \neq 0 \)

In this section, for \( u \in V(p, \varepsilon, w) \), using Proposition 2.4, we will write \( u = \sum_{i=1}^p \alpha_i \delta_{(a_i, \lambda_i)} + \alpha_0 (w + h) + v \).

**Proposition 3.1.** For \( \varepsilon > 0 \) small enough and \( u = \sum_{i=1}^p \alpha_i \delta_{(a_i, \lambda_i)} + \alpha_0 (w + h) + v \in V(p, \varepsilon, w) \), we have the following expansion

\[
J(u) = \frac{S_n \sum_{i=1}^p \alpha_i^2 + \alpha_0^2 ||w||^2}{\left( S_n \sum_{i=1}^p \frac{2n}{n-2} K(a_i) + \alpha_0 \frac{2n}{n-2} ||w||^2 \right)^\frac{n-2}{n}} \left[ 1 - c_2 \alpha_0 \sum_{i=1}^p \frac{w(a_i)}{\lambda_i^{(n-2)/2}} \right. \\
- c_2 \sum_{i \neq j} \alpha_i \alpha_j \varepsilon_{ij} + f_1(v) + Q_1(v, v) + f_2(h) + \alpha_0^2 Q_2(h, h) \\
+ o \left( \sum_{i \neq j} \varepsilon_{ij} + \sum_{i=1}^p \frac{1}{\lambda_i^{(n-2)/2}} + ||v||^2 + ||h||^2 \right) \right]
\]
where

\[ Q_1(v, v) = \frac{1}{\gamma_1} ||v||^2 - \frac{n + 2}{\beta_1(n - 2)} \int_{S^n} K \left( \sum_{i=1}^{p} (\alpha_i \delta_i) \frac{4}{n-2} + (\alpha_0 w)^{\frac{4}{n-2}} \right) v^2, \]

\[ Q_2(h, h) = \frac{1}{\gamma_1} ||h||^2 - \frac{n + 2}{\beta_1(n - 2)} \int_{S^n} K (\alpha_0 w)^{\frac{4}{n-2}} h^2, \]

\[ f_1(v) = -\frac{1}{\beta_1} \int_{S^n} K \left( \sum_{i=1}^{p} \alpha_i \delta_i \right)^{\frac{n+2}{n-2}} v, \]

\[ f_2(h) = \frac{\alpha_0}{\gamma_1} \sum_{i} \alpha_i (\delta_i, h) - \frac{\alpha_0}{\beta_1} \int_{S^n} K \left( \sum_{i} \alpha_i \delta_i + \alpha_0 w \right)^{\frac{n+2}{n-2}} h, \]

\[ c_2 = c_0^{\frac{2n}{n-2}} \int_{\mathbb{R}^n} \frac{dx}{(1 + |x|^2)^{\frac{n-2}{2}}}, \quad S_n = c_0^{\frac{2n}{n-2}} \int_{\mathbb{R}^n} \frac{dx}{(1 + |x|^2)^n} \]

\[ \beta_1 = S_n \left( \sum_{i=1}^{p} \alpha_i^{\frac{n-2}{2}} K(a_i) \right) + \alpha_0^{\frac{n-2}{2}} ||w||^2, \quad \gamma_1 = S_n \left( \sum_{i=1}^{p} \alpha_i^2 \right) + \alpha_0^2 ||w||^2. \]

**Proof.** Before starting the proof, we mention that it will be convenient to perform some stereographic projection in order to reduce our problem to \( \mathbb{R}^n \). Let \( D^{1,2}(\mathbb{R}^n) \) denote the completion of \( C^\infty_c(\mathbb{R}^n) \) with respect to Dirichlet norm. The stereographic projection \( \pi_a \) through a point \( a \in S^n \) induces an isometry \( i : H^1(S^n) \to D^{1,2}(\mathbb{R}^n) \) according to the following formula

\[ (iv)(x) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{n-2}{2}} v(\pi_a^{-1}(x)), \quad v \in H^1(S^n), \ x \in \mathbb{R}^n. \]

In particular, one can check that the following holds true, for every \( v \in H^1(S^n) \)

\[ \int_{S^n} \left( |\nabla v|^2 + \frac{n(n-2)}{4} v^2 \right) = \int_{\mathbb{R}^n} |\nabla (iv)|^2 \quad \text{and} \quad \int_{S^n} |v|^{\frac{2n}{n-2}} = \int_{\mathbb{R}^n} |iv|^{\frac{2n}{n-2}}. \]

In the sequel, we will identify the function \( K \) and its composition with the stereographic projection \( \pi_a \). We will also identify a point \( b \) of \( S^n \) and its image by \( \pi_a \). These facts will be assumed as understood in the sequel. We need to estimate

\[ N(u) = ||u||^2 \quad \text{and} \quad D^{\frac{n}{n-2}} = \int_{S^n} K(x)u^{\frac{2n}{n-2}}. \]
Expanding $N(u)$, it is equal to

$$
\sum_{i=1}^{p} \alpha_i^2 ||\delta_i||^2 + 2\alpha_i\alpha_0(\delta_i, w + h) + \alpha_0^2(||h||^2 + ||w||^2) + ||v||^2 + \sum_{i \neq j} \alpha_i\alpha_j(\delta_i, \delta_j).
$$

Observe that (see [9])

$$
||\delta_i||^2 = S_n, \quad (3.1)
$$

$$
(\delta_i, \delta_j) = c_2\varepsilon_{ij}(1 + o(1)), \quad \text{for } i \neq j, \quad (3.2)
$$

$$
(\delta_i, w) = \int_{\mathbb{S}^n} w\delta_i^{(n+2)/(n-2)} = c_2\frac{w(a_i)}{\lambda_i^{(n-2)/2}} + o\left(\frac{1}{\lambda_i^{(n-2)/2}}\right). \quad (3.3)
$$

Thus

$$
N = \gamma_1 + 2\alpha_0 \sum_{i=1}^{p} c_2\alpha_i \frac{w(a_i)}{\lambda_i^{(n-2)/2}} + \alpha_i(\delta_i, h) + c_2 \sum_{i \neq j} \alpha_i\alpha_j\varepsilon_{ij}
$$

$$
+ \alpha_0^2||h||^2 + ||v||^2 + o\left(\sum_{i=1}^{p} \frac{1}{\lambda_i^{(n-2)/2}} + \sum_{i \neq j} \varepsilon_{ij}\right). \quad (3.4)
$$

For the denominator, we write

$$
D^{\frac{n}{n-2}} = \int K\left(\sum_{i=1}^{p} \alpha_i\delta_i\right)^{\frac{2n}{n-2}} + \int K\left(\alpha_0 w\right)^{\frac{2n}{n-2}}
$$

$$
+ \frac{2n\alpha_0}{n-2} \int K\left(\sum_{i=1}^{p} \alpha_i\delta_i\right)^{\frac{n+2}{n-2}} w + \frac{2n}{n-2} \alpha_0^{\frac{n+2}{n-2}} \int K\left(\sum_{i=1}^{p} \alpha_i\delta_i\right)\left(\alpha_0 w\right)^{\frac{n+2}{n-2}}
$$

$$
+ \frac{2n}{n-2} \int K\left(\sum_{i=1}^{p} \alpha_i\delta_i + \alpha_0 w\right)^{\frac{n+2}{n-2}} (\alpha_0 h + v) \quad (3.5)
$$

$$
+ \frac{n(n+2)}{(n-2)^2} \int K\left(\sum_{i=1}^{p} \alpha_i\delta_i + \alpha_0 w\right)^{\frac{4}{n-2}} (\alpha_0^2 h^2 + v^2 + 2\alpha_0 hv)
$$

$$
+ O\left(\sum \int w^{\frac{4}{n-2}}\delta_i^2 + w^2\delta_i^{\frac{4}{n-2}}\right) + O(||v||^3 + ||h||^3).
$$
Observe that

\[ \int_{S^n} K \left( \sum_{i=1}^{p} \alpha_i \delta_i \right)^{2n/(n-2)} = \sum_{i=1}^{p} \alpha_i^{2n/(n-2)} K(a_i) S_n \]

\[ + \frac{2n}{n-2} c_2 \sum_{i \neq j} \alpha_i^{n+2/(n-2)} \alpha_j K(a_i) \varepsilon_{ij} + O \left( \frac{1}{\lambda_i^{2}} \right) + o(\varepsilon_{ij}), \]

\[ \int_{S^n} K w^{2n/(n-2)} = ||w||^2; \quad \int_{S^n} K w^{n+2/(n-2)} \delta_i = c_2 \frac{w(a_i)}{\lambda_i^{(n-2)/2}} + o \left( \frac{1}{\lambda_i^{(n-2)/2}} \right), \]

\[ \int_{S^n} K \left( \sum \alpha_i \delta_i \right)^{n+2/(n-2)} w = c_2 \sum \alpha_i^{n+2/(n-2)} K(a_i) \frac{w(a_i)}{\lambda_i^{(n-2)/2}} + o \left( \frac{1}{\lambda_i^{(n-2)/2}} \right), \]

\[ \int_{S^n} \delta_i^{4/2} w^2 + \delta_i^2 w^{4/(n-2)} = o \left( \frac{1}{\lambda_i^{(n-2)/2}} \right), \]

\[ \int_{S^n} K \left( \sum \alpha_i \delta_i + \alpha_0 w \right)^{\frac{n+2}{n-2}} v h = O \left( \int \left( \sum \delta_i^{4/(n-2)} + w^{6-n/(n-2)} \sum \delta_i \right) ||v|| ||h|| \right) \]

\[ = O \left( ||v||^3 + ||h||^3 + 1/\lambda_i^{3(n-2)/2} \right), \]

where we have used that \( v \in T_w(W_s(w)) \) and \( h \) belongs to \( T_w(W_u(w)) \) which is a finite dimensional space. Hence it implies that \( ||h||_{\infty} \leq c||h|| \).

Concerning the linear form of \( v \), since \( v \in T_w(W_s(w)) \), it can be written as

\[ \int_{S^n} K \left( \sum_{i=1}^{p} \alpha_i \delta_i + \alpha_0 w \right)^{\frac{n+2}{n-2}} v \]

\[ = \int K \left( \sum_{i=1}^{p} \alpha_i \delta_i \right)^{\frac{n+2}{n-2}} v + O \left( \sum_{i=1}^{p} \int (\delta_i^{4/(n-2)} w + \delta_i w^{4/(n-2)}) ||v|| \right) \]

\[ = f_1(v) + O \left( \frac{||v||}{\lambda_i^{(n-2)/2}} \right). \]
Finally, we have
\[ \int K \left( \sum_{i=1}^{p} \alpha_i \delta_i + \alpha_0 w \right)^{4 \frac{n-2}{n}} h^2 = \alpha_0^{4 \frac{n-2}{n}} \int K w^{4 \frac{n-2}{n}} h^2 + o(||h||^2) \] (3.12)

\[ \int K \left( \sum_{i=1}^{p} \alpha_i \delta_i + \alpha_0 w \right)^{4 \frac{n-2}{n}} v^2 = \sum_{i=1}^{p} \int K (\alpha_i \delta_i)^{4 \frac{n-2}{n}} v^2 + \alpha_0^{4 \frac{n-2}{n}} \int K w^{4 \frac{n-2}{n}} v^2 + o(||v||^2). \] (3.13)

Combining (3.4), . . . , (3.13), the result follows.

Now, we introduce the following lemma which is proved for the dimensions \( n \geq 7 \) in [10] and the proof still works for the lower dimensions.

**Lemma 3.2.** We have

(a) \( Q_1(v, v) \) is a quadratic form positive definite in
\[ E_v = \{ v \in H^1(S^n) / v, w \in T_w(S^n) \} \]
and \( v \) satisfies (V0).

(b) \( Q_2(h, h) \) is a quadratic form negative definite in \( T_w(S^n) \).

**Corollary 3.3.** [10] Let \( u = \sum_{i=1}^{p} \alpha_i \delta_{(a_i, \lambda_i)} + \alpha_0 (w + h) + v \in V(p, e, w) \). There is an optimal \((\overline{v}, \overline{h})\) and a change of variables \( v - \overline{v} \rightarrow V \) and \( h - \overline{h} \rightarrow H \) such that
\[ J(u) = J \left( \sum_{i=1}^{p} \alpha_i \delta_{(a_i, \lambda_i)} + \alpha_0 w + \overline{h} + \overline{v} \right) + ||V||^2 - ||H||^2. \]

Furthermore we have the following estimates
\[ ||\overline{h}|| \leq \frac{c}{\lambda_i^{n-2}} \text{ and } ||\overline{v}|| \leq c \sum_{i} \frac{|\nabla K(a_i)|}{\lambda_i} + \frac{c}{\lambda_i^2} + c \sum \varepsilon_{kr} (\log \varepsilon_{kr}^{-1}) \frac{n-2}{n}, \]
\[ J(u) = \frac{S_n \sum_{i=1}^{p} \alpha_i^{2} + \alpha_0^{2} ||w||^2}{\left( S_n \sum_{i=1}^{p} \frac{2n}{n-2} K(a_i) + \alpha_0^{2} ||w||^2 \right)^{\frac{n-2}{n}}} \left[ 1 - c_2 \alpha_0 \sum_{i=1}^{p} \frac{w(a_i)}{\lambda_i^{n-2}} \right] \left[ 1 - c_2 \sum_{i=1}^{p} \frac{1}{\lambda_i^{(n-2)/2}} \right] + ||V||^2 - ||H||^2. \]
Proof. The expansion of $J$ with respect to $h$ (respectively to $v$) is very close, up to a multiplicative constant, to $Q_2(h, h) + f_2(h)$ (respectively $Q_1(v, v) + f_1(v)$). Since $Q_2$ is negative definite (respectively $Q_1$ is positive definite), there is a unique maximum $\bar{h}$ in the space of $h$’s (respectively a unique minimum $\bar{v}$ in the space of $v$). Furthermore, it is easy to derive $||\bar{h}|| \leq c ||f_2||$ and $||\bar{v}|| \leq c ||f_1||$. The estimate of $\bar{v}$ follows from Proposition 2.3. For the estimate of $\bar{h}$, we use the fact that for each $h \in T_w(W_u(w))$ which is a finite dimensional space, we have $||h||_\infty \leq c ||h||$. Therefore, we derive that $||f_2|| = O(\sum \lambda_i (2-n)/2)$. Then our result follows.

Corollary 3.4. Let $K$ be a $C^2$ positive function and let $w$ be a nondegenerate critical point of $J$ in $\Sigma^+$. Then, for each $p \in \mathbb{N}^*$, there is no critical points or critical points at infinity in the set $V(p, \varepsilon, w)$, that means we can construct a pseudogradient of $J$ so that the Palais-Smale condition is satisfied along the decreasing flow lines.

The proof follows immediately from the above corollary and the fact that $w > 0$ in $\mathbb{S}^n$.

3.2. Ruling out the critical point at infinity in $V(p, \varepsilon)$ for $p \geq 2$ and $n = 3$

This fact has been proven by A. Bahri and J. M. Coron [12] assuming (1.1). We will basically repeat the same argument to show that it still works under the assumption (1.2) as well.

Proposition 3.5. Assume that $K$ satisfies (H1) and let $\beta := \max \{\beta(y) : y$ satisfies (1.2)\}. For any $p \geq 2$, there exists a pseudogradient $W$ so that the following holds:

There is a positive constant $c$ independent of $u = \sum_{i \leq p} \alpha_i \delta_{(a_i, \lambda_i)} \in V(p, \varepsilon)$ such that

(i) $(-\nabla J(u), W) \geq c \sum_{i=1}^p \frac{||\nabla K(a_i)||}{\lambda_i} + c \frac{\beta_o}{\lambda_i} + c \sum_{k \neq r} \varepsilon_{kr}$

(ii) $(-\nabla J(u + \bar{v}), W + \frac{\partial \bar{v}}{\partial (a_i, \alpha_i, \lambda_i)}(W)) \geq c \sum_{i=1}^p \frac{||\nabla K(a_i)||}{\lambda_i} + c \frac{\beta_o}{\lambda_i} + c \sum_{k \neq r} \varepsilon_{kr}$

(iii) $|W|$ is bounded. Furthermore, the maximum of the $\lambda_i$’s is a decreasing function along the flow lines generated by $W$.

Before giving the proof we will give an immediate consequence of this proposition.

Corollary 3.6. Let $n = 3$ and assume that $K$ satisfies (H1). Then for each $p \geq 2$, in $V(p, \varepsilon)$ there is no critical point or critical point at infinity.
**Proof of Proposition 3.5.** Ordering the $\lambda_i$'s: $\lambda_i_1 \leq \ldots \leq \lambda_i_p$ and let us define

$$W^1_1 := -\sum_{j=2}^{p} 2^j \alpha_i_j \lambda_i_j \frac{\partial \delta_{ij}}{\partial \lambda_i_j},$$

$$W^2_1 := \sum_{i=1}^{p} \frac{1}{\lambda_i} \left( \frac{\nabla K(a_i)}{\nabla K(a_i)} \right) \psi_1 (\lambda_i |\nabla K(a_i)|),$$

where $\psi_1$ is a cut-off function defined by $\psi_1(t) = 0$ if $t \leq C$ and $\psi_1(t) = 1$ if $t \geq 2C$, and $C$ is a large positive constant.

An easy computation shows that

$$-2\lambda_i \frac{\partial \varepsilon_{ij}}{\partial \lambda_i} - \lambda_j \frac{\partial \varepsilon_{ij}}{\partial \lambda_j} \geq c \varepsilon_{ij} \text{ for } \lambda_j \leq \lambda_i, \quad (3.14)$$

$$\frac{1}{\lambda^2_{ij}} = o (\varepsilon_{ij}) \text{ for each } j \geq 2. \quad (3.15)$$

Hence using Proposition 5.1 we derive that

$$(-\nabla J(u), W^1_1) \geq c \sum_{k \neq r} \varepsilon_{kr} + O \left( \sum_{j \geq 2} \frac{1}{\lambda^2_{ij}} \right) \geq c \sum_{k \neq r} \varepsilon_{kr} + c \sum_{j \geq 2} \frac{1}{\lambda^2_{ij}}, \quad (3.16)$$

$$(-\nabla J(u), W^2_1) \geq c \sum_{i \leq p} \psi_1 (\lambda_i |\nabla K(a_i)|) \frac{|\nabla K(a_i)|}{\lambda_i} + O \left( \sum \varepsilon_{kr} \right). \quad (3.17)$$

Now, define $W_1 = W^1_1 + m_1 W^2_1$ where $m_1$ is a small positive constant. By using (3.16) and (3.17) we derive that

$$(-\nabla J(u), W_1) \geq c \sum_{k \neq r} \varepsilon_{kr} + \sum_{j \geq 2} \frac{c}{\lambda^2_{ij}} + c \sum_{i \neq i_1} \frac{|\nabla K(a_i)|}{\lambda_i} \quad (3.18)$$

$$+ c \psi_1 (\lambda_{i_1} |\nabla K(a_{i_1})|) \frac{|\nabla K(a_{i_1})|}{\lambda_{i_1}}.$$

Hence the proof of the proposition follows in the case where $\lambda_{i_1} |\nabla K(a_{i_1})| \geq 2C$, where $C$ is a large positive constant or $\lambda_{i_1}$ and $\lambda_{i_2}$ are of the same order. In the other case, we need to add the variable $\lambda_{i_1}$ in the lower bound. Note that since $\lambda_{i_1} |\nabla K(a_{i_1})| \leq 2C$, the concentration point $a_{i_1}$ is close to a critical point $y$ of $K$. Recall that $K$ satisfies (H1) which means that $y$ has to verify (1.1) or (1.2). Hence we have two cases.
Case 1. \( a_i \) is close to \( y \) which satisfies (1.1).

We introduce \( W_2 \) as

\[
W_2 := -\Delta K(y) \lambda_1 \frac{\partial \delta_{i_1}}{\partial \lambda_{i_1}}
\]

(3.19)

and using Proposition 5.1 we derive that

\[
(-\nabla J(u), W_2) \geq c \frac{1}{\lambda^2_{i_1}} + O \left( \sum_{k \neq r} \xi_{kr} \right).
\]

(3.20)

Now, we define \( W := W_1 + m_2 W_2 \) where \( m_2 \) is a small positive constant. Hence, by (3.18) and (3.20), the proof of claim (i) follows in this case.

Case 2. \( a_i \) is close to \( y \) which satisfies (1.2).

We define

\[
W^1_3 = \sum_{i=1}^{n} \frac{1}{\lambda_i} \frac{\partial \delta_{i_1}}{\partial (a_i)_i} \int_{\mathbb{R}^n} b_i \frac{|x_i + \lambda_i (a_i)_i|^{\beta}}{(1 + \lambda_i |(a_i)_i|)^{(\beta - 1)/2}} \frac{x_i}{(1 + |x|^2)^{n+1}} dx
\]

(3.21)

\[
W^2_3 = \left( -\sum_{i=1}^{n} b_i \right) \lambda_i \frac{\partial \delta_{i_1}}{\partial \lambda_i} \psi_2(\lambda_i |a_i|),
\]

(3.22)

where \( n = 3 \) and \( \psi_2 \) is a cut off function defined by \( \psi_2(t) = 1 \) if \( t \leq \eta \) and \( \psi_2(t) = 0 \) if \( t \geq 2\eta \), where \( \eta \) is a small positive constant.

First we remark that the pseudogradient \( W^1_3 \) is bounded. In fact, the claim is trivial if \( \lambda_i |a_i| \) is bounded. In the other case, let \( i \) such that \( \lambda_i |(a_i)_i| \geq c \lambda_i |a_i| \), we see that

\[
\int_{\mathbb{R}^n} \frac{|x_i + \lambda_i (a_i)_i|^{\beta} x_i}{(1 + |x|^2)^{n+1}} dx = \left( \lambda_i |(a_i)_i| \right)^{\beta} \int_{\mathbb{R}^n} \left| 1 + \frac{x_i}{\lambda_i |(a_i)_i|} \right|^{\beta} \frac{x_i}{(1 + |x|^2)^{n+1}} dx
\]

\[
= c \left( \lambda_i |(a_i)_i| \right)^{\beta - 1} (1 + o(1)).
\]

(3.23)

In this case, the vector field will be defined by \( W_3 := W^1_3 + W^2_3 \). Using Proposition 5.1, we get

\[
(-\nabla J(u), W_3) \geq \frac{c}{\lambda^2_{i_1}} \sum_{i=1}^{n} b_i^2 \left( \int_{\mathbb{R}^n} \frac{|x_i + \lambda_i (a_i)_i|^{\beta}}{(1 + \lambda_i |(a_i)_i|)^{(\beta - 1)/2}} \frac{x_i}{(1 + |x|^2)^{n+1}} dx \right)^2
\]

\[
+ \psi_2(\lambda_i |a_i|) \left( \sum_{i=1}^{n} b_i \right)^2 \frac{c'}{\lambda^2_{i_1}} + o \left( \frac{1}{\lambda^2_{i_1}} \right) + O \left( \sum \xi_{kr} \right).
\]

(3.24)

We claim that

\[
(-\nabla J(u), W_3) \geq \frac{c}{\lambda^2_{i_1}} + c \frac{|\nabla K(a_i)|}{\lambda_{i_1}} + O \left( \sum \xi_{kr} \right).
\]

(3.25)
Recall that \( y \) satisfies (1.2). Thus near \( y \) we have \( |\nabla K(x)| \sim c \sum |b_i||x_i|^\beta-1. \)
Observe that, if \( \lambda_i |a_{i_1}| \) is large then using (3.23) we can make appear \( 1/\lambda_i^\beta \) and \( |\nabla K(a_{i_1})|/\lambda_i \) in the lower bound of (3.24) and our claim follows in this case.

Now, if \( \lambda_i |a_{i_1}| \leq \eta \) (that means it is small), where \( \eta \) is defined in the definition of \( \psi_2 \), then we have \( \psi_2(\lambda_i |a_{i_1}|) = 1 \) and \( |\nabla K(a_{i_1})| \) is small with respect to \( \lambda_i^{1-\beta} \).
Thus (3.25) holds in this case.

Finally, if \( \lambda_i |a_{i_1}| \) is bounded below and above, by using Lemma 5.2, we have
\[
\sum_i \left( \int_{\mathbb{R}^n} \frac{b_i|x_i + \lambda_i(a_{i_1})|^{\beta}}{(1 + \lambda_i |a_{i_1})|^{\beta-1/2}} \frac{x_i}{(1 + |x|^2)^{n+1}} dx \right)^2 \geq c > 0.
\]
Thus our claim follows and therefore (3.25) is proved.

Now, define \( W = W_1 + m_2 W_3 \), where \( m_2 \) is a small positive constant, and using (3.18) and (3.25), claim (i) follows.

Regarding claim (ii), it follows from claim (i) and the estimates of \( \|\overline{v}\| \) and \( \|\nabla J(u + \overline{v})\|\|\overline{v}\| \) as in [10] and [14]. Finally, claim (iii) follows from the definition of \( W \).

The proof of the proposition is thereby completed. \( \square \)

3.3. Morse Lemma at infinity in \( V(1, \varepsilon) \) for \( n = 3, 4 \)

In this section, we will characterize the critical points at infinity in \( V(1, \varepsilon) \). Following [10] and [14], we need to construct a vector field in this set which satisfies some required properties.

**Proposition 3.7.** Let \( n = 3, 4 \). Assume that \( K \) satisfies (H1) and let \( \beta := \max \{\beta(y) : y \) satisfies (1.2)\). Then, there exists a pseudogradient \( W \) so that the following holds:

There is a positive constant \( c > 0 \) independent of \( u = \alpha \delta(a, \lambda) \in V(1, \varepsilon) \) such that

(i) \( (-\nabla J(u), W) \geq c \frac{|\nabla K(a)|}{\lambda} + \frac{1}{\lambda^\beta} \)

(ii) \( (-\nabla J(u + \overline{v}), W + \frac{\partial \overline{v}}{\partial (a_i, a_j, \lambda_{ij})}(W)) \geq c \frac{|\nabla K(a)|}{\lambda} + \frac{1}{\lambda^\beta} \)

(iii) \( |W| \) is bounded. Furthermore, \( \lambda \) is an increasing function along the flow lines generated by \( W \) only if \( a \) is close to a critical point \( y \in I_1 \cup I_2 \).

**Proof.** The construction depends on the variables \( a \) and \( \lambda \). We will divide the set \( V(1, \varepsilon) \) into three subsets:

\[
F_1 := \{\alpha \delta(a, \lambda) : \lambda |\nabla K(a)| \geq C\},
\]

\[
F_2 := \{\alpha \delta(a, \lambda) : \lambda |\nabla K(a)| \leq 2C \text{ and } a \text{ is close to } y \text{ satisfying } (1.1)\},
\]

\[
F_3 := \{\alpha \delta(a, \lambda) : \lambda |\nabla K(a)| \leq 2C \text{ and } a \text{ is close to } y \text{ satisfying } (1.2)\},
\]

where \( C \) is a large positive constant.
In $F_1$, we define
\[ W_1 := \frac{1}{\lambda} \frac{\partial \delta}{\partial a} \nabla K(a) \frac{|\nabla K(a)|}{\lambda} \]
and using Proposition 5.1 we get
\[ (-\nabla J(u), W_1) \geq c \frac{|\nabla K(a)|}{\lambda} + O \left( \frac{1}{\lambda^2} \right) \geq c \frac{|\nabla K(a)|}{\lambda} + \frac{c}{\lambda^2}. \tag{3.26} \]

In $F_2$, we use the pseudogradient $W_2$ defined by (3.19) and using Proposition 5.1, we get
\[ (-\nabla J(u), W_2) \geq c \frac{\Delta K(a)}{\lambda^2} + o \left( \frac{1}{\lambda^2} \right) \geq c \frac{\Delta K(a)}{\lambda^2} + \frac{c |\nabla K(a)|}{\lambda}. \tag{3.27} \]

It remains to define the pseudogradient in $F_3$. In this region we set $W_3 = W_1 + W_2$ where $W_1$ and $W_2$ are defined by (3.21) and (3.22) respectively. Now, following the proof of (3.25), we obtain
\[ (-\nabla J(u), W_3) \geq c \frac{\Delta K(a)}{\lambda^2} + \frac{c |\nabla K(a)|}{\lambda}. \tag{3.28} \]

The required pseudogradient $W$ will be defined by convex combination of $W_1$, $W_2$ and $W_3$. Using (3.26), (3.27) and (3.28), claim (i) follows. Regarding claim (ii), it follows from claim (i) and the estimate of $\|v\|^2$. Concerning claim (iii), it follows from the definition of $W$. Hence the proof of the proposition is completed. \(\square\)

Once the pseudogradient is constructed, following [10] and [14], we can find a change of variables which gives the normal form of the functional $J$ on the subset $F_y := \{ \alpha \delta(a, \lambda) + v : a \text{ is close to } y \}$, where $y \in I_1 \cup I_2$. More precisely, we have

**Proposition 3.8.** Let $n = 3, 4$ and assume that $K$ satisfies (H1). For $y \in I_1 \cup I_2$, in $F_y := \{ \alpha \delta(a, \lambda) + v : a \text{ is close to } y \}$, there exists a change of variables:

\[ v - \overline{v} \mapsto V \quad \text{and} \quad (a, \lambda) \mapsto (\tilde{a}, \tilde{\lambda}) \]

so that
\[ J(\alpha \delta(a, \lambda) + v) = \frac{S_n^{2/n}}{K(\overline{a})^{(n-2)/n}} \left( 1 + c(1 - \eta) \frac{g(y)}{\tilde{\lambda}^{\gamma(y)}} \right) + \|V\|^2, \]

where $\eta$ is a small positive constant, $g(y) = -\Delta K(y)$ and $\gamma(y) = 2$ if $y$ satisfies (1.1) and $g(y) = -\sum b_i$ and $\gamma(y) = \beta(y)$ if $y$ satisfies (1.2).

**Proof.** The proof is exactly the same as in [10] and [14]. So we omit it. \(\square\)

As a consequence of the above proposition, we have the following result:
Corollary 3.9. Let $K$ be a positive function satisfying (H1). For $n = 3, 4$, the only critical points at infinity in $V(1, \varepsilon)$ are $(y)_\infty$ where $y \in I_1 \cup I_2$. Such a critical point has a Morse index equal to $n - \text{index}(K, y)$ where $\text{index}(K, y)$ is the Morse index of $K$ in case $y \in I_1$ and $\text{index}(K, y) = \#\{b_i; b_i < 0\}$ in case $y \in I_2$.

Proof. The claim follows from Propositions 3.7 and 3.8. □

3.4. Morse Lemma at infinity in $V(p, \varepsilon)$ for $p \geq 2$ and $n = 4$

We notice that, from [14], we know that if the function $K$ satisfies (1.1) and (H2) then the critical points at infinity are $(y_{i_1}, \ldots, y_{i_p})_\infty$ where the $y_i$’s are critical points of $K$ such that the matrix $M(y_{i_1}, \ldots, y_{i_p})$, defined by (1.3), is positive definite. Note that in our case, the function $K$ can be flat (assumption (1.2)) near some critical points. Furthermore, Corollary 3.9 implies that there are other critical points at infinity which are of the type $(y)_\infty$ for $y \in I_2$. The aim of this subsection is to characterize the critical points at infinity in $V(p, \varepsilon)$ for $p \geq 2$. For this fact, we need to construct a pseudogradient on this set.

Proposition 3.10. Let $n = 4$. Assume that $K$ satisfies (H1, H2) and let $\beta := \max\{\beta (y) : y \text{ satisfies (1.2)}\}$. For any $p \geq 2$, there exists a pseudogradient $W$ so that the following holds:

There is a positive constant $c > 0$ independent of $u = \sum_{i \leq p} \alpha_i \delta(\alpha_i, \lambda_i) \in V(p, \varepsilon)$ such that

(i) $(-\nabla J(u), W) \geq c \sum_{i \leq p} \frac{|\nabla K(\alpha_i)|}{\lambda_i} + \frac{c}{\lambda_i^\beta} + c \sum_{k \neq r} \varepsilon_{kr}$

(ii) $(-\nabla J(u + v), W + \frac{\partial v}{\partial (\alpha_i, \alpha_i, \lambda_i)}(W)) \geq c \sum_{i \leq p} \frac{|\nabla K(\alpha_i)|}{\lambda_i} + \frac{c}{\lambda_i^\beta} + c \sum_{k \neq r} \varepsilon_{kr}$

(iii) $|W|$ is bounded. Furthermore, the only cases where the maximum of the $\lambda_i$’s is not bounded is when the concentration points $(a_1, \ldots, a_p)$ satisfy: each point $a_j$ is close to a critical point $y_{i_j}$ of $K$ satisfying (1.1) with $i_j \neq i_k$ for $j \neq k$ and $\varrho(y_{i_1}, \ldots, y_{i_p}) > 0$, where $\varrho(y_{i_1}, \ldots, y_{i_p})$ denotes the least eigenvalue of $M(y_{i_1}, \ldots, y_{i_p})$.

As a consequence of the above proposition and Corollary 3.9 we derive

Corollary 3.11. Let $n = 4$. The only critical points at infinity are

- $(y_{i_1}, \ldots, y_{i_q})_\infty$ such that the matrix $M(y_{i_1}, \ldots, y_{i_q})$, defined by (1.3), is positive definite, where the $y_{i_j}$’s are critical points of $K$ satisfying (1.1) with $i_j \neq i_k$ for $j \neq k$.

Such a critical point at Infinity has a Morse index equal to

$$5q - 1 - \sum_{j=1}^{q} \text{Morse}(K, y_{i_j}).$$
\( (y)_\infty \) where \( y \) is a critical point of \( K \) which belongs to \( I_2 \).

Such a critical point at Infinity has a Morse index equal to \( 4 - \text{index}(K, y) \) where \( \text{index}(K, y) := \#\{ b_i; \ b_i < 0 \} \).

**Proof of Proposition 3.10.** Without loss of generality, we can assume that \( \lambda_1 \leq \cdots \leq \lambda_p \). Let \( M \) be a large positive constant and define

\[
I := \{ 1 \} \cup \{ i \leq p : \lambda_k \leq M \lambda_{k-1} \ \forall \ k \leq i \},
\]

\( I' := \{ i \in I : a_i \) is close to a critical point \( y_{k_i} \) satisfying (1.2)\}.

Note that the set \( I \) contains the indices \( i \) such that \( \lambda_i \) and \( \lambda_1 \) are of the same order. We divide the set \( V(p, \varepsilon) \) into four subsets:

\[
F_1 := \left\{ \sum \alpha_i \delta_{(a_i, \lambda_i)} : \exists i \in I \text{ such that } \lambda_i \| \nabla K(a_i) \| \geq C' \right\},
\]

\[
F_2 := \left\{ \sum \alpha_i \delta_{(a_i, \lambda_i)} : \forall i \in I, \ \lambda_i \| \nabla K(a_i) \| \leq 2C' \text{ and } I' = \emptyset \right\},
\]

\[
F_3 := \left\{ \sum \alpha_i \delta_{(a_i, \lambda_i)} : I = I' = \{ 1 \} \text{ and } \lambda_1 \| \nabla K(a_i) \| \leq 2C' \right\},
\]

\[
F_4 := \left\{ \sum \alpha_i \delta_{(a_i, \lambda_i)} : \forall \ i \in I, \ \lambda_i \| \nabla K(a_i) \| \leq 2C', \ \#(I) \geq 2 \text{ and } I' \neq \emptyset \right\},
\]

where \( C' \) is a large positive constant. In each subset we will define a pseudogradient and the vector-field \( W \) required in the proposition will be defined as a convex combination of all the pseudogradients. Let us denote by

\[
X_i := \frac{1}{\lambda_i} \frac{\partial \delta_i}{\partial a_i} \frac{\nabla K(a_i)}{\| \nabla K(a_i) \|} \psi_3(\lambda_i \| \nabla K(a_i) \|) \quad \text{and} \quad Z_i := \lambda_i \frac{\partial \delta_i}{\partial \lambda_i},
\]

where \( \psi_3 \) is a cut-off function defined by \( \psi_3(t) = 0 \) if \( t \leq \eta \) and \( \psi_3(t) = 1 \) if \( t \geq 2\eta \) with \( \eta \) a large positive constant (2\( \eta \leq C' \)).

First, we remark that, by using Proposition 5.1 and (3.14), for each \( q \leq p \), since \( \eta \) is large, it is easy to obtain

\[
(-\nabla J(u), X_i) \geq c \psi_3(\lambda_i \| \nabla K(a_i) \|) \left( \frac{\| \nabla K(a_i) \|}{\lambda_i} + \frac{1}{\lambda_i^2} + O \left( \sum \varepsilon_{ki} \right) \right),
\]

\[
\left( -\nabla J(u), -\sum_{i \geq q} 2^i Z_i \right) \geq c \sum_{k \geq q, r \neq k} \varepsilon_{kr} + O \left( \sum \frac{1}{\lambda_i^2} \right) + o \left( \sum \varepsilon_{kr} \right).
\]

In \( F_1 \), we define \( W_1 := \sum_{i \leq p} X_i - C_1 \sum_{i \leq p} 2^i Z_i \), where \( C_1 \) is a large positive constant (\( C_1 \leq C' / M^p \)). Using (3.32), (3.33) and the fact that there exists an index \( i \in I \) such that \( \lambda_i \| \nabla K(a_i) \| \geq C' \), we derive the estimate of claim (i) in this case.
• In $F_2$, we remark that we can write $u$ as

$$u = u_1 + u_2$$

where $u_1 = \sum_{i \in I} \alpha_i \delta_i$ and $u_2 = \sum_{i \notin I} \alpha_i \delta_i$.

Observe that $u_1 \in V(\#(I), \varepsilon)$. Since $I' = \emptyset$ we can apply the vector field defined in [14] in this set, we will denote it by $Y(u_1)$. Hence we define $W_2 := Y(u_1) - M \sum_{i \notin I} 2^i Z_i + \sum_{i \notin I} X_i$, where $M$ is defined in (3.29). Using [14] and (3.32), (3.33), we obtain

$$(-\nabla J(u), W_2) \geq c \sum_{i \leq p} \frac{|\nabla K(a_i)|}{\lambda_i} + c \frac{\varepsilon_{kr}}{\lambda_i^2} + c \sum_{k \neq r \delta} \varepsilon_{kr}.$$ 

Thus the estimate of claim (i) follows in this case.

• In $F_3$, we have $I = I' = \{1\}$. Let $y_{k_1}$ be the critical point which is close to $a_1$. As in the proof of Proposition 3.5, we define $W_3^1$ and $W_3^2$ by (3.21) and (3.22) respectively with $n = 4$. Following the proof of (3.25), we obtain

$$(-\nabla J(u), W_3^1 + W_3^2) \geq c \frac{|\nabla K(a_1)|}{\lambda_1} + c \frac{\varepsilon_{kr}}{\lambda_1^2} + O \left( \sum_{i \neq r} \varepsilon_{kr} \right).$$

In this region, the pseudogradient will be defined as $W_3 := W_3^1 + W_3^2 - C \sum_{i \geq 2} 2^i Z_i + \sum_{i \leq p} X_i$ where $C$ is a large positive constant. Using (3.32), (3.33), (3.34) and the fact that $\lambda_i^{-2} = o(\varepsilon_{ij})$ for each $i \notin I$ and $j \in I$, we derive

$$(-\nabla J(u), W_3) \geq c \sum_{k \neq r} \varepsilon_{kr} + c \sum_{i \leq p} \frac{|\nabla K(a_i)|}{\lambda_i} + c \sum_{i \geq 2} \frac{\varepsilon_{kr}}{\lambda_i^2} + c \frac{\varepsilon_{kr}}{\lambda_1^2}.$$ 

Thus the estimate of claim (i) follows in this case.

• In $F_4$, we decrease all the variables $\lambda_i$ with different speeds. First, observe that $\lambda_i^{-2} \leq c_M \varepsilon_{ij}$ for each $i, j \in I, i \neq j$ and for $i \in I'$ we have $\Delta K(a_i) = o(1)$. Thus, we define $W_4 := -\sum_{i \in I'} Z_i - m' \sum_{i \in I'} X_i - \sum_{i \notin I'} 2^i Z_i + m'' \sum_{i \leq p} X_i$, where $m'$ and $m''$ are small positive constants (they satisfy $m' c_M$ and $m''/m'$ are small). Using Proposition 5.1, (3.32), (3.33) and the fact that $\lambda_i^{-2} = o(\varepsilon_{ij})$ for each $i \notin I$ and $j \in I$, we derive

$$(-\nabla J(u), W_4) \geq c \sum_{k \neq r} \varepsilon_{kr} + c \sum_{i \leq p} \frac{|\nabla K(a_i)|}{\lambda_i} + c \frac{\varepsilon_{kr}}{\lambda_i^2},$$

which implies the estimate of claim (i) in this case.

Finally, the pseudogradient $W$ will be defined by a convex combination of $W_1$, $\ldots$, $W_4$. This vector field satisfies claim (i).
Regarding claim (ii), as in [10] and [14], it follows from claim (i) and the estimate of \( \|\tilde{v}\|^2 \) which is small with respect the lower-bound of claim (i).

Concerning claim (iii), it is easy to get that \( |W| \) is bounded. Furthermore, from the definition of the \( W_i \)'s, we remark that the maximum of the \( \lambda_i \)'s is a decreasing function on the sets \( F_1, F_3 \) and \( F_4 \). However, in \( F_2 \), if \( I \neq \{1, \ldots, p\} \), the maximum of the \( \lambda_i \)'s is a decreasing function. But if \( I = \{1, \ldots, p\} \), we have the same case as [14]. Thus claim (iii) follows. This completes the proof of the proposition.  

4. Proofs of the theorems

Proof of Theorems 1.1 and 1.3. Before giving the proofs of our results, we will prove an abstract argument which provides a lower bound on the number of critical points of \( J \). For that purpose let \( K_\infty \) be the set of critical points at infinity of \( J \) and let \( L_0 \) be their maximal Morse index. We set:

\[
X := \bigcup_{z_\infty \in K_\infty} W_u(z_\infty),
\]

where \( W_u(z_\infty) \) is the unstable manifold of the critical point at infinity \( z_\infty \).

By a theorem of A. Bahri and P.H. Rabinowitz [13], we have that:

\[
X = \bigcup_{z \in K_\infty} W_u(z) \cup \bigcup_{y \text{ critical point dominated by a point } z_\infty \in K_\infty} W_u(y).
\]

Recall that \( z_\infty \) is said to be dominated by another critical point at infinity \( z'_\infty \) if

\[
W_u(z'_\infty) \cap W_s(z_\infty) \neq \emptyset.
\]

Therefore \( X \) is a stratified set of top dimension \( L_0 \). Moreover it is contractible in \( \Sigma^+ \), by taking its suspension, that is, for \( a \in \Sigma^+ \), we consider \( C(X) := \{tx + (1 - t)a; x \in X\} \). Let \( U \) such a contraction which is a stratified set of top dimension \( L_0 + 1 \). \( U \) can also be deformed using the flow of \(-\nabla J\). For dimension's reason the stable manifold of any critical point of Morse index \( \geq L_0 + 2 \) can be avoided during such a deformation see e.g. [34]. Therefore \( U \) is deformed onto some set

\[
Z := \bigcup_{z \in X} W_u(z) \cup \bigcup_{x \text{ dominated by } x} W_u(x)
\]

where \( z \) is a critical point or critical point at infinity.

We prove now the following proposition:

**Proposition 4.1.** Assuming that \( K \) satisfies the condition (H1) if \( n = 3 \) and (H1,H2) if \( n = 4 \) and that all the critical points of \( J \) having their Morse index less or equal to \( L_0 + 1 \) are nondegenerate, then it holds:

\[
\#\{\text{critical points of Morse index } \leq L_0 + 1\} \geq 1 - \sum_{\tau \in K_\infty} (-1)^{\iota(\tau)}, \quad (4.1)
\]

where \( \iota(\tau) \) denotes the Morse index of the critical point at Infinity \( \tau \).
Proof. Since $X$ is contractible in $Z$, we have from the exact sequence in homology that:

$$\cdots \rightarrow H_k(X) \rightarrow H_k(Z) \rightarrow H_k(Z, X) \rightarrow H_{k-1}(X) \rightarrow H_{k-1}(Z) \rightarrow \cdots,$$

where $H_k(X) := H_k(X, \mathbb{Q})$ is the $k$-th homology group with rational coefficients. Therefore it follows that

$$\sum_{j=0}^{L_0+1} (-1)^j \left( \dim H_j(Z, X) + \dim H_j(X) \right) = 1,$$

which implies then

$$\sum_{j=0}^{L_0+1} \dim H_j(Z, X) \geq 1 - \sum_{j=0}^{L_0} (-1)^j \dim H_j(X). \quad \text{(4.2)}$$

Now observe that the pair $(Z, X)$ is built by adding to $X$ the unstable manifold of other critical points of index $\leq L_0 + 1$. Namely each time we add one of these unstable manifolds, starting from $X$ and going with increasing index. At each step the new object we obtain has a total dimension of homology increased at most by one. Therefore the total homology of $(Z, X)$ has its dimension upper bounded by the number of critical points of index $\leq L_0 + 1$, not dominated by $X$. Therefore we have the following Lemma:

**Lemma 4.2.** Under the assumption that all the critical points with Morse index less or equal to $L_0 + 1$ are nondegenerate, it holds:

$$\sum_{j=0}^{L_0+1} \dim H_j(Z, X) \leq \# \{ \text{critical points of index } \leq L_0 + 1 \}.$$

The critical points in the above estimate are those in $Z$ but not in $X$.

Now Proposition 4.1 follows from formula (4.2) and Lemma 4.2. Indeed it follows from (4.2) that:

$$1 - \sum_{j=0}^{L_0} (-1)^j \dim H_j(X) \leq \sum_{j=0}^{L_0+1} \dim H_j(Z, X).$$

Now observe that:

$$\sum_{j=0}^{L_0} (-1)^j \dim H_j(X) = \chi(X) \text{ (The Euler Characteristic of } X).$$

Since by Proposition 7.24 of [13],

$$X = \bigcup_{z_\infty} W_u(z_\infty) \cup \bigcup_{y \text{ dominated by } z_\infty \in K_\infty} W_u(y),$$
it follows then that \( \chi(X) \) is equal to
\[
\chi(X) = \sum_{z_\infty \in \mathcal{K}_\infty} (-1)^{\text{index}(z_\infty)} + \sum_{y \in X, \text{ critical point}} (-1)^{\text{morse}(y)}.
\]

Therefore
\[
\left| 1 - \sum_{z_\infty \in \mathcal{K}_\infty} (-1)^{\text{index}(z_\infty)} \right| \leq \sum_{j=0}^{L_0+1} \dim H_j(Z, X) + \# \{ \text{critical point in } X \}.
\]

Using now the upperbound of Lemma 4.2 on the homology on the right hand side of the above formula, our claim in Proposition 4.1 follows.

Once Proposition 4.1 is proved, Theorems 1.1 and 1.3 follow immediately.

5. Appendix

This Appendix is devoted to some useful expansions of the gradient of \( J \) near a potential critical points at infinity consisting of \( p \) masses. Those propositions are extracted from [9] and [10] (with some change). In the sequel, we will write \( \delta_i \) instead of \( \delta(a_i, \lambda_i) \).

**Proposition 5.1.** Let \( n = 3, 4 \) and \( K \) be a \( C^2 \) positive function. For each \( u = \sum_{i=1}^p \alpha_i \delta_i \in V(p, \varepsilon) \), we have the following expansion

(a) \[
\left( \nabla J(u), \frac{\partial \delta_i}{\partial \lambda_i} \right) = -c_2 J(u) \sum_{j \neq i} \alpha_j \lambda_i \frac{\partial \varepsilon_{ij}}{\partial \lambda_i} + 2J(u) \frac{2(n-1)}{n-2} \alpha_i \frac{\Delta K(a_i)}{\lambda_i^2} + R_i,
\]

where \( R_i = o \left( \sum_{k \neq r} \varepsilon_{kr} + \frac{1}{\lambda_i^2} \right) \).

(b) \[
\left( \nabla J(u), \frac{1}{\lambda_i} \frac{\partial \delta_i}{\partial a_i} \right) = -c_4 J(u) \frac{2(n-1)}{n-2} \alpha_i \frac{n+2}{\lambda_i^2} \nabla K(a_i) + o \left( \sum_{k \neq i} \varepsilon_{ki} + \frac{1}{\lambda_i^2} \right).
\]

(c) If \( a_i \) is close to a critical point \( y \) of \( K \) satisfying (1.2), then the above estimate can be improved and we obtain

\[
\left( \nabla J(u), \frac{1}{\lambda_i} \frac{\partial \delta_i}{\partial (a_i)_k} \right) = -2J(u) \frac{2(n-1)}{n-2} \alpha_i \frac{n+2}{\lambda_i^2} \frac{1}{\lambda_i^\beta} \int_{\mathbb{R}^n} \frac{b_k |x_k + \lambda_i (a_i)_k|^\beta x_k}{(1 + |x|^2)^{n+1}} dx
\]

\[+ o \left( \frac{1}{\lambda_i^\beta} \right) + O \left( \sum_{k \neq r} \varepsilon_{kr} \right),\]

where \( k \leq n \) and \( (a_i)_k \) is the \( k \)-th component of \( a_i \) in some geodesic normal coordinates system.
Furthermore, if we assume that \( \lambda_i |a_i| \leq \rho \), where \( \rho \) is a small positive constant, then

\[
\left( \nabla J(u), \lambda_i \frac{\partial \delta_i}{\partial \lambda_i} \right) = -c_2 J(u) \sum_{j \neq i} \alpha_j \lambda_i \frac{\partial \epsilon_{ij}}{\partial \lambda_i} + c \sum b_j \frac{\partial \epsilon_{ij}}{\partial \lambda_i} + o \left( \sum_{k \neq r} \epsilon_{kr} + \frac{1}{\lambda_i^\beta} \right).
\]

Proof. Claims (a) and (b) follow from [9]. Regarding claim (c), for simplicity, we assume that the critical point is zero. Following [9], it remains to expand the two integrals

\[
\int_{\mathbb{S}^n} K(x) \delta_i^{n+2} \frac{1}{\lambda_i} \frac{\partial \delta_i}{\partial (a_i)_k} dx
\]

\[
= (n-2) \int_{\mathbb{R}^n} \left( \sum b_j |x_j|^\beta + R(x) \right) \frac{\lambda_i^{n+1} (x_k - (a_i)_k)}{(1 + \lambda_i^2 |x - a_i|^2)^{n+1}} dx
\]

\[
= \frac{1}{\lambda_i^\beta} \int_{\mathbb{R}^n} b_k |x_k + \lambda_i (a_i)_k|^\beta \frac{x_k}{(1 + |x|^2)^{n+1}} dx + o \left( \frac{1}{\lambda_i^\beta} \right).
\]

\[
\int_{\mathbb{S}^n} K(x) \delta_i^{(n+2)/(n-2)} \lambda_i \frac{\partial \delta_i}{\partial \lambda_i}
\]

\[
= \frac{n-2}{2} \int_{\mathbb{R}^n} \sum b_j |x_j|^\beta \lambda_i^n \frac{1 - \lambda_i^2 |x - a_i|^2}{(1 + \lambda_i^2 |x - a_i|^2)^{n+1}} dx + o \left( \frac{1}{\lambda_i^\beta} \right)
\]

\[
= \frac{n-2}{2} \frac{1}{\lambda_i^\beta} \sum b_j \int_{\mathbb{R}^n} |x_j + \lambda_i (a_i)_j|^\beta \frac{1 - |x|^2}{(1 + |x|^2)^{n+1}} dx + o \left( \frac{1}{\lambda_i^\beta} \right).
\]

Observe that if \( \lambda_i |a_i| \) is very small, it is easy to prove that

\[
\int_{\mathbb{R}^n} |x_j + \lambda_i (a_i)_j|^\beta \frac{1 - |x|^2}{(1 + |x|^2)^{n+1}} dx = \int_{\mathbb{R}^n} |x_j|^\beta \frac{1 - |x|^2}{(1 + |x|^2)^{n+1}} dx + o(1) < 0,
\]

and the second integral in the above estimate is independent of \( j \). Hence the result follows.

**Lemma 5.2.** For each \( \eta \in \mathbb{R} \) and \( i = 1, \ldots, n \), we have

\[
\int_{\mathbb{R}^n} |x_i + \eta|^\beta \frac{x_i}{(1 + |x|^2)^{n+1}} dx = 0 \quad \text{iff} \quad \eta = 0.
\]

Furthermore, for each \( \epsilon > 0 \), there exists a positive constant \( \bar{c} > 0 \) such that

\[
\left| \int_{\mathbb{R}^n} |x_i + \eta|^\beta \frac{x_i}{(1 + |x|^2)^{n+1}} dx \right| \geq \bar{c} \quad \text{for each} \quad |\eta| \geq \epsilon.
\]
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