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SUBELLIPTIC VARIATIONAL PROBLEMS

BY

CHAO-JIANG XU (*)

RESUME. — En utilisant la methode directe et 1'iteration de MOSER, nous demon-
trons 1'existence et la C^-regularite du point stationnaire pour Ie probleme variationnel
elliptique degenere I ( p ) = J^ F{x, u, Xu) dx ou X = (X\,..., Xm) est un systeme de
champs de vecteurs C00 reels qui satisfait a la condition de Hormander. Les hypotheses
sur F(x, u, ̂ ) sont analogues a celles faites pour les problemes elliptiques.

ABSTRACT. — Using the direct method and the MOSER'S process, we prove the
existence and C^ regularity of stationary point for the degenerate elliptic variational
problem I (p.) = f F(x, u, Xu) dx where X = (Xi , . . . , Xm) is a system of real smooth
vector fields which satisfy the Hormander's condition. The assumption imposed on
F(x, u, $) are similar to those for the elliptic case.

1. Introduction
In this paper, we study the existence and the regularity for the

minimum points of the following variational problem :

(1.1) I(p.)= { F{x,u,Xu)dx,
Jfl

where Q is an open set in R71, n > 2, and X = (Xi , . . . , Xm) is a system of
real smooth vector fiels in M, which is a bounded domain of IR71 such that
0 CC M. We assume that F(x^ u^ ^) is convex in ^ and that X satisfy the
Hormander's condition in M, i.e.

f{Xj} together with their commutators
(H) ^ up to a certain fixed length r span the

tangent space at each point of M.

(*) Texte recu Ie 26 juin 1989, revise Ie 15 mars 1990.
C.-J. Xu, Dept. of Mathematics, Wuhan University, 430072 Wuhan, China (P.R.).
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148 G.-J. xu

In this case, the Euler's equation of (1.1)

m

(1.2) ^X]F^(x,u,Xu)+Fn(x,u,Xu)=Q
j=i

is degenerately elliptic. We assume also, for j = 1, . . . , m,

Mes^en \Xj(x) =0} =0.

For linear problems of this kind, there is a lot of work after the first
appearing of L. HORMANDER'S (see [1, 2, 4, 5, 7, 8, 9]). In particular, we
note that the Hormander's condition permit us to define a metric p(x, y )
associated with X in M. Using the geometry of this metric, we can think
the Hormander operator

m

E^
.7=1

H=^X^c(x)

as the Laplace operators. Then we can study the existence of weak
stationary points of (1.1) by the direct method just as we do for the
elliptic problem, and discuss the C^ regularity of weak solution of (1.2)
by Moser's process just as we do for the linear degenerate elliptic problems.

Our result is an extention of those for the elliptic variationnal problem
to a certain class of highly degenerate problems. We will consider the C°°
regularity problems in another paper.

2. Function space M^P^)
In order to study the weak solution, we introduce a function space

M^(n) associated with X, which is analogue to Sobolev's space. For
any integer k > 1, p > 1 and f^ CC M, we define

(2.1) M^W = if e ̂ (n) |
X^/CL^Q) , VJ=0- i , . . . , j , ) , | J |<A;}

where XJf = X^ ... XjJ, \J\ = s and define the norm in M^n) to be

(2.2) I|/HM^)=(E ll̂ ll̂ ))
\j\<k

I/P

We also denote by M^H) = M^2^). Then we have :

TOME 118 —— 1990 —— N° 2



SUBELLIPTIC VARIATIONAL PROBLEMS 149

THEOREM 1. — The function space Mkfp(fl) is a Banach space for
1 < P < +co, which is reflexive for 1 < p < +00 and separable for
1 < p < +00. Also, M^O) is a separable Hilbert space.

Proof. — a) Let J = ( .71, . . . , js) , with 1 < jc < m, and denote by X3"
the adjoint operator of X3r. Then

(2.3) M^W = { / e ̂ (0) | 3^ e L^n) such that

f f•XJ^dx= ( gj^dx, ^eCS°W, \J\ < k}.
Jfl J^i )

Suppose {uj} to be a Cauchy sequence of M^'^n), then {XJUj}, for
|J| < A;, are all Cauchy sequence in 1/^(0). Hence there exists u3 e LP{Q.)
such that XJUj —> u3 in 7^(0). On the other hand

I UjX^ipdx = ( X^^dx, ^ € C§°, \J\ < k.
Jfl Jfl

Let j —> oo, we have

/ u^X^^pdx = ( u^dx, ^ G CS°W, \J\ < k,
Jfl Jfl

which proves u° € M^P(^), X3 u^ = u3 and \\u, - H°HM^(Q) -> 0.
b) Setting E = r[|j|<fc ^p(^)? tnen ^ is a reflexive Banach space for

1 < p < +00. Define T : M^O) -^ E by Tn = (X17^), then T is an
isometry from M^(n) to E. Since T(Mk^(n)) is a closed subspace of E
and T^M^^)) is reflexive, then M^H) is also reflexive. The proof for
separability is similar.

We denote by MQ^(^) the closure of C§°W in M^(^). From the
subellipticity of Hormander's operator H, we have the following lemma :

LEMMA 2. — Let Q be a bounded subdomain of M. Assume that X
satisfies the Hormander's condition in M. Then, we have the continuous
imbedding A^'^) C W^77^^) for all k > 1, p > 1 and there exists
C = (7(p,n,r) such that

(2.4) Mw^W<C\\u\\M^W

for all u C MO^O). (Here, W8^^) is the usual Sobolev's space.)

For the proof of this LEMMA, see [2, 9]. Using the classical Sobolev in-
equality in TV5'^^) and imbedding LEMMA above, we obtain the following
Sobolev inequality for the function space M^'^Q).

BULLETIN DE LA SOCIETE MATHEMATIQUE DE FRANCE



150 c.-j. xu

THEOREM 3. — Assume that 0 is a C°° domain. Then^ we have
continuous imbedding

^, , fL^/^-^/^O) forkp<nr,
(2.5) M^)c{^ l ' ^^. „/,>„,».

Further, there exists a constant C = C{n,r,p,k) such that for any
u C M^^t) we have

( |H|^np/(n-fcp/.)(Q) < C\\u\\Mk.p^) for kp < nr,
w \ Mc^w ^ W^'^MM^W for k/r - n/p > m > 0.

By a contradiction argument based on the compactness result of
the usual Sobolev's space, we obtain an interpolation inequality for the
space M^W.

LEMMA 4. — Assume that H is a C°° subdomain of M and u an element
o/M^Q). Then, for any e > 0 and 0 < |J| < k, we have

ll^'^llL^O) < ̂ IHlM^(Q) + C\\U\\LPW

where C = C(k,fl,e).

We define now a metric p(x,y) associated with X in M as in [7, 9],
and take

Bp(x) = {y G ^ | p ( x , y ) < R}

for R > 0 small enough. Then, in the function space M^n), we have
also the following Poincare inequality.

LEMMA 5
(1) For any x° C n, there exists RQ > 0 such that for all 0 < R < RQ,

if^eM^{BR(x0)), then

(2.8) \MLP(BHW) < CR\\X^\\LP[BHW}

where C is of independant on (p and R.
(2) If, in the system of vector field X = (Xi,... ,Xm) there exists at

last one vector field which can be globally straightened in Q, then we have

(2.9) IM|LP(Q) < Cdmmfl\\X^\\LpW

for all (p € M^^), where C is of independant on (p and n.

TOME 118 —— 1990 —— N° 2



SUBELLIPTIC VARIATIONAL PROBLEMS 151

(3) There exists a constant C and a radius RQ > 0 such that for any
x° eSl and any R, with 0 < R < RQ, for which B^n(x°) C n, we have

/. /. m

(2.10) / \u(x) - UR^dx < CW \ V {X^x^dx
^R JBH^=1

for all u € M^BR), where u = \Bn\~1 f^ u(y) dy and \Bp\ denote the
volume of BR(X°).

The proof of (1) is classical and we can find the proof of (3) in [8].

Now, for u C M^(fl) and k > 0, let

Ak = {x e 0 | u(x) > k} and A^ = {re e ^ | u(x) = k}.

It is readily seen that these sets are mesurable, and

Ak = \J A^e. Ak U A'k = F| Ak-^
£>0 £>0

Mes(Afc \ Afc+J -^ 0, Mes(Afc_, \ (A^ U A^) —^ 0

as e —> 0. For the functions u^^x) = maLx{u(x) — A;,0}, we have

LEMMA 6. — Let u C Mo1^) anrf A; > 0. Then u^ C MQ^H) an^ for
j = 1 , . . . ,m, we /lave

f2 11) X ^(A;) = JXJ^A(•^) f^ almost allx ^ ^^3 [0 a^ o^er places.

Proof. — From the definition, for u e M^(n), there exists a sequence
{up} C C§°{fl) such that limp-^oo ||iAp - U\\M^^) = 0. Thus Up —^ u and
X^p —> XjU in L2(^) for j = 1, . . . , m. We have immediately Hp —^ IA^^
in L2^). Setting A^ = {a; e ^ | ̂ p(.r) > k}, we have, for p —> oo,

Mes(Afc\(A^HA,)) —^0,

Mes(A^\(A^n(A,UA,)))-^0.

In fact, we know that MesH^6 = Mes{a; C H ; \Up(x) - u(x)\ > e} —> 0
for all e > 0 and p —^ oo, and A^+e H (0 D n^'6) C A^ for e > 0.

Afc n (A^+, n (^ \ ̂ £)) = A^e n (^ \ n^) c Aj^ n A^,
A\(A^HA,) = (A,\A,+Ju(A^nnp'£)u(A,+,n(Q\QP'£))\(A^nA,).

BULLETIN DE LA SOCIETE MATHEMATIQUE DE FRANCE



152 c.-j. xu

Now, for 6 > 0, take £ = e(6) such that

Mes(Ak\Ak+,)^^6

and p(6) such that for p > p(6), Mesf^'6^ <: ^6, implying that

Mes(Afc\ (A^nAfc))^ .

On the other hand, A^ D (0 \ f^) C Afc_e, hence is also contained in
A^DAk-e. Now

A^ \ (A^ n (A, u A,)) = (A^ n (n \ np-6) u (A^ n ̂ -£) \ (A^ n A,_,)
u ( A ^ n ( A f c - , \ ( A f c U A f c ) ) ) .

For S > 0, take e = e(6) > 0 such that

Mes(Afc_,\(AfcUAiJ)^

and p(^) such that for p > p(6), Mesfl1''6 < ̂ 6. Thus

M e s ( A ^ \ ( A ^ n ( A f c U A , ) ) ) ^ ^ .

Now, since Up £ C'°°(n), A^ is an open subset of 0 and, for j = 1,..., m

X . u W - [ x j u p inAL
X3UP - to inn\A^.

In fact, denote by Ej == {x e ^l \ Xj(x) = 0}. Then MesEj = 0, and Xj
is a nondegenerate vector field on ^ \ Ej. Then we can obtain, as in the
classical case, Xju'p7 = 0 for almost x e A^ \ Ej.

Hence, {XjWp }p==i,...,oo is a bounded sequence in L2^). Then there
exists i^J C I/2^) such that a subsequence of {XjUp )} converges weakly
to u^] in L^n), i.e. for all (^ e C§°(n), we have

^(X^),^}=(45,^.

On the other hand

lim^W,^ lim(nW,X;y)
p—>oo v p—foo r J

={uW,X;y)

=(X,uW,y).

TOME 118 — 1990 — ?2



SUBELLIPTIC VARIATIONAL PROBLEMS 153

Thus XjU^ = u^] C L2^) for j = 1, . . . , m, which proves u^ e A^n)
because Supp^ is compact in n and Xju^ converges to XjU^ for
almost x C ^, hence

lim Mes{a: c n ; \X,u^ - X,u^\ > e} = 0p—>oo " ' \ J P J I — J

for all £ > 0 and j = l,...,m. Denote

E^ = {x e A, ; |X,^) - X^| > e}.

Then we have :

^ = (^ n (A^ n A,)) u (^ n (Ak \ (A^ n A,)))

where, for p —> oo,

Mes(^ n (A^ n Afc)) = Mes{.r C A^ n A^ ; |X^p - X^u\ > e} -^ 0,
Mes(^ n (A^ \ (A^ n A^)) < Mes(A^ \ (A^ n A,)) — 0.

That implies XjU^\x) = Xju(x) for almost x € Ak and '̂ = 1,... ,m.
On the other hand, we have

H \ A, = (^ \ (A^ U A,)) U (A^ \ (A^ n (A, U A,))) U (A, U A,)

where, for p —> oo,

Mes{rr C ̂  \ (A^ U Ak) ; |X,̂ | > e} < MesQA^ = 0,

Mes{A^\(A^H(A,UA,))}^0.

For the term A^ H A^, if Mes A^ / 0, denote by ^ = {a; C ^ | Xj{x) ̂  0}.
Then Mes ̂  = Mes f^, and f^ is an open subset of fl by using Hormander's
condition. Hence, just as in the classical case, there exists A'̂  such that
Mes A^ = Mes Ak and Xju(x) = 0 for x G Ak and j = 1 , . . . , m. Then

Mes{rreA^nA,; \X^\x)\>e}

= Mes{x e A^ n A^ ; \XjUp(x) - Xju(x)\ > e]

< Mes{x e ̂  ; \XjUp(x) - Xju(x)\ > e} —> 0,

for p -^ oo, which proves lim^oo X^^^) = 0 = X^^^a;) for almost
xefl\Ak.

BULLETIN DE LA SOCIETE MATHEMATIQUE DE FRANCE



154 c.-j. xu

3. Existence of minimizing points

Assume that H is a C°° bounded subdomain of M. We now consider
the problem of minimizing the functionnal

(3.1) I(u) = ( F(x,u,Xu)dx
J^i

in the function space M^'^n).
For the existence problem, we assume that the function F(x^u^) :

Q x IR x R771 —> H satisfies the following conditions :
(1) F(x, u, $) > A|$|P for p > 1 and A > 0;
(2) F(x,u,^), Fn(x,u,^) and F^(x,u^) are, for j = l , . . . ,m , con-

tinuous functions in 0 x H x IR771;
(3) F{x,u^) is convex in ^ for all (x^u).

We will prove the following existence theorem :

THEOREM 7. — Let X satisfy the condition (H) and the assumption (2)
of LEMMA 5. Assume that F satisfies the conditions (1), (2), (3) and that
there exists a function ^ C M^^^fl) such that I((p) < +00. Then the
functionnal I(u) attains a minimum in M^^l).

Proof. — Assume that {uk} is a minimizing sequence in M^'^n),
that is Uk e Mo^f^) and I(uk} = dk —^ d = inf^^i,p^ I(v). From
condition (1), we get

(3.2) / {Xuk^dx < I(uk) < constant independant of k.
JQ

On the other hand, from the point (2) of LEMMA 5, we obtain :

(3.3) I K|^<ci / ̂ u^dx.
J^i Jo.

Hence l l^ fc l l^ f i ' ^m <: const, independant of A;. Now, M^n) is a reflexive
Banach space for p > 1. Passing to a subsequence when necessary, we
know that {u^} converges almost everywhere in ^, strongly in L^f^) and
weakly in M^f^) to a function UQ C M^'^Q). We have to prove that
I{uo) = d. From Egorov's theorem, for any e > 0, there exists a subdomain
^e C ^ such that Mes(Q \ nj < £ and {u^ converges uniformly to UQ
in H^. For N > 0, we define ̂  = {x C ^ ; \UQ\ + \XUQ\ < N}. Since
UQ e Mo15^), we have Mes(0 \ H^) -^ 0 when N —^ oo. Putting

TOME 118 —— 1990 —— N° 2



SUBELLIPTIC VARIATIONAL PROBLEMS 155

O£,N = Q£ H ON C 0, we have Mes(0 \. f^jy) -^ 0 when £ -^ 0 and
N —> oo. Using the condition (3), we find

/ (F(x, UkXuk) - F{x, uo.Xuo)) dx
J^,,N

. m

> / Y^F^(x,Uk,Xuo)'Xj(uk-uo)dx
J^.N^

+ / (F{x,Uk,Xuo)-F{x,uo,Xuo))dx.
^e,N

Let k —> oo. Since F^(x,Uk,XuQ) is bounded and converges uniformly
in ^£,N and Xj(uk — uo) —> 0 weakly in 1/^(0), we deduce

/. m

/ y^F^(x,Uk,XuQ)Xj(uk-uo)dx—>0 as A;—^ oo.
J^e.N ̂

On the other hand, {uk} converges uniformly to UQ in Og,

/ (F(a;,Hfc,XiAo) — F{x,UQ^Xuo)) dx—> 0 as A; —^ oo.
JQ^,7V

Therefore, we have obtained, for any e > 0 and N :

lim / F{x,Uk,Xuk)dx > \ F{x,UQ,Xuo) dx.
k^ooJ^^N J^^N

That means d > f^ ^ F(x, uo^Xuo) dx. Now, let e —> 0 and N —^ oo : we
have proved the theorem.

REMARK 8. — For the non-homogeneous Dirichlet problem, we have to
study the trace of M15^^) functions. If 90. is C°° and non-characteristic
for X, we know from [2] that for u e M^O), the function u\ is
measurable in 90. In this case, we can consider in a similar way the
minimizing problem of I(u) in M = {v e M^'^n) | v — ^p e M^O)}
for some function (p E M^^n) which take a prescribed value on the
boundary 90.

BULLETIN DE LA SOCIETE MATHEMATIQUE DE FRANCE



156 c.-j. xu

4. Estimation of Esssup|u| of weak solutions

In the preceeding section, we have obtained a weak solution in M1^ for
the variational problem I{u). We now study the regularity of this solution.
For simplifying the notations, we suppose that p = 2 and consider non-
homogeneous problems. We have :

THEOREM 9. — Let X satisfy the condition(R) and the assumption (2)
of LEMMA 5. Assume that I(v) attains a minimum in M. = {v C M^Q) |
v - (p e MQ^O)}, atu (E M^n) and Esssup^ \u\ < Mo. Let the function
F(x,u,^) satisfy, for \u\ > Mo, the following conditions :

(4.1) F(x.u^) > A|^|2 - /,|< - H2^),
(4.1) ^(^O^lHr+H2^),

where X > 0, p. > 0, a C]2,2[ , ^ C ^(H), q> \nr and 2 = 2nr/(nr- 2).
TAeTz we /^ave

(4.3) Esssup|^(a;)| < C
Q

where C depends on n, r, A, /^, a, Mo, ||^||L2, ||^^||L2 and MesQ.

Proo/. — We take Ak = {x G H | ̂ (.r) > A;}, and prove the majoration
Esssup^(;r) < C. (The proof of Esssup^(-n(a;)) < (7 is similar, using
in this case the set Aj^ = {x C H | -^(.r) > A;}.) Setting

^^^I^^) i f ^ ^ \ A f c ,
1 A; if a; e Ak,

then, for A; > Mo and from the LEMMA 6, we get uk = u - u^ C M, and
I(u) =d=m{I(v) :

{ F ( x , u , X u ) d x < f F(x,uk,Xuk)dx
J^ Jo.

= [ F{x,k,Q)dx-^- f F(x,u,Xu)dx.
JAk J^\Ak

Hence
/ F(x, u, Xu) dx < I F(x,k,0)dx.
JAk JAk

It follows from the conditions (4.1) and (4.2) that

A [ \Xu\^dx - [ (^K + H2^)) dx < I (^ + fc2^)) dx.
^Afc JAk JAk

TOME 118 — 1990 — N° 2



SUBELLIPTIC VARIATIONAL PROBLEMS 157

Taking k > 1, we have

/ {Xu^dx ^ 2 / (^u^ + H2^:)) dx.
JAk AJAk

From the conditions of the THEOREM, we also have q > -nr, 2/(a — 2) >
\nr and |H|^2 = ll^"2!!^/^^), hence

/ li/P^r < Hi/0'"2!! - II '?/2!!/ \U\(lX^\\U 11^2/( . -2)(^)1|^ ||^2/(i+2-a)(^)

- -AA;

^ ̂ l"!!^) (11" - ̂ ^(A.) + fc2 Mes2/<l ̂ )
/ l^a;)!2^)^ ^ llvllA^A^II^II^^A,)

J Ak

< 2||^||^(^) (||^ - k\\2^^ + A;2 Mes2/^2 A,),

where ^ = 2 x 2/(2 + 2 - a), ^ = 2^(9 - 1), ^i, ^2 e ]2,2[. Therefore,
we have obtained, for all k > max{Mo, 1}, that

(4.5) ( {Xu^dx^ ^C^\u-k\\^^+k\MesA^),
• /Afc z=l,2

where C, = 4/./A||^||^^, ̂  = 4A-1||^|| and 2/^ = 1 - 2/(nr) + £,
with £1 = 2/(nr) - (a - 2)/2 > 0 and £2 = 2/(nr) - 1/g > 0.

Hence, THEOREM 9 can be proved with the following lemma :

LEMMA 10. — Letu C M^O), with 1 < p < nr, an^Esssup^ u(x) <
ko < +00. Assume that for any k > ko, we have

. N,

(4.6) f |X^|^<7Ell^-A;ll^(A.)
3-1 N2

+ 7 ̂  k^ (Mes A^-^^^3,
j=i

where tj < p, £j > 0 and p <: aj < ejp + p. Then, we have

(4.7) Ess sup u < G(n,r,j),A;,7,^,a^,^,|H|^).

Proof. — First, it follows from the Holder inequality

1 1 ^ - k\\^^ < (MesA^-^u - k\\^y

BULLETIN DE LA SOCIETE MATHEMATIQUE DE FRANCE



158 c.-j. xu

Using point (2) of LEMMA 5 and, as in the proof of LEMMA 6, u^ 6
MO^O), we have

11^ - ̂ II^(A.) < C^MesA^-^^Xu^^.

On the other hand,

^MesA^/^LEElHI^^.

Thus, for

(4.8) k > k ' = max^'A;o,L(2C^l7)^/^p-^))l,

we have

Ni N1
^""-^^(^^^^(MesA,)1^-1^^!!^)

j=l j=l

^^Xu^^Y^C^LK-^-^K1^
->=i

< ^II^IIL(A.)-

Taking 6 == mm{ej — (aj — p ) / p > 0, we have obtained, for k > k ' , that

(4.9) / |X<^< 71 (̂1^ Afc)1-^^,
JAk

where 71 = 27^;^^L^-^. Now, for u C ^^^^(n), we use the Holder
inequality and the LEMMA 5 to obtain

/ (u - k) dx < \\u - fc||^^(MesA,)1-1^
J A k

<Ci(f |X^|p^) l /p(MesA^) l- l/p+ l/(nr)
^Afe

<Gl7l l /PA;(MesAfc) l/p+^p- l/^r)+ l- l^+ l/(nr).

Hence, we have proved, for k > k ' ,

(4.10) / (^-A;)^<C2A;(MesAfc) l+ ( ? / p

JAk

TOME 118 — 1990 — N° 2



SUBELLIPTIC VARIATIONAL PROBLEMS 159

Therefore, the integrable function u satisfies the conditions of lemma 5.1
of chapter 2 of [13]. We have proved this LEMMA and hence THEOREM 9.

For studying the regularity of weak solution ofvariational problem I(u},
we give some conditions on F such that the weak solution of variational
problem is also the weak solution of its Euler's equations. Suppose
F(x^u^) satisfies

riF^^oi^^dci'+i^F+^o^)),
(4.ii) ^ ^ (^^Ol^^dCI^+N^+^i^ ) ) ,

[ |F^.(^^C)|<^(ICI+1^12 /2+^2(.r)),

where ^o e L^n), ^i (E I/2^), ^2 e L2^), with 2' = 2/(2 - 1) and
2 < 2 = 2nr/(nr -2).

Now, let 7? e MoK^) and I{u) = d = mtl(v). Then, for all t e H,
we have

^(t) =I(u+trj) >I(u).

Hence, we have formally

cw = I (y ̂ , (.r, ̂  + ̂  xn + ̂ x^)x^dt J^^ ./Q ^1
+ F^(a;, u + ̂ , XZA + tXr])^ dx,

and from (4.11)

\F^X^\<^\F^^\X^

< CW + |^|2+ |77|2+ |X^|2 + |X7?|2),

|^|<-1^12 /+1M2
2i r

^ c(|^l|2+1^27 + M'+l^i2 +1^|2).

Since u — (p, r] C M^(n) C ^(H), the integrand is finite. Hence the
derivative d(p(t)/dt exists and is continuous in t. On the other hand, (p(t)
takes its minimum on t = 0, then

d^(t)
dt

=6I(u,rf)
t=0

n 1TL

= \ (^F^(x,u,Xu)X,r)+F^X,u,Xu)ri)dx=0.
J Q , _ i/"^
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We have thus proved that u is a weak solution of the following Euler's
equation

m

(4.13) ^ X]F^ (X, u, Xu) + Fn{X, u, Xu) = 0.
j=i

5. Local properties of weak solutions
In order to study the regularity of weak solutions for the Euler's

equation (4.13), consider the following general quasilinear equation
m

Qu = ̂ X]Aj(x,u,Xu) + B(x,u,Xu) = 0
j=i

in n CC M. Suppose that fl is bouded and connected, and that 0 can be
covered by balls defined by the metric p(x,y), i.e. ^ = [j^n^x). We also
assume that _the function A,(x, u, Q, for j = 1 , . . . , m, and B(x, u, Q are
of class (7°°(n x H x R^), and satisfy the following structure conditions
For all (x, u, ̂ ) e Q x R x R771 :

(ET=iA,(x^^>\^-g^)\

(5J) \ |^(^^0|<A(|^|+^)),
[\B^u^)\<A(\^+f^))^

where /, g e G^H) and > 0, A is a constant.

We shall prove the following local estimate :

THEOREM 11. — Let-the operator Q satisfy the structure conditions
(5.1). Let u e M1^) satisfy Qu > 0 in Bp for some R > 0 and u > 0 in
Bp. For some q c }nr,n(r + 1)[, we set

(5.2) K = ||/ +^||^+ 11^1^ Fo = KR^^'^

with q = nql(2n - q + nr) > 1 and 9' = ng/(nr + n - q) > l. TAen, for
all p > 0 and j < 0 < 1, we Aa?;e

(5.3) sup^ < G((l - ̂ -^l^l-1^!!^!^^),
-"6>Jt

where u = u + FQ, BR = B(xo,R) C ^ C = C(n,r,A,p,^, ||^||00)
ana a = a(n,r) > 0.
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Proof. — We first assume that p > 2 and choose the test function
^ ^ ^^p-i^Au ^ M^(Bn), where < e C§°(BR). Using the structure
inequality (5.1), we have

/. m

/ ^A.^.^X^X^C2^-^^)^
>/^ ^=i

^ - ( B^x^Xu^u^-^e^dx
JBn

<A f ({Xu^^^u^e^dx
JBH

and hence from (5..1), we have

(2^-1) I ^u^^e^Xu^dx
J B R

< (2p -1) [ ^u^e^g^dx + A / {g2 + f^u^e^dx
JBR JBR

+2A [ (\Xu\ + g)(:2\X(:\u2p-leAudx.
JBR

Since u > FQ and |H|L^ < +00, we have

(2p-l) { ^u^^e^Xu^dx
JBR

<(2p-l)C, f C^-W^+ACi ( C2^-l(l^|2+/)^
JBR JBR

+(2p-l)e [ ^u^-^Xu^dx
JBR

+^c-^ W^^A/1 gW^dx,
^P - 1 7Bn JBR

where Gi = maxo e2A^. Denote ^ = n^ and let £ = ^. We have

1 / ^{X^dx^Cp { hW^^dx + cf [ IXCI2^^'
^ ^Bfi 7^^ P JBR

where /i(.r) = (g2 + /)/Fo + ^/^o2' The choice of q and q' implies
I H I L 9 / 2 < (7(n). Using the Holder inequality, we have

/ ^V^^||/l||^/2||CV||^/(.-2),

JBp
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and the interpolation inequality for L^ norms

IHÎ  <£|H|L< +C~^\\U\\L,

where p < q < i, /, = ( l / P - l / q ) / ( l / q - l / £ ) . We have, with C dependant
on 72, q, r and |^|,

IICVll^-.) = 11^111^-.)
< ^ 1 1 ^ 1 1 1 2 + 6 — — ^ - ^ ) 1 1 ^ 1 1 ^ .

Hence

( h^^dx ^ Ce\\X^y)\\^ + C's-^^-^H^H^.
"5^

Let e = l/(2C)p-2. Then

/' IX^I'^^G^'-^-^+^II^CII^) { ^dx.
BR ' ' B R

Using LEMMA 5, we obtain

(7 ^dx)2^ ^C{p•2nr^-nr)+2+\\X(:\^) f ^dx.
•'BR • •/BR

Now, take Rk = R(6 + (1 - 0)/(2k)) for k = 0,1,2,. . . with 0 e ]0,1[.
Using the geometry of the metric p (see [11]), we can choose a cut-off
function Cfc € C§°(BR,) such that 0 < Cfc ^ 1 and ^(x) = 1 in BR^ and
satisfying \X(k\ ̂  2A(7/((1 - 0)J?). Thus

^ 0 / / ^\ \ (nr—2)/(nr)U^pr/(nr-2)^Y

~^Rk+l / AL. P
<C[p2nr/(<,-nr)+2^ W \ I 3

- ^ + (1-0)2^2; J^ dx-

Take p<; = 2p(nr/(nr - 2))A;, with fc > p, and replace p by ^pk. Then

IHlL^+l(5^+J

r/ i,\ 2nr/(g—nr)+2
^C\(p{nr/(nr-2))k}L' ' 4k I 1 / 1 " ' , ,

+(l-g)^J IHk-^J

^^^((l-^-^llfill^^),
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where C = C(n,r,q,p, \\U\\L^) and a = 2(nr/(nr - a))2"'-/^-7"^2^.
Hence

ML"^(B^) ̂  ̂ ^"^((i -w^^^iifiii^^),
where

00 . 00 ^ - 00 ,-» •

E ^ ^( \ V^ 2 1 V^i 2 V Q/
— = C(n,p,r), > — = - > 1 - — =-,
p, ^^P7 p ̂ --A nr/ pj=o '•7 j = o A J ' j=o '

and a = a(n,r) > 0. Since \Bp\ < 1, (for R > 0 small enough), we have

|o l"1/^^1!?? l 1 ^ 2 ^^ ! ^ l- l/pfc+ llD | l/Pfc+l
|-Dj?fc+l| |-DJ?| <|-DRfc+i| |-DR|

/ 1-Bff l \ l/Pk+l , ,
=(T^—^) =C^r)l^<2

^l^fc+il7

when k is large enough. Hence

|r> i- i /pfc+i 1 1 . 1 1\BR^\ M^^)
<,c{(i-e^-^w-^M^^.

Let A; —>• oo. We have proved, for all p > 2,

^u^C{(\-6}RYalp\BH\-^p\\u\\ , Y
BQR v R I

Further, for 0 < p < 2, we have

sup^C^l-W^IBfll-1/4!^! / .
BOR \ R I

^ (7((1 - W^W^I^ fi)1-2"/4 ( I u^dx}1/4

Ba VBR /

<^s^p&+2G2/P((l-Wt/p|Bfi|-l/2P||fl||^^.

Now, fix p and set (^(.s) = sup^ u. For j < s < t < 1, using the results
of [7], \BtR\ > |Bi/2-R| > C\Bp\, and by monotonicity, \\u\\L2p^p} <
\\'u\\L2p{BR)' We have

^)<^)+C7A(^-.)-2^,
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where A = R-^Bn^/^u^B^ Repeating this inequality yields,
for any sequence 0 < po < pi < • " < p / , < 1, the inequality

1 k 1
1 .-/„ \ , ^ A V^ -I-^Po) < ̂ (Pk)^CA^^(p^ -p,)-21^

3=0

By monotonicity, we have ̂ ) < ^(1) < \\u\\^ < +00. Let k -> GX).
We can prove

oo
s-̂  -1-VW < M < CA^1^, - p^lP.
j=0

If we choose po = 6, p^ = pj + (1 - ̂ (1 - 0), j = 0,1,2,..., with
1 > T > (^)P/ 2, then the right hand side converges, which proves that

^)=supfi<C'((l-^)-°/p|^|-l/^)||^||
-°6'J?

THEOREM 11 is thus proved.

6. Harnack inequality and Holder continuity
We first introduce two lemmas.

LEMMA 12. — Under the assumptions of THEOREM 11, assume that
u € M1 (^) satisfies Qu = 0 in n and u > 0 in Bp. Then, for all 0 <0 < 1
anrf 5 > 0, we have

(6.1) ! ^{x e B^ ; w > s + ̂ ^l ^ ^"'l^^l'
} |{.reB^; logi2< -s+f3o}\ < Cs-^Be^,

where {3e = \BeR\~1 f^ \ogudx, and B^ c H.

Proof. — Use the test function (p = C^u^e'^, where C e C°°(B /?)
for some o- > 1, with 0 < C < 1 and C(.r) = 1 in Bp and with IxJ <
C((a - 1)R)~1. Under the structures conditions (5.1), we have as in the
proof of THEOREM 11

/ ^Xiogu^dx
JB^n

<C f {h(x) + |XC|2) dx
JBffR

^ C\\h\\^\B^-^" + \\X^\B^\

< C^^R-^I" + C\BR\ {(a - 1)R) -2

^ CR-^\B^
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where C = C'(n,r,A, ||/i||^/2, (a - I)-1). Hence

/ {Xlogu^dx^CR-^B^.
JBn

Since \ogu G M^O), by LEMMA 5, we have

/ l logH-AI^^C' l^l
JBn

for all 0 < R < Ro with B^ C 0. Denote

Q-(s)= {xeBep-, \ogu < -s+f3e}.

Then

C\BOR\> I \\ogu-0e\dx> { (f3e-logu)>s\Q-(s)\.
JBeR JQ-{s}

Another inequality is proved in a similar way. The proof of LEMMA 12 is
completed.

LEMMA 13. — Let {Q{t} : t e [^, 1]} be a family of domains Q, satisfying
Q{t) C Q(r) for 0 < t < r. Let w > 0 be a continuous function defined in
a neighborhood of Q(l) and such that

supw^Co^-t)-0!^!)!'"1 / ^dx
QW JQ{T}

for all ^ < t < r < 1 and p C ]0,1[. Further, assume that

| { ^ C Q ( 1 ) ; \ogw>s}\ <Co\Q(l)\s-1

for all s > 0. Then there exists a constant C = (7(a,r,Co) such that

(6.2) sup w < C.
0(1/2)

Since LEMMA 13 is just a modification of LEMMA 3 of [12], the proof is
omitted. We can now prove the Harnack inequality for the weak solution
of equation Qu = 0.
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