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Introduction

Many years ago in a paper entitled Relations Between Quadratic
Diff erentials [F2] we showed how the Schottky-Jung proportionalities
enable one to write down relations among the holomorphic quadratic
differentials on a compact Riemann surface. In this paper, which is
total independent of the preceding one, we show how the singular
point condition gives us a similar result.

Let S be a compact Riemann surface of genus g ~ 4 and (r, L1)
r = yi, ..., yg à = 81, ..., 8g a canonical homology basis on S. Let {~i}
i = 1,..., g be the basis for the vector space of holomorphic differen-
tials on S dual to (r, à) so that fli ~i = Sii. It is well known that the

matrix H = (1Tij) with irii = f03B4j cpi is symmetric and has positive definite
imaginary part. Thus ir E 6g, the Siegel upper half plane of degree g
and we can consider the g-dimensional theta function 8(z, 03C0) =

03A3 exp 203C0i[1 2tN03A0N + tNZ] where N =  E Zg, Z =  E Cg.

The points e E Cg for which 0 (e, 7r) = 0 = ~03B8 (e, 03C0) n = 1,..., gare
aZn

called the singular points of the theta divisor. The relations between
the singular points of the theta divisor and linear relations among the
holomorphic quadratic differentials has been discussed in detail in
[Fi]. For our purposes here we only need the fact that each singular

point e gives us a relation ~203B8 ~zi~zj (e, 03C0) ’Pi. ’Pi ~ 0. This relation may

be trivial since it is possible that "iJ2! . (e, 03C0) = 0 for all i, j = 1, ..., g.
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When this is not the case and it usually is not then the rank of the

matrix H = (~203B8 ~zi~zj (e, 03C0)) is either four or three. The usual case is

rank four and the rank 3 situations are "special".
On a non-hyperelliptic surface the set {~i · çj) i ~ j = 1 ... g spans

the linear space of holomorphic quadratic differentials. There are

g(g + 1)/2 elements in this set and the dimension of the space of

holomorphic quadratic differentials is 3g - 3. Thus there are

(g - 3)(g - 2) independent relations of the form 03A3 aij ~i · ~j = 0. One
of the main objectives of this paper is to obtain explicitly these
relations.

If we focus our attention on the collection of 1T E Og which come
from compact Riemann surfaces of genus g together with a canonical
homology basis then it is clear that (S, (0393, 0394)) and (S, (- r, -
0394)) both give the same matrix ir E Gg. If we introduce the equivalence
relation (S1, (0393, 0394)) ~ (S2, (r’, 0394’)) iff there is a conformal map f : S1 ~ S2
such that the induced map on homology takes the basis (0393, 0394) to the
basis (r’, 0394’) the set of equivalence classes may be identified with the
Torelli space Tg of genus g, which is a 3g - 3 dimensional complex
analytic manifold. The map from To into ég given by the construction
of 1T is an analytic two to one map branched over the hyperelliptic locus
since the hyperelliptic involution h induces the map on homomogy
(0393, 0394) ~ (-0393, 0394). Since our results will only be concerned with neigh-
borhoods of a non-hyperelliptic surface or local results within the
hyperelliptic locus we can think of everything as occurring in Gg.

1. The first result which we require is the characterization of

singular points given by the Riemann vanishing theorem [RF]. If ’Pi

i = 1,..., g are a basis for the space of holomorphic differentials on S

dual to (r, .1) then the map u : p ~ ~pp0 ~ where ~ = () for a given

point po E S is an analytic injection of S into C91G. Here G is the
group of translation of Cg generated by z - z + e(i) i = 1,..., g z
z + 1T(i) i = 1, ..., g where e(i) is the ith column of the g x g identity
matrix and 03C0(i) is the ith column of the matrix 1T = (03C0ij). Since C91G is
a commutative group the map u : p ~ Cg/G may be extended to

divisors P03B111...P03B1rr where Pi are points on S and ai are integers.
u(P03B111...P03B1rr) = 03B11u(P1) There is a map deg : D ~ Z
where D is the group of all divisors and Z is the group of integers
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r

defined by deg(P03B111 ... P 03B1rr) == i ai which is clearly a group

homomorphism with kernel the subgroup of divisors of degree zero.
There is also a subgroup of the divisors of degree zero, the principal
divisors, which are those divisors which are the divisors of

meromorphic functions on S. If we denote the principal divisors by P
and the divisors of degree zero by Do then Abel’s theorem says that
C91G DOIF and in fact the isomorphism is given by u. In Do/P there
is a set of integral divisors of degree n. An example of a divisor in this
set is the divisor P 111 1 ...P03B1rrP-n0 with ai &#x3E; 0, 03A3 ai = n and Po the base

point of the map u. The Riemann vanishing theorem asserts that the
zero divisor of the theta function is precisely a translate of this set of
integral divisors for n = g - 1 and the order of vanishing of the theta
function at the point in question is precisely i (P03B111...P03B1rr) where
i(P" ... P "-) is the dimension of the vector space of holomorphic
diff erentials on S with zero at Pi of order at least ai. Since we shall

not have any use for the group structure in this presentation we may
simply view the zero set as the image under u of unordered (g - 1)
tuples of points of S translated by a fixed quantity. Thus e E Cg is a
singular point if and only if e = u(Pi ... Pg-1) + K and i (P1 ... Pg-1) ~
2. Furthermore the set of unordered (g - 1) tuples of S is in a natural
way a complex analytic manifold of dimension g - 1 obtained by
considering the cartesian product of S with itself g - 1 times and then
factoring by the symmetric group on g - 1 letters. Local coordinates
on this space may be chosen to be the elementary symmetric func-
tions of the local coordinates on the cartesian product and in these
coordinates the map from the space of integral divisors of degree
g - 1 to C91G is analytic and its differential du at the point P ?i ... P03B1rr
is precisely the matrix

up to multiplication by a non-singular diagonal matrix. The rank of du
is equal to g - i (P ", ... P03B1rr). The details can be found in [FK]. The
space is called the g - Ist symmetric product of S with itself denoted
Sg-,.

It is an immediate consequence of the Riemann-Roch theorem than
an integral divisor of degree g - 1, 03B6, i(03B6) ~ 2 has the property that
there is an integral divisor of degree (g - 1) such that 03B603C9-~ is a

principal divisor or that u (03B6) - u (03C9) = 0 ~ Cg/G. In other words if
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e E Cg is a singular point there are a pair of integral divisors of degree
g - 1, e and w and a set of 2g integers such that

Equation (1) above is a vector equation which we can write as g
scalar equations

We may view these equations as being analytic equations on
Sg-l x Sg-l. If we now write with 3 - h ~ g - 1 e =

Pl ... PnPn+1 ... Pg-1 (0 = QI ... QhPh+1 ... Pg-1 with Pi 0 Pi for i ~ j
and Qi ~ Pj for any i, j then it is clear that the Jacobian matrix of this
system has rank g - 1(Pi ... PhPn+1 ... Pg-1 Q1 ... Qh). The case we
shall be ultimately interested in is when

t(Pi... PhPh+1 ... Pg-1Q1... Qh) = 0 so that in particular the matrix

has maximal rank g and thus we can choose g linearly independent
columns from the g - 1 + h columns. If we in fact knew that the first h
columns were dependent, the first h - 1 columns were independent
and that the first h - 1 columns with columns h + 1 to g - 1 were

independent it would follow that the matrix

for some k 0 -e has maximal rank g. By a renumbering we may assume
that k = 1 t = 2. Hence if we now denote the coordinates on one copy
of Sg-l by t,, ..., tg-l and on the other copy by 03C91, ..., wg-i then we

have in fact shown that the matrix
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has maximal rank at the point in question and thus by the implicit
function theorem we can solve for ti, ..., th-1, th+1,...., tg-l, wi, lù2 as

analytic functions of th, lù3 ... lùg-l in such a way that

where

In particular, the set of integral divisors of degree g -1
Cù 1 (th, 03C93 ... 03C9g-1), «)2(th, 03C93 ... Cùg-l)Cù3, ..., 03C9g-1 defined by these equa-
tions all have the property that their index i is greater than or equal to
two and thus their image translated by a fixed quantity corresponds to
singular points of the theta function. The set of divisors we have
defined is clearly g - 3 dimensional but one dimension is lost by
mapping into C91G via u.
The above shows that with the assumptions made above on the

rank, the singular point is always contained in a g - 4 dimensional set.
This result is not new but its proof can be easily extended to now
show the following result which is central to the ideas of this paper.

In addition we remark that although the argument used pretended
that the points PiQj in the above discussion were distinct this was

totally unnecessary. If the points were not distinct then the matrix is
the one previously indicated where for multiple points we have
columns of derivatives rather than the differentials themselves

evaluated at the points.
We consider the following situation. A fiber space F with base

manifold being the Torelli space Tg and with fiber over each point
t e Tg being the singular set of the associated Riemann theta func-
tion. Since our result will only be local the point t E Tg is represented
by 7T E ég and the singular set by 0398sing(03C0). We are interested in the
question of the existence of a local analytic cross section. In other
words, a map on Tg which chooses a singular point for the associated
Riemann theta function.
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i(P1... Pg-i) = 2 and i(P1... p2 hphll ... Pg-i) = 0 where Pi... Ph is the

polar divisor o f a f unction in L (1 P1...Pg-1). Then there is a local

analytic section through (03C0, e(03C0)), and Rank (~203B8 ~zi~zj (e, ir) i, j =

1, ..., g equals 4.

PROOF: The condition i(P21 ... P2hPn+1 ... Pg-1) = 0 implies that the
quadric relation determined by e is of rank 4. This is Lemma 2 of [FI]
Theorem 2 of [FI] now gives us the last statement of the lemma. To
obtain the existence of a local analytic section we once more invoke
Abel’s theorem as before and write

The Torelli space for g ? 2 is a 3g - 3 dimensional complex analytic
manifold and one can choose local coordinates E1, ..., E3g-3 such that

the 7rij are analytic functions of these coordinates and the functions ui
are also analytic functions of these coordinates. Hence this time we
can interpret the equations of Abel’s theorem as being equations on
Sg-i x Sg-i x Tg. Since Pl ... Ph is equivalent to Q1 ... Qh the con-
dition i(P21 ... p2 h Phll ... pg-1) = 0 gives us

t(Pi... PhPh+1... Pg-1 QI ... Qh) = 0 and the argument we used before
goes through. Hence employing the implicit function theorem once
again we get that we can solve for tl, ..., th-1, th+1, ..., tg-1, 03C91, W2 as

analytic functions of th, W3, ..., Wg-1, ~1,..., E3g-3. If we fix th,
W3, ..., 03C9g-1 to be constant we have produced the required analytic
section. We note for future reference that other choices are possible
and will return to this point.

II. We now will use the existence of the local analytic section. We
shall as before think of Tg as sitting in 6g, and denote the coordinates
of Tg by E1, ..., E3g-3 = E. Hence the existence of a local analytic
section through the point (iro, zo) means that we have 03C0(~), z(E) such
that
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The equations in 7 are (g - 4)(g - 3) 2 in number and simply express
the vanishing of all 5 x 5 subdeterminants. In order to facilitate the
computations we have to make we shall consider only one dimen-
sional variations of structure or what is the same thing one dimen-
sional subvarieties of Tg. We shall still use the symbol (z(e), 03C0(~)) but
shall now think of E as a complex variable in a neighborhood of the
origin. If we now diff erentiate these expressions with respect to e and
evaluate at E = 0 we get

(10) 0394’n(z0, 1TO) = 0 n = 1,..., (g - 4)(g - 3)/2 and here each equa-
tion will be of the form

We can now write this all as one big matrix equation

The question we need now ask is what is the rank of A? Our claim

is that Rank A = 4 and thus the left null space of A is 
(g - 3) (g - 2) 2

dimensional.

LEMMA 2: Rank A = 4.

PROOF: We already know that 0398sing(03C00) is g - 4 dimensional and we
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can assume that Zo has been chosen as a regular point of 0398sing(03C00). Let
(tl, ..., tg-4) be local coordinates near Zo. It is then clear that we have

The fact that Zo is a regular point implies that the (g - 4) vectors

~Z0 ~ti (0), ..., ~Z0 ~tg-4 (0) are linearly independent and diff erentiating suc-atj atg-4
cessively with respect to t; f=l,...,g-4, we find the system of

equations AZ’ = 0 with the vectors ~Z0 (0) i = 1,..., g - 4 as linearly
a ti

independent solutions. This implies that the right null space of A is at
least g - 4 dimensional or that rank A ~ 4. It cannot be less than 4

since by hypothesis Rank (~203B8 ~Zi~Zj (Zo, ’uo) = 4.
We have established that Rank A = 4 and thus that the left null

space of A has dimension (g - 3)(g - 2) 2. Let V. i = 1,..., (g 3)(g - 2)
be a basis for the left null space of A. It thus follows from (11) that

It is perfectly clear that each equation in (12) gives rise to a linear
relation among the quantities 03C0’ij(0) however what is not clear un-

fortunately is whether the linear equations are non-trivial in the sense
that for some or all i it is conceivable that the Vi are in the left null

space of B. Even if some relations are non-trivial we would like to

know that they are linearly independent. A sufficient condition for the
above to hold is that the matrix B have maximal rank. In this case the

equations (12) represent (g - 3)(g - 2)/2 linearly independent linear
relations among the quantities 03C0’ij(0) i, j = 1, ..., g. 
We now wish to explicitly compute the vectors Vi in terms of the

entries of the matrix A.

In order to facilitate the writing down of a basis of the left null
space of A we need to establish some notation. The matrix A is given
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by

with m = (g 3)(g 4). We assume further that the matrix H =

a2o i, j = 1, ..., 4 actually has rank 4. We will let Aji represent
then 5 x 5 matrix formed by adjoining to H the row (ail, ai2, ai3, ai4, aij)
and column

In this notation the elements of the matrix A less its first row are

denoted by aij. Last, we shall denote by At the minor of the kth
element of the fifth column of the matrix Aij.

In terms of the notation just established we can now write down

explicitly the equations Rank (~203B8 ~Zi~Zj) ::; 4.

From the fact that Rank A = 4 = Rank H it is quite clear that the
vectors
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are a basis for the left null space of A less its first row and adjoining
V0 = ( 1, 0 ... 0) gives us a basis of the left null space of A after

replacing Vi by Vi = (0, V’i).

THEOREM 1: Under the hypothesis rank B maximal we have

03A3gi~j=1 qt’Pi’Pj = 0 with {~i} a basis for the holomorphic differentials on
S dual to the homology basis which gives rise to w and {qkij} = {kB}.

PROOF: The proof depends simply on the well known fact that we
can choose our variation of structure in S or what is the same thing
our curve in the Torelli space so that 03C0’ij(0) = ~i~j(Po) with Po

arbitrary. Hence the equations VkB (03C0’11(0)v’gg(0)) are exactly the same as
the ones we wrote down.

Theorem 1 should be viewed as an alternate result to the theorem

of Andreotti and Mayer [AM] which says that one can generally

choose (g - 3)(g - 2)/2 singular points such that ~203B8 ~Z1~Z1 (Ze, 03C0)~i~j ~
~ = 1, ..., (g-3)(g-2) 2. The Andreotti Mayer version has the ad-

vantage of the quadric relations all being of rank :54. In our case,
with the exception of the first relation with k = 0 which corresponds
exactly to the Andreotti Mayer result and is in fact classical, we do
not know what the rank is.

The main idea used so far was the existence of a local cross

section. It is quite clear that there is nothing "unique" about the
section we chose and in fact the result obtained is independent of the
section chosen.

Similar ideas allow us to write down explicit equations in ég locally
describing the subset of Qbg whose theta functions have g - 4 dimen-
sional singular sets. This, together with the work of Beauville [B],
allows us to obtain a local description of the space of Jacobians for
g = 4 and g = 5.
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