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Introduction and main results

Let $K$ denote an algebraic number field of degree $d$ over $\mathbb{Q}$. For every place $v$ of $K$ we define $d_v := [K_v : \mathbb{Q}_v]$. If a finite place $v$ of $K$ lies over the prime $p$, we write $v | p$, and for an infinite place $v$ of $K$ we write $v \mid \infty$. We normalize the absolute value $| \cdot |_v$ by

$$|p|_v = p^{-1} \quad \text{if } v | p \quad \text{and} \quad |\alpha|_v = |\alpha| \quad \text{if } v \mid \infty,$$

where $\alpha \in \mathbb{Q}$ and $| \cdot |$ denotes the ordinary absolute value in $\mathbb{R}$ or in $\mathbb{C}$. Then, for any $\alpha \in K^\times$, we have the product formula

$$\prod_v |\alpha|_v^{d_v} = 1.$$  

The absolute height $h(\alpha)$ of $\alpha \in K$ is defined by the formula

$$h(\alpha) := \prod_v \max(1, |\alpha|_v)^{d_v/d},$$

and the absolute height $h(a)$ of the vector $a = (a_0, a_1) \in K^2$ by

$$h(a) := \prod_v \max(1, |a_v|)^{d_v/d} \quad \text{where } |a_v| := \max(|a_0|_v, |a_1|_v).$$

For the whole paper we suppose that $q$ is some fixed element from $K$ satisfying $|q|_v > 1$ for some fixed valuation $v$ of $K$, and furthermore $|q|_w \neq 1$ for all $w \mid \infty$. It is easily seen that the infinite product

$$\prod_{j=1}^{\infty} (1 + zq^{-j})$$
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converges in $\mathbb{C}_p$ where $P$ is either $\infty$ (and then $\mathbb{C}_\infty := \mathbb{C}$) or a prime number $p$. We denote this infinite product by $E_q(z)$, the $q$-analogue of the exponential function (see [8]), and it is well known that its Taylor expansion about the origin is

$$
\sum_{n=0}^{\infty} z^n \prod_{v=1}^{\infty} (q^v - 1)^{-1}.
$$

The first arithmetical investigations of the function $E_q$, in the classical case $K = \mathbb{Q}, v|\infty$, date back at least to Lototsky [10] for qualitative questions, and to one of the present authors [5] for quantitative refinements.

The aim of this paper is to prove two further theorems concerning arithmetical properties of the function $E_q$, one being of qualitative nature, the other of a quantitative one. We will also give some interesting corollaries.

**THEOREM 1.** Suppose $v$ is a place of $K$ and $q$ satisfies the above conditions, and let $\lambda$ denote the positive real number $(d \log h(q))/(d \log |q|^v)$. Suppose further $\alpha \in K^\times$ such that $\alpha \neq -q^j$ for all $j \in \mathbb{N} := \{1, 2, \ldots\}$. Then for each $k \in \mathbb{N}$, $k \geq 3$, the dimension of the vector space $KE_q(\alpha) + \cdots + KE_q^{k-1}(\alpha)$ over $K$ is at least

$$
k(k - 1)/\lambda (k + 6\pi^{-2}(k - 1)).
$$

In the special case $K = \mathbb{Q}, v|\infty, q \in \mathbb{Z}\backslash\{0, \pm 1\}$ (where $\lambda$ is 1), and $\alpha = -1$ the lower estimate (*) can be replaced by the slightly better bound

$$
k(k + 1)/(k + 1 + 6\pi^{-2}(k - 1))
$$

for each $k \in \mathbb{N}$. Further, in this special case with $\alpha \in \mathbb{Q}^\times, \alpha \neq -q^j$ for all $j \in \mathbb{N}$, (*) can be replaced by

$$
k \cdot \max\{(k - 1)/(k + 6\pi^{-2}(k - 1)), (k + 1)/(2k + 6\pi^{-2}(k - 1))\}
$$

for each $k \in \mathbb{N}$.

**REMARK.** If $k$ is 1 or 2, (*) gives no non-trivial information, since our hypothesis $\alpha \neq -q^j$ is equivalent with $E_q(\alpha) \neq 0$.

In the second part of Theorem 1 we have, for small values of $k$, a slightly better bound than (*), e.g. the numbers $E_q(\alpha)$ and $E'_q(\alpha)$ are linearly independent over $\mathbb{Q}$.

This result can be stated equivalently in the following way, going back, even in the general setting adopted earlier, to the original infinite product definition
of $E_q$. By logarithmic differentiation we find

$$L_q(z) := E_q'(z)/E_q(z) = \sum_{j=1}^{\infty} (q^j + z)^{-1}$$

such that $L_q$ is a meromorphic function in $\mathbb{C}$.

Now, the linear independence of $E_q(\alpha)$ and $E_q'(\alpha)$ over $\mathbb{Q}$ is equivalent with the irrationality of $L_q(\alpha)$, and this is exactly Borwein's [4] nice result giving a positive answer to a question of Erdős [7].

From (*) we see that for each $k \geq 5$ more than 60% of the numbers $E_q(\alpha), \ldots, E_q^{(k-1)}(\alpha)$ are linearly independent, and in the special case $\alpha = -1$ this amount increases over 62%. In this last case we are even sure that $E_q(-1), E_q'(-1), E_q''(-1)$ are linearly independent over $\mathbb{Q}$.

All these results quoted so far suggest that $E_q(\alpha), \ldots, E_q^{(k-1)}(\alpha)$ should be linearly independent over $\mathbb{Q}$ for each $k \in \mathbb{N}$, and indeed this has been proved very recently by Bézivin [3], at least in the classical case, by a method which is completely different from ours, and which does not seem to allow quantitative refinements. We state now our second main result which is quantitative in nature.

**THEOREM 2.** Let $v$, $q$, $\lambda$ and $\alpha$ be as in Theorem 1, and suppose further $\lambda < 3/(2 + 3\pi^{-2})$. Then there exists an effectively computable $\gamma \in \mathbb{R}_+$, independent of $\alpha$, such that for each $\alpha = (a_0, a_1) \in K^2$ with $h(\alpha)$ sufficiently large we have the inequality

$$|a_0 E_q(\alpha) + a_1 E_q'(\alpha)|_v \geq |a_v| \cdot h(\alpha)^{-3d/(3 - \lambda(2 + 3\pi^{-2}))} \cdot \gamma(\log h(\alpha))^{-1/2} \log \log h(\alpha).$$

In the special case $\alpha = -1$ we may even allow $\lambda < (1/2 + 1/\pi^2)^{-1}$, and then we can say

$$|a_0 E_q(-1) + a_1 E_q'(-1)|_v \geq |a_v| \cdot h(\alpha)^{-d/(1 - \lambda(2^{-1} + \pi^{-2}))} \cdot \gamma(\log h(\alpha))^{-1/2} \log \log h(\alpha)$$

with some $\gamma^*$ having the same properties as $\gamma$ above.

Again we note some consequences of Theorem 2 in the special case $K = \mathbb{Q}$, $v \mid \infty$.

**COROLLARY 1.** Suppose $q \in \mathbb{Z}\setminus\{0, \pm 1\}$, and $\alpha \in \mathbb{Q}^\times$ such that $\alpha \neq -q^j$ for all $j \in \mathbb{N}$. Then there exists an effectively computable $\gamma \in \mathbb{R}_+$, depending at most on $q$ and on $\alpha$, such that for each $\alpha \in \mathbb{Z}^2$ with $|\alpha| = \max(|a_0|, |a_1|)$ sufficiently large we have

$$|a_0 E_q(\alpha) + a_1 E_q'(\alpha)| \geq |\alpha|^{-(2\pi^2 + 3)/(\pi^2 - 3) - \gamma(\log \log |\alpha|)(\log |\alpha|)^{-1/2}}.$$
In the case \( a = -1 \) we can replace \((2\pi^2 + 3)/(\pi^2 - 3) = 3.3101\ldots\) in the exponent of \(|a|\) by \((\pi^2 + 2)/(\pi^2 - 2) = 1.5082\ldots\).

This means that, under the same hypotheses on \( q \) and \( a \) as in Corollary 1, the number \( L_q(\alpha) \) has an irrationality measure less than 4.311, and for \( L_q(-1) \) this is even less than 2.509, which is quite near to its best possible value 2. This should be compared with the upper bound \( 26/3 = 8.666\ldots \) for the irrationality measure of \( L_q(\alpha) \) announced by Borwein [4].

As a further application of Theorem 2 we consider now the case \( K = \mathbb{Q}(\sqrt{5}) \), \( v \mid \infty, q = -(3 + \sqrt{5})/2, |q|_v = (3 + \sqrt{5})/2. \) Then

\[
q^n - 1 = \sqrt{5}F_n((1 - \sqrt{5}/2)^{-n},
\]

where \( F_n \) denotes the \( n \)th Fibonacci number. Since, for all complex \( z \) with \(|z| < |q|\),

\[
zL_q(-z) = \sum_{n=1}^{\infty} \frac{z}{q^n - z} = \sum_{n=1}^{\infty} \frac{z^n}{q^n - 1},
\]

it follows that

\[
\sum_{n=1}^{\infty} \frac{1}{F_n} = \sqrt{5} \sum_{n=1}^{\infty} \frac{(-(1 + \sqrt{5})/2)^n}{q^n - 1} = \frac{-5 + \sqrt{5}}{2} L_q \left( \frac{1 + \sqrt{5}}{2} \right).
\]

Further \( q \) satisfies \( q^2 + 3q + 1 = 0 \), and thus \(|q|_w \leq 1 \) for all places \( w \neq v \) of \( K \) and \(|q|_w < 1 \) for the other archimedean place \( w \) of \( K \). Therefore \( \lambda = 1 \) in this case and Theorem 2 implies the following

**COROLLARY 2.** There exists an effectively computable absolute constant \( \gamma \in \mathbb{R}_+ \) such that for any \( \theta \in \mathbb{Q}(\sqrt{5}) \) with \( h(\theta) \) sufficiently large we have

\[
\left| \sum_{n=1}^{\infty} \frac{1}{F_n} - \theta \right| > h(\theta)^{-6/(1-3\pi^{-2})-1/2 \log \log h(\theta)} > h(\theta)^{-8.621}.
\]

**REMARK.** It should be mentioned that André-Jeannin [2] proved quite recently the irrationality of \( \sum 1/F_n \). Moreover we note that our theorems are applicable to the function

\[
E_q(\sqrt{5}z) = \sum_{n=0}^{\infty} \left( \frac{1 - \sqrt{5}}{2} \right)^{(n+1)/2} z^n F_1 \cdots F_n.
\]
at any non-zero point \( x \in \mathbb{Q}(\sqrt{5}) \) satisfying \( \sqrt{5}x \neq \left( -\frac{3 + \sqrt{5}}{2} \right)^m \) for all \( m \in \mathbb{N} \).

As in Theorem 2 we can estimate \(|a_0E_q(-1) + a_1E'_q(-1) + a_2E''_q(-1)|_v\) from below in terms of \( a \in K^3 \). We give the result in the special case \( K = \mathbb{Q}, v | \infty, q \in \mathbb{Z} \setminus \{0, \pm 1\} \) where we have

\[
|a_0E_q(-1) + a_1E'_q(-1) + a_2E''_q(-1)|_v \geq |a|^{-6.652}
\]

for all \( a \in \mathbb{Z}^3 \) with \( |a| := \max(|a_0|, |a_1|, |a_2|) \) sufficiently large.

Finally we should say something why our results become substantially better in the special case \( \alpha = -1 \) than in the general one. This is intimately connected with the fact, appearing in Section 2 below, that for \( \alpha = -1 \) we can find much smaller "denominators" \( \Omega^*(k, n) \) than the general \( \Omega^* \)'s are, compare formulae (12) and (12*). It should be pointed out, that also in the case \( \alpha = 1 \) we could do it better than in the general one, but worse than for \( \alpha = -1 \). Therefore we omit here the details.

In the following sections we shall always write \( f \) instead of \( E_q \), for the sake of shortness.

1. Analytical construction of small linear forms

If the place \( v \) of \( K \) lies over \( P \), we shall in the following consider all elements of \( K \) as elements of \( \mathbb{C}_p \) given by a corresponding embedding of \( K \) into \( \mathbb{C}_p \).

Let \( k \in \mathbb{N} \) and \( n \in \mathbb{N}_0 \) be fixed. If \( v | \infty, \) we define the complex integral \( I_v(k, n) \) by

\[
I_v(k, n) := \frac{1}{2\pi i} \int_{|z| = R} f(z) \prod_{v=0}^{n} ((z - \alpha q_v)\eta(z + q_v^{*+1}))^{-1} \, dz,
\]

where \( R \) has to be larger than \( |q|^{e} \max(|x|, |q|) \). Of course, this integral depends on \( x \) and \( q \) too, but we do not express this for the moment.

For \( v | p \), instead of (1.6), we use the Schnirelman integral

\[
I_v(k, n) := \int_{0,R} zf(z) \prod_{v=0}^{n} ((z - \alpha q_v)\eta(z + q_v^{*+1}))^{-1} \, dz,
\]

where, again, \( R \) has to satisfy the above condition. Then we can state the following:
LEMMA 1. Let $k \in \mathbb{N}$ be fixed. Then for both types of valuations $v$ of $K$ we have the asymptotic relation

$$\log |I_v(k, n)|_v = -\frac{1}{2}(k + 1)^2 n^2 \log |q|_v + O(n)$$

as $n \to \infty$.

REMARKS. (1) Here and in all that follows we keep the convention that constants implied in Landau's $O$ as well as constants $c_1, c_2, \ldots$ are independent of $n$. (2) In the next section it will come out that the $I_v(k, n)$ from (1) are indeed linear forms in $f(x), \ldots, f^{(k-1)}(x)$ with coefficients from $\mathbb{Q}(x, q)$ which we have to investigate very carefully.

Proof. With $N := (k + 1)(n + 1)$ we have

$$\prod_{v=0}^{n} (z - q^v)(z + q^{v+1}) = z^N \prod_{v=0}^{n} \left(1 - \frac{aq^v}{z}\right) \left(1 + \frac{q^{v+1}}{z}\right),$$

and we write the product of the right-hand side as $1 + w_n(z)$. Then, choosing for both types of valuations $R := |q|^N$, we find

$$|w_n(z)|_v = O(|q|_v^{-kn}) \text{ on } |z|_v = R$$

for every $n > c_1$. Now, using Popov's trick from [12] or [13], we get in the case $v \not\equiv 0$

$$I_v(k, n) = \frac{1}{2\pi i} \int_{|z|_v = R} z^{-N} f(z) \frac{dz}{z^2 + w_n(z)}$$

say.

Defining

$$c_2 := \prod_{v=1}^{\infty} (1 - q^{-v})^{-1}$$

we clearly find for the first integral

$$I_v(k, n, 1) = \prod_{v=1}^{N-1} (q^v - 1)^{-1} = c_2 q^{-N(N-1)/2} \prod_{v=N}^{\infty} (1 - q^{-v})$$

$$= c_2 q^{-N(N-1)/2}(1 + O(|q|_v^{-N})).$$
Furthermore we have on $|z|_v = R$

$$|f(z)|_v \leq \prod_{j=1}^{\infty} \left( 1 + \frac{R}{|q|_v^j} \right) \leq c_3 \prod_{j=1}^{N-1} \left( 1 + \frac{R}{|q|_v^j} \right) \leq c_4 \frac{R^{N-1}}{|q|_v^{N(N-1)/2}} = c_4 |q|_v^{N(N-1)/2}$$

and therefore, by (2),

$$|I_v(k, n, 2)|_v = O(|q|_v^{-N(N-1)/2 - \kappa n}). \quad (5)$$

This, combined with (4), shows $I_v(k, n, 2) = o(I_v(k, n, 1))$ for $v \mid \infty$, and thus the assertion of Lemma 1 follows in the archimedean case.

Suppose now $v \mid p$. Then we have again a representation (3) for $I_v(k, n)$ with

$$I_v(k, n, 1) := \int_{0,R} z^{1-N} f(z) \, dz = \prod_{v=1}^{N-1} (q^v - 1)^{-1},$$

and thus $|I_v(k, n, 1)|_v = |q|_v^{-N(N-1)/2}$, see e.g. [1]. Since we have the following estimate on $|z|_v = R$

$$|f(z)|_v = \prod_{j=1}^{\infty} \left| 1 + \frac{z}{q|z|_v^j} \right| \leq \prod_{j=1}^{N-1} \frac{R}{|q|_v^j} = \frac{R^{N-1}}{|q|_v^{N(N-1)/2}} = |q|_v^{N(N-1)/2}, \quad (6)$$

we get immediately from

$$I_v(k, n, 2) := \int_{0,R} \frac{f(z)w_n(z)}{z^{N-1}(1 + w_n(z))} \, dz$$

the inequality

$$|I_v(k, n, 2)|_v \leq \sup_{|z|_v = R} \left| \frac{f(z)w_n(z)}{z^{N-1}(1 + w_n(z))} \right|_v$$

which leads again to (5) taking (2) and (6) into consideration. Therefore we find $|I_v(k, n)|_v = |q|_v^{-N(N-1)/2}$ for all large $n$, such that Lemma 1 is proved in the non-archimedean case too.
2. Arithmetical properties of the constructed linear forms

First of all, let us mention two well known facts which will be useful later in this section. For each \( n \in \mathbb{N}_0 \) we have

\[
B_{n,v}(q) := \prod_{\mu=1}^{n} (q^\mu - 1) / \left( \prod_{\mu=1}^{v} (q^\mu - 1) \prod_{\mu=1}^{n-v} (q^\mu - 1) \right) \in \mathbb{Z}[q] \quad (v = 0, \ldots, n),
\]

(7)

where empty products, as usual, are defined to be 1. Furthermore

\[
R_n(q) := \prod_{v=1}^{n} \prod_{d|v} (q^{v/d} - 1)^{\mu(d)},
\]

where \( \mu(d) \) denotes the Möbius function, satisfies

\[
R_n(q)/(q^v - 1) \in \mathbb{Z}[q] \quad (v = 1, \ldots, n),
\]

(8)

and therefore a fortiori \( R_n(q) \in \mathbb{Z}[q] \). The degree of \( R_n \) with respect to \( q \), shortly \( \deg_q R_n \), is asymptotically

\[
\deg_q R_n = \sum_{v=1}^{n} \sum_{d|v} \frac{\mu(d)}{d} = \frac{3}{\pi^2} n^2 + O(n \log n)
\]

(9)

as \( n \to \infty \). For all this we refer to [9], where only the part \( \deg_q R_n \cdot \cdots \) of (9) is shown, but it is not hard to prove the opposite inequality too.

Secondly, in the proof of the subsequent Lemma 2 we need two facts on our function \( f \). From the definition of \( f \) as an infinite product we deduce

\[
f(z)q^{k(k+1)/2} = f \left( \frac{z}{q^k} \right) \prod_{v=0}^{k-1} (z + q^{v+1})
\]

(10)

for each \( k \in \mathbb{N}_0 \). Differentiating an appropriate version of this formula \( \sigma \) times we get

\[
\frac{1}{\sigma!} f^{(\sigma)} \left( \frac{z}{q^k} \right) = q^{k(k+1)/2 + k\sigma} \sum_{\tau_0 + \cdots + \tau_k = \sigma} \frac{(-1)^{\tau_0 - \tau_k}}{\tau_0!} f^{(\tau_0)}(z) \prod_{v=1}^{k} (z + q^v)^{-1 - \tau_v}.
\]

(11)
Now, defining

$$\Omega(k, n) := (k - 1)! \alpha^{nk + k - 1} q^{(k+1)n(n+1)/2} R_n(q)^{k-1} \cdot \prod_{\nu=1}^{n} (q^\nu - 1)^k \cdot \prod_{\nu=1}^{n+1} (q^\nu + \alpha)^k,$$

(12)

we can state:

**LEMMA 2.** For $I_v(k, n)$ defined by (1) we have

$$\Omega(k, n)I_v(k, n) = \sum_{\tau=0}^{k-1} P_\tau(\alpha, q)(-\alpha)^{f^{(\tau)}(\alpha)}$$

(13)

where

$$P_\tau \in \mathbb{Z}[\alpha, q], \text{ deg}_\alpha P_\tau \leq kn + k - 1$$

and

$$\text{deg}_q P_\tau \leq \left( k + \frac{3}{\pi^2} (k - 1) \right) n^2 + O(n \log n),$$

all three properties being true for $\tau = 0, \ldots, k - 1$.

*Proof.* Using (10), and applying then the residue theorem or its analogue in $\mathbb{C}_p$ to the integral (1) we are immediately led to

$$q^{(n+1)(n+2)/2} I_v(k, n)$$

$$= \sum_{v=0}^{n} \frac{1}{(k - 1)!} \left( \frac{d}{dz} \right)^{k-1} \left\{ f \left( \frac{z}{q^{n+1}} \right) \prod_{\mu=0}^{n} (z - \alpha q^\mu)^{-k} \right\}_{z=zq^v}$$

$$= (-1)^{k-1} a^{kn + k - 1} \sum_{\nu=0}^{n} \prod_{\sigma_0 + \ldots + \sigma_{n-k-1} = k-1} \frac{(-\alpha)^{\nu}}{q^{(n+1)\nu} \nu!} f^{(\nu)}(\alpha q^{\nu-1-n})$$

$$\cdot \prod_{\mu=0}^{n} \binom{k + \sigma_\mu - 1}{k - 1} (q^\nu - q^\mu)^{-k-\sigma_\mu}.$$
From this we get in virtue of (11)

\[
I_v(k, n) = \frac{(-1)^{k-1}}{\alpha^{kn+k-1}} \sum_{\tau = 0}^{n} \frac{\sum_{\sigma = 0}^{\tau} \cdots \sum_{\omega = k-1}^{\tau} \alpha^{\sigma}}{q^{(n+3/2-\nu/2+\sigma)}} \cdot \prod_{\mu = 0}^{n} \left( \begin{array}{c} k + \sigma_{\mu} - 1 \\ k - 1 \end{array} \right) (q^\nu - q^\mu)^{-k-\sigma_{\mu}}
\]

This quite long formula shows that \( I_v(k, n) \) is a linear form in \( f(\alpha), \ldots, f^{(k-1)}(\alpha) \) as announced in Remark (2) after Lemma 1. It may be written in the following more convenient way

\[
I_v(k, n) = \frac{(-1)^{k-1}}{\alpha^{kn+k-1}} \sum_{\tau = 0}^{n} \frac{\sum_{\sigma = 0}^{\tau} \cdots \sum_{\omega = k-1}^{\tau} \alpha^{\sigma}}{q^{(n+3/2-\nu/2+\sigma)}} \cdot \prod_{\mu = 0}^{n} \left( \begin{array}{c} k + \sigma_{\mu} - 1 \\ k - 1 \end{array} \right) (q^\nu - q^\mu)^{-k-\sigma_{\mu}}
\]

where \( \Sigma(\nu) \) denotes for a moment the sum \( \sigma_0 + \cdots + \sigma_{\nu} + \cdots + \sigma_n \). In the first product occurring on the right-hand side of (14) we can easily check

\[
\prod_{\mu = 0}^{n} (q^\nu - q^\mu)^{k+\sigma_{\mu}} = q^{k\nu(n-1)/2 + kv(n-\nu)} + \sum_{\mu < \nu} \mu \sigma_{\mu} + \sum_{\mu > \nu} \sigma_{\mu}
\]

Since we have \( \Sigma(\nu) \leq k - 1 \) for \( \nu = 0, \ldots, n \), this formula, combined with (7) and (8), makes clear that the factor \( R_\nu(q)^{k-1} \prod_{\nu = 1}^{n} (q^\nu - 1)^{k} \) in definition (12) of \( \Omega(k, n) \) is needed to take care for the two products on the right-hand side of (15). In virtue of \( \Sigma_{\mu < \nu} \mu \sigma_{\mu} + \nu \Sigma_{\mu > \nu} \sigma_{\mu} \leq \nu \Sigma(\nu) = k(n - 1 - \sigma) \) for fixed \( \nu, \sigma \), we see that the factor \( q \) occurs in the denominator of the right-hand side of (14) to a power not larger than

\[
\nu \left( n + \frac{3}{2} - \frac{\nu}{2} + \sigma \right) + \frac{k}{2} \nu(n - 1) + k\nu(n -\nu) + \nu(k - 1 - \sigma)
\]

\[
\leq \frac{1}{2} (k + 1)n(n + 1),
\]
and this explains the "pure" power of $q$ in (12).

Our last considerations make evident all assertions of Lemma 2 except for the estimate of the degree of the $P_\tau$'s with respect to $q$ which we shall now perform. To do this we point out that $\Omega(k, n)$ is a polynomial in $q$ of exact degree

$$\frac{1}{2} (3k + 1)n^2 + \frac{1}{2} (5k + 1)n + k + (k - 1) \deg_q R_n$$

(16)

whereas, for fixed $\tau, v, \sigma$, every term on the right-hand side of (14) contains the polynomial

$$q^{v(n + 3/2 - v/2 + \sigma)} \prod_{\mu = 0 \atop \mu \neq v}^n (q^v - q^\mu)^{k + \sigma \mu} \prod_{\lambda = 1}^{n + 1 - v} (\lambda + q^\lambda)^{1 + \tau \lambda}$$

in $q$ in the denominator. It is easily checked that the degree of every such polynomial is at least $\frac{1}{2}(k + 1)n(n + 1) + n$. This, combined with (16) and (9), finally yields the upper bound for $\deg_q P_\tau$ in Lemma 2.

REMARK. In the case $\alpha = -1$, instead of (12), we put

$$\Omega^*(k, n) := (k - 1)! q^{(k + 1)n(n + 1)/2} R_{n+1}(q)^{k-1} \prod_{v=1}^n (q^v - 1)^k \prod_{v=1}^{n+1} (q^v - 1),$$

(12*)

and we can show, similarly to the preceding general case,

$$\Omega^*(k, n) I_\alpha(k, n) = \sum_{\tau=0}^{k-1} P^*_\tau(q) f^{(\tau)}(-1)$$

(13*)

with $P^*_\tau \in \mathbb{Z}[q]$ and

$$\deg_q P^*_\tau \leq \left( \frac{1}{2} (k + 1) + \frac{3}{\pi^2} (k - 1) \right) n^2 + O(n \log n) \quad \text{for } \tau = 0, \ldots, k - 1.$$

From the definition of the polynomial $R_n$ we see directly

$$|R_n(q) v| = |q|^{\deg_q R_n} \quad \text{for } v \mid p.$$

Since we have

$$|q|^{-v} \prod_{d \mid v} |q|^{d \mu(d)} = \prod_{d \mid v} |1 - q^{-d \mu(v/d)}| = \prod_{\mu(v/d) = 1} |1 - \cdots| \prod_{\mu(v/d) = -1} |\cdots|$$

$$\leq \prod_{d=1}^\infty (1 + |q|^{-d}) \prod_{d=1}^\infty (1 - |q|^{-d}) = c_5$$
and analogously the lower bound $c_5^{-1}$ for the expression under consideration, the definition of $R_n(q)$ leads to

$$|R_n(q)|_v = |q|^{\deg_R R_n + o(n)} \quad \text{for } v \mid \infty.$$  

Thus, using (9), we find for both types of valuations of $K$

$$\log |R_n(q)|_v = \frac{3}{2} n^2 \log |q|_v + O(n \log n)$$

as $n \to \infty$. Taking (12) into account we come to

$$\log |\Omega(k, n)|_v = \left( \frac{3k + 1}{2} + \frac{3}{\pi^2} (k - 1) \right) n^2 \log |q|_v + O(n \log n). \quad (17)$$

REMARK. In the special case $\alpha = -1$ we get from (12*)

$$\log |\Omega^*(k, n)|_v = \left( k + 1 + \frac{3}{\pi^2} (k - 1) \right) n^2 \log |q|_v + O(n \log n). \quad (17*)$$

We now estimate $|P_v(\alpha, q)|_w$ in the case $w \mid \infty$. From (7), (12), (13), (14) and (15) we obtain

$$P_v(\alpha, q) = \frac{(-1)^{k-1}(k-1)!}{\tau!} \sum_{\alpha \in \mathbb{N}} \sum_{\sigma \in \mathbb{N}} \alpha^\sigma q^{A(k, n, v)} \cdot B_{n, v}(q)^k R_n(q)^{k-1} \prod_{\mu < v} (q^{\alpha^\mu} - 1)$$

$$\cdot \prod_{\mu = 0}^{\alpha} \left( k + \sigma_\mu - 1 \right) \cdot B_{n, v}(q)^k R_n(q)^{k-1} \prod_{\mu < v} (q^{\alpha^\mu} - 1)^{\sigma_\mu}$$

$$\cdot \prod_{\mu = v}^{n+1} (1 - q^{\alpha^\mu})^{-1} \cdot \sum_{\sigma_1 + \cdots + \sigma_{n+1-v} = \tau} \prod_{\mu = 1}^{n+1} (q^{\alpha^\mu} + \alpha)^{k}$$

where

$$A(k, n, v, \sigma_i) := (k + 1)n(n + 1)/2 - v \left( n + \frac{3}{2} - \frac{v}{2} + \sigma \right) - kv(v - 1)/2$$

$$- kv(n - v) - \sum_{\mu < v} \mu \sigma_\mu - v \sum_{\mu > v} \sigma_\mu \geq 0.$$  

Here we have, by the above considerations on $R_n(q)$ and our assumption
Further, $|B_{n,v}(q)|_w \leq 2^n \max\{1, |q|_w\}^\deg q B_{n,v}$, see [13]. Since the number of $(x_1, \ldots, x_n) \in \mathbb{N}_0^n$ satisfying $x_1 + \cdots + x_n = k$ is

$$\binom{n+k-1}{k}$$

and

$$A(k, n, v, \sigma_i) + k \deg q B_{n,v} + k(n + 1)(n + 2)/2 - (n + 1 - v)(n + 2 - v)/2$$

it follows that

$$|P_\tau(x, q)|_w \leq c^* \max\{1, |\alpha|_w\}^{O(n)} \max\{1, |q|_w\}^{kn^2 + (k-1) \deg q R_n + O(n)}.$$

Combining now this estimate, Lemma 1 and Lemma 2 we may state the following:

**LEMMA 3.** With the polynomials $P_0, \ldots, P_{k-1}$ from Lemma 2 we have the asymptotic relation

$$\log \left| \sum_{\tau=0}^{k-1} P_\tau(x, q)(-\alpha)^{f^{(\tau)}(\alpha)} \right|_v$$

$$= -(k - 1) \left( \frac{k}{2} - \frac{3}{\pi^2} \right) n^2 \log |q|_v + O(n \log n)$$

(18)

and the inequalities

$$\log |P_\tau(x, q)|_v \leq \left( k + \frac{3}{\pi^2} (k - 1) \right) n^2 \log |q|_v + O(n \log n)$$

(19)

for $\tau = 0, \ldots, k - 1$. Moreover, for any place $w$ of $K$, we have

$$\log |P_\tau(x, q)|_w \leq \left( \left( k + \frac{3}{\pi^2} (k - 1) \right) n^2 + O(n \log n) \right) \log_+ |q|_w$$

$$+ O(n) \log_+ |\alpha|_w + \delta(w) O(n \log n)$$

(19')
for \( \tau = 0, \ldots, k - 1 \), where \( \delta(w) \) is 1 for \( w \mid \infty \), and 0 for \( w \mid p \), and 
\[ \log^+ x := \max(0, \log x) \] for \( x \in \mathbb{R}_+ \).

**REMARK.** In the special case \( \alpha = -1 \) we find

\[
\log \left| \sum_{\tau=0}^{k-1} P^*_\tau(q) f^{(\tau)}(-1) \right|_w = -(k - 1) \left( \frac{k + 1}{2} - \frac{3}{\pi^2} \right) n^2 \log |q|_w + O(n \log n) \tag{18*}
\]

and the inequalities

\[
\log |P^*_\tau(q)|_w \leq \left( \frac{k + 1}{2} + \frac{3}{\pi^2} (k - 1) \right) n^2 \log |q|_w + O(n \log n) \tag{19*}
\]

for the \( P^*_\tau \) from (13*). Again, for any place \( w \) of \( K \), we have

\[
\log |P^*_\tau(q)|_w \leq \left( \frac{k + 1}{2} + \frac{3}{\pi^2} (k - 1) \right) n^2 + O(n \log n) \log^+ |x|_w + O(n \log n) \tag{19*}'
\]

for \( \tau = 0, \ldots, k - 1 \).

In the case \( K = \mathbb{Q}, v \mid \infty, q \in \mathbb{Z}\setminus \{0, \pm 1\} \) we can easily get our Theorem 1 using the following Lemma 4 which is essentially due to Nesterenko [11], see also [6].

**LEMMA 4.** Suppose \( w \in \mathbb{R}^k \setminus \{0\} \). If there exist \( n_0 \in \mathbb{N}, \tau \in \mathbb{R}_+ \), an unbounded, monotonically increasing function \( F : \mathbb{N} \to \mathbb{R}_+ \) with \( \limsup_{n \to \infty} F(n + 1)/F(n) \leq 1 \), and a sequence \( (L_n)_{n \geq n_0} \) of integral linear forms satisfying

\[
\log |L_n(w)| + \tau F(n) = o(F(n)) \quad \text{and} \quad \log \|L_n\| \leq F(n), \tag{20}
\]

then \( \dim_{\mathbb{Q}}(\mathbb{Q}w_1 + \cdots + \mathbb{Q}w_k) \geq 1 + \tau \), where \( w = (w_1, \ldots, w_k) \).

If \( L_n(x) = a_{n1}x_1 + \cdots + a_{nk}x_k \), then \( \|L_n\| \) denotes the Euclid-norm of the vector \( (a_{n1}, \ldots, a_{nk}) \).

We put

\[ \alpha = \frac{r}{s}, \quad w_\tau := (-\alpha)^{-1} f^{(-1)}(\alpha) \quad \text{for} \quad \tau = 1, \ldots, k, \]
and take
\[
L_n(x) := \sum_{\tau=0}^{k-1} s^{kn+k-1} P_{\tau}(x, q)x_{\tau+1},
\]
compare Lemma 2 (or \( L_n^*(x) := \sum_{\tau=0}^{k-1} P_{\tau}^*(q)x_{\tau+1} \) in the special case \( \alpha = -1 \)).
Then the hypotheses of Lemma 4 are satisfied, especially (20) with
\[
\tau := (k - 1) \left( \frac{k}{2} - \frac{3}{\pi^2} \right) \left( \frac{k + 3}{\pi^2} (k - 1) \right)
\]
in the general case of \( \alpha \), or with
\[
\tau := (k - 1) \left( \frac{k + 1}{2} - \frac{3}{\pi^2} \right) \left( \frac{k + 1}{2} + \frac{3}{\pi^2} (k - 1) \right) \quad \text{for} \quad \alpha = -1.
\]
Thus we get Theorem 1 in the special case indicated before Lemma 4.

3. Proof of Theorem 2

To prepare this we note that the case \( k = 2 \) of (18), (19), or (18*), (19*) means that for each \( n \in \mathbb{N} \) we are given a linear form
\[
J(n) := P_0(\alpha, q)f(\alpha) - \alpha P_1(\alpha, q)f'(\alpha)
\]
satisfying
\[
\log |J(n)|_v = -Bn^2 \log |q|_v + O(n \log n)
\]
and, for \( \tau = 0, 1 \)
\[
\log |P_{\tau}(\alpha, q)|_v \leq An^2 \log |q|_v + O(n \log n),
\]
where the definitions of \( A \) and \( B \) are obvious from (18), (19) or from (18*), (19*). Further, for any place \( w \) of \( K \), we have
\[
\log |P_{\tau}(\alpha, q)|_w \leq (An^2 + O(n \log n)) \log_+ |q|_w
\]
\[
+ O(n) \log_+ |\alpha|_w + \delta(w)O(n \log n).
\]
Suppose $a \in K^2$ with $h(a)$ large enough, and define

$$L := a_0 f(x) + a_1 f'(x).$$  \hfill (24)

We have to show the lower bound for $|L|_v$ which we asserted in Theorem 2. To do this we define

$$\Delta := a_1 P_0 + a_0 \lambda P_1,$$  \hfill (25)

and find the following equation, using (21) and (24),

$$\lambda P_1 L = \Delta f(x) - a_1 J(n).$$  \hfill (26)

We note that $f(x) \neq 0$ by our hypotheses on $\lambda$, and discuss now the two cases $\Delta \neq 0$ and $\Delta = 0$ separately.

Suppose first $\Delta \neq 0$. Then we assert

$$|a_1 J(n)|_v < 2^{-\delta(v)}|\Delta f(x)|_v.$$  \hfill (27)

Assume, to the contrary of (27), that we have

$$|a_1 J(n)|_v \geq 2^{-\delta(v)}|\Delta f(x)|_v.$$  \hfill (28)

Since $\Delta \in K^\times$, by (25), we may apply to it the product formula, and taking logarithms in (28) leads us via (22) to (observe $a_1 \neq 0$, by (28))

$$\frac{d}{d}(\log |a_1|_v - B n^2 \log |q|_v) + O(n \log n)
\geq \frac{d}{d} \log |\Delta|_v = \sum_{w \neq v} \frac{d}{d} \log |\Delta|_w.$$  \hfill (29)

By the definition (25) of $\Delta$ we have

$$|\Delta|_w \leq 2^{\delta(w)} \max(1, |x|_w) \cdot \max(|a_0|_w, |a_1|_w) \cdot \max(|P_0|_w, |P_1|_w)$$

for any valuation $w$ of $K$, and therefore, using now (23)' we find

$$\log |\Delta|_w \leq \log |a|_w + (An^2 + O(n \log n)) \log |q|_w
\quad + O(n) \log |x|_w + \delta(w) O(n \log n).$$  \hfill (30)

Applying this estimate on the right-hand side of (29), and using the definition
of $h(a)$, we find

$$\log h(a) \geq (A + B) \frac{d_v}{d} n^2 \log |q|_v - An^2 \log h(q) + O(n \log n)$$

$$\geq \left( A + B - A \frac{d}{d_v} \log h(q) \right) \frac{d_v}{d} n^2 \log |q|_v + O(n \log n) \quad (31)$$

because of $\log h(q) = \sum_w (d_w/d) \log |q|_w$, compare the definition of the absolute height. Here the factor of $A$ in the parentheses is our $\lambda$, and the upper bound for $\lambda$ from Theorem 2 is easily seen to be equivalent with the condition $A + B > \lambda A$. With an appropriate $\gamma_1 \in \mathbb{R}_+$, independent of $a$ and $n$, we may write (31) under the form

$$\log h(a) \geq (A + B - \lambda A) \frac{d_v}{d} n^2 \log |q|_v - \gamma_1 n \log n.$$

We suppose from now on, that $a$ satisfies the inequality

$$\log h(a) \geq (A + B - \lambda A) \frac{d_v}{d} \log |q|_v.$$

Looking for given such vectors $a$ at the inequality

$$\log h(a) < (A + B - \lambda A) \frac{d_v}{d} n^2 \log |q|_v - \gamma_1 n \log n, \quad (32)$$

it is clear that it will be satisfied for all $n \in \mathbb{N} \setminus \{1\}$ from some point on. Now we define $n := n(a)$ as the smallest positive integer such that for this and for all larger integers inequality (32) is satisfied. For this $n$ inequality (28) cannot hold, and therefore (27) must be true. Of course, we have to keep in mind, that the $n$ in (27) is our $n(a)$ we defined right now.

Combining (26) and (27) we find

$$|x_{P_1} L|_v \geq 2^{-\delta(x)} |\Delta f(x)|,$$

and taking logarithms we find via (23) and (30) after a short calculation

$$\log |L|_v \geq \log |\Delta|_v - \log |P_1|_v - \gamma_2 = -\frac{d}{d_v} \sum_{w \neq v} \frac{d_w}{d} \log |\Delta|_w$$

$$-\log |P_1|_v - \gamma_2 \geq \log_+ |a|_v - \frac{d}{d_v} (\log h(a) + An^2 \log h(q)) + O(n \log n). \quad (33)$$
By the definition of our \( n \geq 2 \) in (32) we have

\[
(A + B - \lambda A) \frac{d_v}{d} (n - 1)^2 \log |q_v| \leq \log h(a) + \gamma_1 (n - 1) \log(n - 1),
\]

and therefore

\[
(A + B - \lambda A) \frac{d_v}{d} n^2 \log |q_v| \leq \log h(a) + \gamma_3 n \log n \tag{34}
\]

with a new \( \gamma_3 > \gamma_1 \). If \( h(a) \) is large enough, then this holds for \( n \) too, by (32), and our last inequality implies \( n \leq \gamma_4 (\log h(a))^{1/2} \) such that we find from (33)

\[
\log |L_v| \geq \log |a_v| - \frac{d}{d_v} \left( 1 + \frac{\lambda A}{A + B - \lambda A} \right) \log h(a) - \gamma_5 (\log h(a))^{1/2} \log \log h(a)
\]

which implies both lower bounds in Theorem 2, in the general case of \( a \) and for \( a = -1 \) as well, taking the definitions of \( A \) and \( B \) into account.

We come now to the case \( \Delta = 0 \), in which (26) reduces to \( aP_1L = a_1J(n) \). If also \( a_1 = 0 \), then \( P_1 = 0 \) by (25). Therefore \( J(n) = P_0f(\alpha) - a_1P_1f'(\alpha) = P_0f(\alpha) \), which implies \( |J(n)|_v = |P_0f(\alpha)|_v \). Using the inequalities (22), (23) and (23)' we obtain \( P_0 \neq 0 \),

\[
-B \frac{d_v}{d} n^2 \log |q_v| + O(n \log n) \geq \frac{d_v}{d} \log |P_0|_v = - \sum_{w \neq v} \frac{d_w}{d} \log |P_0|_w \]

\[
\geq - \sum_{w \neq v} \frac{d_w}{d} An^2 \log |q|_w + O(n \log n) = - An^2 \log h(q) + \frac{d_v}{d} An^2 \log |q|_v + O(n \log n).
\]

This implies the inequality

\[
O(n \log n) \geq (A + B - \lambda A) \frac{d_v}{d} n^2 \log |q_v|,
\]

which is impossible if \( n \) is large enough (we suppose \( h(a) \) sufficiently large). This means that \( a_1 \neq 0 \) if \( \Delta = 0 \).
In the case $\Delta = 0$ we thus have, again by (22) and (23),

$$
\log |L_v| = \log |a_1|_v + \log |J(n)|_v - \log |P_1|_v - \gamma_6
\geq \log |a_1|_v - (A + B)n^2 \log |q|_v - \gamma_7 n \log n
\geq \log |a_1|_v - \frac{A + B}{A + B - \lambda A} \frac{d}{dv} \log h(a) - \gamma_8 (\log h(a))^{1/2} \log \log h(a),
$$

if we use (34) and $n \leq \gamma_4 (\log h(a))^{1/2}$. Thus we have the lower bounds of Theorem 2, but $|a|_v$ is replaced by $|a_1|_v$. In particular, this means that $f'(\alpha) \neq 0$. Using this fact we may suppose without loss of generality that $|a|_v = |a_1|_v$. (If necessary, we change the roles of $f(\alpha)$ and $f'(\alpha)$ in the above proof.) The proof of Theorem 2 is now completed.

4. Construction of more linear forms. Proof of Theorem 1

In this section, for fixed $k \in \mathbb{N}$ and $n \in \mathbb{N}_0$, we consider $k$ linear forms of type (1) instead of only one. We write things down only in the archimedean case, the necessary modifications for the non-archimedean being obvious. For every $x \in \mathbb{C}$ and $j = 1, \ldots, k$ let us define

$$
I_j(x) := \frac{1}{2\pi i} \int_{|z| = \kappa} f(xz)(z - \alpha q^n)^{-j} \prod_{v=0}^{n-1} (z - \alpha q^n)^{-k} \, dz
$$

(36)

where we now suppose $R := |q|^N, N := kn + j$ (compare $I_k(q^{-n-1})$ with (1_\infty)). From (10) we get

$$
f(q^v) = f(z)S_v(z) \quad \text{with} \quad S_v(z) := \prod_{j=0}^{v-1} (q^jz + 1) \quad \text{for} \quad v \in \mathbb{N}_0.
$$

(37)

If we put $k_v := k$ for $v = 0, \ldots, n - 1, \ k_n := j$ and furthermore

$$
r(v, \kappa) := \frac{1}{(k_v - 1 - \kappa)!} \left( \frac{d}{dz} \right)^{k_v - 1 - \kappa} \prod_{\mu=0}^{n} (z - \alpha q^\mu)^{-k_v} \big|_{z = \alpha q^v}
$$

(38)

for $\kappa = 0, \ldots, k_v - 1; v = 0, \ldots, n$, we find from (36) via the residue theorem

$$
I_j(x) = \sum_{\lambda = 0}^{k-1} \frac{f^{(\lambda)}(ax)}{\lambda!} \sum_{\kappa = \lambda}^{k-1} \frac{x^\kappa}{(\kappa - \lambda)!} \sum_{v=0}^{n-1} r(v, \kappa) \frac{q^{v\kappa}}{S_v^{(\kappa-\lambda)}(ax)}
\quad + \sum_{\lambda = 0}^{j-1} \frac{f^{(\lambda)}(ax)}{\lambda!} \sum_{\kappa = \lambda}^{j-1} \frac{x^\kappa}{(\kappa - \lambda)!} \sum_{v=0}^{n-1} r(n, \kappa) \frac{q^{n\kappa}}{S_n^{(\kappa-\lambda)}(ax)}
$$

(39)
where we used $(37)$ to replace $f^{(\kappa)}(axq^n)$ by the $f^{(\lambda)}(ax)$ with $\lambda = 0, \ldots, \kappa$. By the definition of the $S_j$, we have

$$
\frac{1}{(\kappa - \lambda)!} S_{\kappa - \lambda}(z) = \left( \begin{array}{c} v \\ \kappa - \lambda \end{array} \right) q^{(v-1)/2} z^{v-\kappa + \lambda} + \ldots
$$

and therefore

$$
\sum_{\kappa = \lambda}^{k-1} x^\kappa \frac{1}{(\kappa - \lambda)!} \sum_{v=0}^{n-1} \ldots
$$

$$
= x^\lambda \sum_{\kappa = \lambda}^{k-1} \sum_{v=0}^{n-1} \frac{r(v, \kappa)}{q^{v\kappa}} \left( \left( \begin{array}{c} v \\ \kappa - \lambda \end{array} \right) q^{(v-1)/2} x^{v-\kappa + \lambda} + \ldots \right)
$$

where the double sum on the right-hand side is a polynomial in $x$ of degree less than $n$ whereas from

$$
\sum_{\kappa = \lambda}^{j-1} x^\kappa \frac{r(n, \kappa)}{q^{n\kappa}} S_{\kappa - \lambda}(ax)
$$

$$
= x^\lambda \sum_{\kappa = \lambda}^{j-1} \sum_{v=0}^{n-1} \frac{r(n, \kappa)}{q^{n\kappa}} \left( \left( \begin{array}{c} n \\ \kappa - \lambda \end{array} \right) q^{n(n-1)/2} x^{n-\kappa + \lambda} + \ldots \right)
$$

we see that the sum over $\kappa$ on the right-hand side is a polynomial in $x$ of degree not exceeding $n$. For $\lambda = j - 1$ the leading coefficient of this polynomial is

$$
q^{n(n+1-2j)/2} q^{(1-n)} \prod_{\mu=0}^{n-1} (q^n - q^\mu)^{-k} \neq 0.
$$

These considerations make evident that (39) can be written as

$$
I_j(x) = \sum_{\lambda = 0}^{k-1} \frac{x^\lambda}{\lambda!} f^{(\lambda)}(ax) \cdot Q_{j, \lambda+1}(x) \quad (j = 1, \ldots, k)
$$

with an obvious definition of the polynomials $Q_{jm}(j, m = 1, \ldots, k)$. It is clear that

$$
D(x) := \det(Q_{jm}(x))_{j,m=1,\ldots,k}
$$

is a polynomial of exact degree $kn$. On the other hand we find

$$
f(ax)D(x) = \det \left( \begin{array}{cccc} I_1 & Q_{12} & \cdots & Q_{1k} \\
\vdots & \vdots & \ddots & \vdots \\
I_k & Q_{k2} & \cdots & Q_{kk} \end{array} \right)(x).
$$
Since we know \( f(0) \neq 0 \) and since we will show in a moment that all functions \( I_1, \ldots, I_k \) have a zero of order at least \( kn \) at the origin, it is clear that we have

\[
D(x) = cx^{kn}
\]

with some \( c \neq 0 \) which could be given explicitly using (40). To show the assertion on the order of the \( I \)'s we start from (36) and make there the transformation \( w = z^{-1} \) of the integration variable leading us to

\[
I_j(x) = \frac{1}{2\pi i} \int_{0^+} f\left(\frac{x}{w}\right) g(w)w^{kn+j-2} \, dw,
\]

where \( 0^+ \) indicates a small circle around the origin in the positive sense, and where \( g(w) \) denotes the function

\[
(1 - \alpha q^w)^{-j} \prod_{v=0}^{n-1} (1 - \alpha q^w)^{-k}
\]

which is holomorphic inside and on the boundary of \( 0^+ \). If \( f(z) = \sum_{s=0}^{\infty} f_sz^s \) and \( g(w) = \sum_{t=0}^{\infty} g_tw^t \), it follows from (41) that

\[
I_j(x) = \sum_{s,t \geq 0, kn+j+t-1 = s} f_sg_t x^s = x^{kn+j-1} \sum_{r=0}^{\infty} f_{kn+j+t-1} g_t x^t
\]

is the Taylor series of the entire function \( I_j \) around the origin. Since we have \( g_0 = 1 \) and all \( f_s \neq 0 \) we may even say \( \text{ord}_0 I_j = kn + j - 1 \).

By (39) we now obtain

\[
I_j(1) = \sum_{\lambda=0}^{k-1} \frac{1}{\lambda!} Q_{j,\lambda+1}(1) f^{(\lambda)}(\alpha) \quad (j = 1, \ldots, k),
\]

where

\[
Q_{j,\lambda+1}(1) := \sum_{v=0}^{n-1} \sum_{\kappa=\lambda}^{\kappa} \frac{r(v, \kappa)}{q^v} \frac{S^{(k-\lambda)}(\alpha)}{(\kappa-\lambda)!} + \sum_{\kappa=\lambda}^{\kappa} \frac{r(n, \kappa)}{q^n} \frac{S_n^{(k-\lambda)}(\alpha)}{(\kappa-\lambda)!}
\]

for \( \lambda < j \), and

\[
Q_{j,\lambda+1}(1) := \sum_{v=0}^{n-1} \sum_{\kappa=\lambda}^{\kappa} \frac{r(v, \kappa)}{q^v} \frac{S^{(k-\lambda)}(\alpha)}{(\kappa-\lambda)!}
\]

for \( \lambda \geq j \). Using the definition of \( S_\alpha(z) \) in (37) we see that each \( S^{(k-\lambda)}(\alpha)/(\kappa - \lambda)! \)
is a polynomial in $\mathbb{Z}[\alpha, q]$ of degree $v(v - 1)/2$ and degree $\alpha \leq v - \kappa + \lambda$. The term $r(v, \kappa)$ defined in (38) is already considered in the proof of Lemma 2, see (14) and (15). By these results we deduce analogously to the proof of Lemma 2 that the definition

$$\Omega(k, n) := (k - 1)!^n \alpha^{kn + k - 1} q^{kn(n + 1)/2 - n} R_n(q)^{k - 1} \prod_{v = 1}^n (q^v - 1)^k$$

gives us linear forms

$$J_f(n) := \Omega(k, n) I_f(1) = \sum_{\lambda = 0}^{k - 1} P_{j, \lambda}(\alpha, q) f^{(\lambda)}(\alpha) \quad (j = 1, \ldots, k), \quad (42)$$

where all $P_{j, \lambda} \in \mathbb{Z}[\alpha, q]$ satisfy

$$\deg_q P_{j, \lambda} \leq \left( \frac{k}{2} + 3\pi^{2} (k - 1) \right) n^2 + O(n \log n), \quad \deg_q P_{j, \lambda} = O(n).$$

Since $D(1) \neq 0$, our linear forms (42) are linearly independent. Further, as in Lemma 1, we have

$$|I_f(1)| \leq |q|^{-k^* n^* / 2 + O(n)}.$$ 

Therefore we obtain the following analogue of Lemma 3, the proof of which follows from the above considerations together with the estimates

$$|S_v^{(k - \lambda)}(x)/(\kappa - \lambda)!| \leq c_5^\alpha \max\{1, |x|_w\}^{O(n)} \max\{1, |q|_w\}^{\nu(v - 1)/2},$$

$$|\Omega(k, n) r(v, \kappa)/q^{kn}| \leq c_9^\alpha \max\{1, |x|_w\}^{O(n)} \max\{1, |q|_w\}^{A(k, n, \nu)},$$

$$A(k, n, \nu) := kn(n + 1)/2 - k\nu(v - 1)/2 - k\nu(n - v) + k \deg_q B_{n, v} + (k - 1) \deg_q R_n + O(n),$$

valid for all $w|\infty$ (see the proof of Lemma 3).

**Lemma 5.** The linearly independent linear forms (42) satisfy the estimates

$$\log |J_f(n)|_v \leq -\left( \frac{1}{2} k(k - 2) - 3\pi^{-2} (k - 1) \right) n^2 \log |q|_v + O(n \log n), \quad (43)$$

$$\log |P_{j, \lambda}(\alpha, q)|_v \leq \left( \frac{k}{2} + 3\pi^{-2} (k - 1) \right) n^2 \log |q|_v + O(n \log n) \quad (44)$$
for all \( j, \lambda + 1 = 1, \ldots, k \). Furthermore, the polynomials \( P_{j,\lambda} \in \mathbb{Z}[\alpha, q] \) satisfy the inequality

\[
\log |P_{j,\lambda}(\alpha, q)|_w \leq \left( \frac{k}{2} + 3\pi^{-2}(k - 1) \right) n^2 + O(n \log n) \log |q|_w
+ O(n) \log |\alpha|_w + \delta(w)O(n \log n)
\]

(44)

for any place \( w \) of \( K \).

**REMARK.** From now on we suppose that \( k \geq 3 \), since in the case \( k = 2 \) inequality (43) is too weak to give any non-trivial result.

**Proof of Theorem 1** (continued from p. 15). We define

\[
A := \frac{k}{2} + 3\pi^{-2}(k - 1), \quad B := \frac{1}{2} k(k - 2) - 3\pi^{-2}(k - 1).
\]

(45)

Suppose that the dimension \( m \) of the vector space \( Kf(\alpha) + \cdots + Kf^{(k-1)}(\alpha) \) over \( K \) satisfies

\[
m < (A + B)/(\lambda A).
\]

(46)

Then there exist \( M := k - m \) linearly independent relations

\[
a_{j0}f(\alpha) + a_{j1}f'(\alpha) + \cdots + a_{j,k-1}f^{(k-1)}(\alpha) = 0 \quad (j = 1, \ldots, M)
\]

with coefficients \( a_{j\lambda} \in O_K \). Further, without loss of generality, we may assume that

\[
\Delta := \det \begin{pmatrix}
P_{10}(\alpha, q) & \cdots & P_{1,k-1}(\alpha, q) \\
\vdots & \ddots & \vdots \\
P_{m0}(\alpha, q) & \cdots & P_{m,k-1}(\alpha, q) \\
a_{10} & \cdots & a_{1,k-1} \\
\vdots & \ddots & \vdots \\
a_{M0} & \cdots & a_{M,k-1}
\end{pmatrix} \neq 0.
\]

We now have

\[
f(\alpha)\Delta = J_1(n)\Delta_1 + \cdots + J_m(n)\Delta_m,
\]
where, by the estimate (44),
\[ \log |\Delta|_v \leq (m - 1)An^2 \log |q|_v + O(n \log n). \]

The product formula together with (43) and (44)' then implies
\[
\frac{d_v}{d}((m - 1)A - B)n^2 \log |q|_v + O(n \log n)
\]
\[ \geq \frac{d_v}{d} \log |\Delta|_v = - \sum_{w \neq v} \frac{d_w}{d} \log |\Delta|_w
\]
\[ \geq - \sum_{w \neq v} \frac{d_w}{d} ((mAn^2 + O(n \log n)) \log_+ |q|_w
\]
\[ + O(n) \log_+ |z|_w + \delta(w)O(n \log n))
\]
\[ = - \sum_{w} \frac{d_w}{d} mAn^2 \log_+ |q|_w + \frac{d_v}{d} mAn^2 \log |q|_v + O(n \log n)
\]
\[ = -mAn^2 \log h(q) + \frac{d_v}{d} mAn^2 \log |q|_v + O(n \log n). \]

Thus we have an inequality
\[ -(A + B - \lambda mA)n^2 \frac{d_v}{d} \log |q|_v > O(n \log n), \]

which, by (46), gives a contradiction for all sufficiently large \( n \). We therefore deduce that (46) is not true. This implies an inequality
\[ m \geq (A + B)/(\lambda A) = (k^2 - k)/\lambda(k + 6\pi^{-2}(k - 1)) \]

proving our Theorem 1 completely.
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