AN EXTENSION OF THE AUXILIARY PROBLEM PRINCIPLE TO NONSYMMETRIC AUXILIARY OPERATORS
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ABSTRACT. To find a zero of a maximal monotone operator, an extension of the Auxiliary Problem Principle to nonsymmetric auxiliary operators is proposed. The main convergence result supposes a relationship between the main operator and the nonsymmetric component of the auxiliary operator. When applied to the particular case of convex-concave functions, this result implies the convergence of the parallel version of the Arrow-Hurwicz algorithm under the assumptions of Lipschitz and partial Dunn properties of the main operator. The latter is systematically enforced by partial regularization.

In the strongly monotone case, it is shown that the convergence is linear in the average. Moreover, if the symmetric part of the auxiliary operator is linear, the Lipschitz property of the inverse suffices to ensure a linear convergence rate in the average.

1. Introduction

Given a maximal monotone operator $\Psi$ over a Hilbert space $X$, which may be multivalued (that is, $\Psi(x)$ may be a subset of $X$ rather than a single point), consider the problem of finding a zero of $\Psi$ (that is, a point $x^* \in X$ such that $0 \in \Psi(x^*)$). This paper is devoted to studying the following general algorithmic scheme to solve this problem: at stage $k + 1$, knowing $x^k$, obtain $x^{k+1}$ by solving another zero-finding problem, namely,

$$0 \in \left( \frac{1}{\varepsilon} \left( \Xi(x^{k+1}) - \Xi(x^k) \right) + \Psi(x^{k+1}) \right)$$

(1.1)

where

- $\Xi$ is a single-valued auxiliary (that is, user chosen) operator which may be nonsymmetric (i.e. is not necessarily the derivative of a mapping);
- $\varepsilon$ is a positive scalar (again user chosen) playing the role of a stepsize as in a gradient algorithm (which, by the way, can be cast in the framework of (1.1)).

This scheme appears to be a generalization of the proximal algorithm (see [16]) introduced by Martinet [19] and extended by Rockafellar [25] to maximal monotone operators (in these works, $\Xi$ is simply the identity). When choosing a symmetric auxiliary operator (i.e. when $\Xi$ is the derivative $K'$
of a real-valued mapping $K$). Algorithm (1.1) yields the general form of the proximal algorithm obtained by using Bregman functions [3]. This algorithm has been studied by Censor and Zenios [5] and by Chen and Teboulle [6] in the symmetric case — when $\Psi$ is the subdifferential of a convex function. Eckstein [12] also considered this type of algorithm in the general case and applied it to decomposition.

Algorithm (1.1) may also be considered as a generalization to nonsymmetric auxiliary operators of the Auxiliary Problem Principle (APP) introduced by Cohen ([7], [8]). In the symmetric case, for example, to solve

$$\min_{x \in X^{ad}} J(x)$$

where $J = J_1 + J_2$, with $J_1$ differentiable, over the closed convex subset $X^{ad}$, this principle proposes the general form of algorithm: knowing $x^k$, derive $x^{k+1}$ from the resolution of

$$\min_{x \in X^{ad}} \left( \frac{1}{\varepsilon} \left( K(x) - \langle K'(x^k), x \rangle \right) + \langle J'_1(x^k), x \rangle + J_2(x) \right)$$

where $K$ is a real-valued strongly convex function. For the auxiliary operator $\Xi = K' - \varepsilon J'_1$, Algorithm (1.1) applied to the subdifferential of $J + I_{X^{ad}}$, where $I_{X^{ad}}$ is the indicator function of $X^{ad}$, yields Algorithm (1.3). For $K : x \mapsto (1/2)\|x\|^2$ and $J = J_1$, this algorithm turns out to be an explicit gradient algorithm with projection on $X^{ad}$. For $J$ reduced to $J_2$, it is nothing else but a proximal algorithm [19], or otherwise stated, an implicit gradient algorithm. This principle thus proposes a form of continuum between proximal and gradient algorithms. Provided that $K$ is strongly convex with constant $b$, if $J'_1$ is $L$-Lipschitz continuous and if $J_1$ and $J_2$ are convex l.s.c., the convergence of this type algorithm has been proved by Cohen [8] for $0 < \varepsilon < 2b/L$. The assumptions upon $J_1$ are strongly related to those which ensure the convergence of the explicit gradient algorithm; those upon $J_2$ are akin to the assumptions which ensures the convergence of the proximal algorithm.

This partial linearization framework has a particular interest to build up decomposition algorithms (see [7]). Assume that $X = \times_{h \in \mathcal{H}} X_h$ where $\mathcal{H}$ is a finite set. If $X^{ad} = \times_{h \in \mathcal{H}} X^{ad}_h$ and if $J_2$ is additive with respect to this decomposition, then Problem (1.3) splits up into independent subproblems provided that the auxiliary function $K$ be chosen additive. “Large step” decomposition algorithms may thus be obtained even if the whole function is nondifferentiable provided that the linearized part $J_1$ has a Lipschitz derivative.

Extensions of the APP to variational inequalities have been proposed by Cohen [9] and Mataoui [20]. Considering the problem of finding an $x^*$ such

---

1The expression “large step” refers to the fact that the stepsizes $\varepsilon$ in (1.1) is kept away from 0 asymptotically, that is when the iteration index $k$ goes to infinity; this is more important than the fact that $\varepsilon$ is kept constant or that it is made dependent on $k$; “large steps” should be opposed to “small steps”, an expression which refers to algorithms in which $\varepsilon^k$ must tend to 0 asymptotically, as encountered for example in some subgradient algorithms.
that

\[ x^i \in X, \quad \forall x \in X^{\text{rad}}, \quad \langle \Psi_0(x^i), x - x^i \rangle \geq 0, \quad (1.4) \]

where \( \Psi_0 \) is a monotone and Lipschitz continuous operator, Cohen [9] has shown that the algorithm: knowing \( x^k \), derive \( x^{k+1} \) from the resolution of

\[
\min_{x \in X^{\text{rad}}} \left( \frac{1}{\varepsilon} \left( K(x) - \langle K'(x^k), x - x^k \rangle \right) + \langle \Psi_0(x^k), x - x^k \rangle \right) \quad (1.5)
\]

constructs a sequence \( \{x^k\} \) which strongly converges towards a solution of (1.4) under the assumption that \( \Psi_0 \) is strongly monotone. Mataoui [20] has extended this result, showing the weak convergence by only assuming what he has called the Dunn property of \( \Psi_0 \). Several other names for this property (or very similar properties) can be found in the literature: co-coercivity [28], firm nonexpansiveness ([16]-[13]). The Dunn property is nothing else but the strong monotonicity of the inverse. Mataoui [20] shows that it can be enforced by Yosida regularization.

Algorithm (1.5) can also be derived from (1.1). For \( \Psi = \partial [J + I_{X^{\text{rad}}} + \Psi_0 \) and \( \Xi = K' - \varepsilon \Psi_0 \), Algorithm (1.1) yields (1.5). More generally, to find a zero of an operator \( \Psi = \Psi_1 + \Psi_2 \), by choosing \( \Xi = K' - \varepsilon \Psi_1 \) in Algorithm (1.1), one obtains

\[ 0 \in \left( \frac{1}{\varepsilon} \left( K'(x^{k+1}) - K'(x^k) \right) + \Psi_1(x^k) + \Psi_2(x^{k+1}) \right). \quad (1.6) \]

This partial relaxation algorithm can also be cast into the APP framework and can be used to derive decomposition algorithms.

Notice that when \( K' = I \) (\( I \) denotes identity), Algorithm (1.6) takes the form

\[ x^{k+1} = (I + \varepsilon \Psi_2)^{-1} (I - \varepsilon \Psi_1) (x^k). \quad (1.7) \]

The weak convergence of this “splitting algorithm” (proposed by Lions and Mercier [17]), has been proved by Gabay [14] for \( \Psi_2 \) monotone when \( \Psi_1 \) enjoys the Dunn property (see also [26]). Besides, in parallel with our work, Zhu and Marcotte have shown the weak convergence of Algorithm (1.6) under the same assumptions upon \( \Psi_1 \) and \( \Psi_2 \).

The work of Patriksson [22] in this field must also be mentioned. He proposes a framework which introduces nonsymmetric auxiliary operators and which, in a way, may be considered as being more general than (1.1). The possibility of performing a linear search is for example considered. For this reason, the formalism (1.1) cannot be considered as being particularly original.

The main contribution of this paper is to be found in the type of assumptions to ensure convergence and in the results regarding the convergence rate. It is shown that it is the relationship between the auxiliary operator \( \Xi \) and the main operator \( \Psi \), rather than the individual properties of each operator, which plays the central role (see Theorem 3.4). In particular, for the case of the “splitting” algorithm (1.7), convergence does not directly follows from the properties of \( \Psi_1 \) but from a relationship between \( \Psi_1 \) and the whole operator \( \Psi \); the Dunn property, or even the monotonicity of \( \Psi_1 \).
is not required to provide convergence. Moreover, even if $\Psi_1 = \Psi$ and $\Psi_2 = 0$, the convergence of (1.7), which boils down to
\[ x^{k+1} = x^k - \varepsilon \Psi(x^k) \] (1.8)
may be ensured without the Dunn property provided that $\Psi$ has a specific structure. This type of situation occurs in particular when $\Psi$ is the operator associated with a convex-concave function (§4.2). In this case, Algorithm (1.8) is the parallel version of the Arrow-Hurwicz algorithm. In the Lipschitz continuous case, from the general convergence result, the convergence of this Arrow-Hurwicz algorithm is derived under the assumption that a “partial Dunn property” is satisfied (see Definition 4.4). This property can be enforced by a partial regularization (see Definition 4.6). In the particular case when the convex-concave mapping is a Lagrangian, the partial regularization with respect to the dual variables yields an Augmented Lagrangian. Therefore, the parallel version of the Arrow-Hurwicz algorithm applied to an Augmented Lagrangian converges in the Lipschitz case. As far as we know, these results are original.

Our study of the convergence rate of Algorithm (1.1) shows that the strong monotonicity of $\Psi$ ensures a “linear in the average” rate of convergence. Moreover, this strong monotonicity assumption can be weakened if the symmetric part of $\Xi$ is linear. Then, the Lipschitz property of the inverse yields linear convergence. The result obtained by Luque [18] for the proximal algorithm is thus generalized.

This paper is structured as follows. After some basic results have been recalled (§2), the convergence results concerning Algorithm (1.1) are proposed (§3). In the second part of the paper, some results about partial regularization (§4) are given and the particular case of saddle points problems is then studied. The third part (§5) is devoted to the study of the convergence rate of Algorithm (1.1).

2. Basic results

2.1. Basic definitions

Let $X$ be a Hilbert space, let $\langle \cdot, \cdot \rangle$ denote its scalar product and let $\| \cdot \|$ be the related norm. Let $I$ be the identity mapping over $X$ and $\Psi : X \to 2^X$ be a point-to-set operator. The operator is single-valued if, for all $x$, $\Psi(x)$ is reduced to a point. No distinction will be made in this case between this point and the singleton $\Psi(x)$.

The operator $\Psi$ is monotone if
\[ \forall x_1, x_2 \in X, \forall (\psi_1, \psi_2) \in \Psi(x_1) \times \Psi(x_2) : \langle \psi_1 - \psi_2, x_1 - x_2 \rangle \geq 0. \]
If moreover
\[ x_1 \neq x_2 \Rightarrow \langle \psi_1 - \psi_2, x_1 - x_2 \rangle > 0, \]
then $\Psi$ is strictly monotone. Finally, if there exists a constant $a \in \mathbb{R}_+^*$ such that $\Psi - aI$ is monotone, then $\Psi$ is strongly monotone with constant $a$.

The domain of $\Psi$ is defined as follows
\[ \text{dom} \Psi = \{ x \in X \mid \Psi(x) \neq \emptyset \}. \]
**Definition 2.1.** A monotone operator is maximal if its graph cannot be included in a strictly larger graph of a monotone operator.

**Definition 2.2.** A single-valued operator \( \Psi \) is hemicontinuous if for all \( x_1, x_2 \in X \), the mapping
\[
\Psi_{x_1,x_2} : [0,1] \to X, \ t \mapsto \Psi(t x_1 + (1-t) x_2)
\]
is continuous in the weak topology.

A monotone operator which is hemicontinuous is necessarily maximal (see [24]).

2.2. Existence of zeros of maximal monotone operators

The point \( x^i \in X \) is a zero of \( \Psi \) if \( 0 \in \Psi(x^i) \).

**Assumption 2.3.** There exist \( \pi \in X \) and \( \rho > 0 \) such that
\[
\forall x \in X, \forall \psi \in \Psi(x) : \{ \|x - \pi\| > \rho \} \Rightarrow \{ \langle \psi, x - \pi \rangle \geq 0 \}.
\]

**Remark 2.4.** A strongly monotone operator satisfies this assumption and so does an operator the domain of which is bounded.

**Proposition 2.5** (Ref. [24]). Let \( \Psi \) be a maximal monotone operator. The operator has a zero if and only if it satisfies Assumption 2.3.

2.3. Sum of maximal operators

**Proposition 2.6.** Let \( \Psi_1 : X \to 2^X \) be a maximal monotone operator. Let \( \Psi_2 : X \to X \) be a hemicontinuous operator. If \( \Psi = \Psi_1 + \Psi_2 \) is monotone, it is maximal monotone.

**Proof.** One has to prove that, for every \( x \in X \) and for every \( \psi \) such that
\[
\forall x_0 \in X, \forall \psi_0 \in \Psi(x_0), \ \langle \psi_0 - \psi, x_0 - x \rangle \geq 0, \quad (2.2)
\]
then \( \psi \in \Psi(x) \). Let \( x_0 \in X, t \in [0,1] \) and \( \psi_{1,t} \in \Psi_1(x + t(x_0 - x)) \). The monotonicity of \( \Psi_1 \) and (2.2) yield
\[
\langle \psi_{1,t} + \Psi_2(x + t(x_0 - x)) - \psi, x_0 - x \rangle \\
\geq \langle \psi_{1,t} + \Psi_2(x + t(x_0 - x)) - \psi, x_0 - x \rangle \\
\geq 0.
\]
Since \( \Psi_2 \) is hemicontinuous, when \( t \to 0 \), one obtains
\[
\langle \psi_{1,1} - (\psi - \Psi_2(x)), x_0 - x \rangle \geq 0.
\]
One can complete the proof using the maximality of \( \Psi_1 \).

**Remark 2.7.** Proposition 2.6 does not assume the monotonicity of \( \Psi_2 \). For this reason, it does not follow from the classical result on the maximality of the sum of monotone operators (see [24]).
2.4. Dunn property

2.4.1. Definition.

Definition 2.8 (Dunn property). Let $A \in \mathbb{R}^*_+$ and $\Psi : X \to X$ be a single-valued mapping; $\Psi$ has the Dunn property with constant $A$, if

$$\forall x_1, x_2 \in X : \langle \Psi(x_1) - \Psi(x_2), x_1 - x_2 \rangle \geq \frac{1}{A} \|\Psi(x_1) - \Psi(x_2)\|^2.$$ 

This property can also be stated as the strong monotonicity of the (point-to-set) inverse $\Psi^{-1}$ with constant $1/A$. Observe that $\Psi$ is then Lipschitz with constant $A$ (thus the fact that it is single-valued is implied by the Dunn property itself).

If $\Psi$ is the derivative of a convex function, $\Psi$ has the Dunn property with constant $A$ if and only if it is $A$-Lipschitz (see [1, 15]). However, in the nonsymmetric case, this equivalence is not true. The rotation $(x, y) \mapsto (-y, x)$ is Lipschitz but does not enjoy the Dunn property. Nevertheless, if $\Psi$ is strongly monotone with constant $a$ and Lipschitz with constant $L$, Mataoui [20] shows that it enjoys the Dunn property with constant $L^2/a$. The Yosida regularization [27] also enforces the Dunn property [20].

Definition 2.9 (Regularization). Let $\Psi : X \to 2^X$ be a maximal monotone operator and $c > 0$. The operator

$$\Psi_c : X \to X, \quad x \mapsto \frac{1}{c}(x - s(x))$$

where $s(x)$ is such that

$$0 \in \left(\frac{1}{c}(s(x) - x) + \Psi(s(x))\right)$$

is the regularization of $\Psi$.

Proposition 2.10 (Ref. [20]). The regularization $\Psi_c$ of $\Psi$ is monotone and enjoys the Dunn property with constant $1/c$.

2.4.2. Convergence based on the Dunn property. If $\Psi_1$ has the Dunn property with constant $A$ and if $0 < \varepsilon < 2/A$, Algorithm (1.7) weakly converges (see [14]). Moreover, when $K$ is a strongly convex function with constant $b$, the convergence of (1.5) and (1.6) has been shown by Mataouli [20] and Zhu and Marcotte [28] if $0 < \varepsilon < 2b/A$.

3. New convergence results for Algorithm (1.1)

The convergence results which are given in this section are very different when the operator $\Psi$ is symmetric and when it is not. In the symmetric case, the Dunn property of the auxiliary operator $\overline{\Psi}$ over every bounded set suffices to ensure convergence. If $\Psi$ is not symmetric, assumptions that relate the geometries of $\Psi$ and $\overline{\Psi}$ have to be made. The proof of these convergence results can be found in Appendix A.
3.1. Symmetric case

Consider the minimization problem (1.2) where \( J : X \to \mathbb{R} \) is a convex lower semi-continuous (l.s.c.) mapping and \( X^{ad} \) is a nonempty closed convex subset. The subdifferential of \( J + I_{X^{ad}} \) where \( I_{X^{ad}} \) is the indicator function of \( X^{ad} \) is a maximal monotone operator (see [21]. A zero of this maximal monotone operator is a solution of (1.2).

Algorithm (1.1) when applied to this problem yields

\[
0 \in \left( \frac{1}{\varepsilon} \left( \Xi(x^{k+1}) - \Xi(x^k) \right) + \partial[J + I_{X^{ad}}](x^{k+1}) \right),
\]

(3.1)

The idea of using such a nonsymmetric auxiliary operator to minimize a function may seem rather odd. Nevertheless, the relaxation a nonsymmetric part of \( \partial[J + I_{X^{ad}}] \) at each iteration is not as eccentric as it may seem. In the linear case, -- when \( J = \frac{1}{2} \langle x, Ax \rangle - \langle b, x \rangle \), with \( A \) linear and \( b \in X \), and \( X^{ad} = X \) --, by choosing \( \Xi = I - \varepsilon U \), where \( U \) is an upper triangular part of \( A \), Algorithm (3.1) turns out to be a Gauss-Seidel algorithm: a triangular system has to be solved at each iteration. Using this type of strategy, in the nonlinear case, sequential version of gradient or relaxation algorithms may be obtained. To illustrate this point, let us consider the following example

\[
\min_{(y, z) \in Y^{ad} \times Z^{ad}} F(y, z) \overset{\text{def}}{=} f(y) + \langle y, h(z) \rangle + g(z),
\]

(3.2)

where \( Y \) and \( Z \) are two Hilbert spaces, \( h : Z \to Y \) and \( f : Y \to \mathbb{R} \) and \( g : Z \to \mathbb{R} \). One assumes that \( F \) is a convex mapping and that \( Y^{ad} \) and \( Z^{ad} \) are two nonempty closed convex subsets.

By choosing a (generally) nonsymmetric operator \( \Xi : (y, z) \mapsto (y - \varepsilon h(z), \varepsilon z) \), Algorithm (3.1) applied to this problem turns out to be a sequential relaxation algorithm: knowing \((y^k, z^k)\),

\[
\min_{y \in Y^{ad}} \left( \frac{1}{2\varepsilon} \|y - y^k\|^2 + F(y, z^k) \right) \text{ provides } y^{k+1},
\]

(3.3a)

\[
\min_{z \in Z^{ad}} \left( \frac{1}{2\rho} \|z - z^k\|^2 + F(y^{k+1}, z) \right) \text{ provides } z^{k+1}.
\]

(3.3b)

If \( f \) and \( g \) are differentiable, with

\[
\Xi : (y, z) \mapsto (y - \varepsilon h(z) - \varepsilon f'(y), \varepsilon z - \varepsilon g'(z)),
\]

one obtains a sequential gradient algorithm

\[
y^{k+1} = \text{proj}_{Y^{ad}} \left( y^k - \varepsilon \frac{\partial F}{\partial y}(y^k, z^k) \right),
\]

(3.4a)

\[
z^{k+1} = \text{proj}_{Z^{ad}} \left( z^k - \rho \frac{\partial F}{\partial z}(y^{k+1}, z^k) \right)
\]

(3.4b)

where, e.g., \( \text{proj}_{Y^{ad}} \) denotes the projection on \( Y^{ad} \); clearly, partial linearizations of \( f \) and \( g \) would yield algorithms halfway between (3.3) and (3.4).

**Proposition 3.1.** Assume that
- \( J : X \to \mathbb{R} \) is a convex, l.s.c. function which is coercive over \( X^{ad} \),
- the auxiliary operator \( \Xi : X \to X \) has the Dunn property over every bounded subset of \( X \).
Then, Problem (3.1) has a solution $x^{k+1}$. The sequence $\{J(x^k)\}$ decreases and converges towards $J(x^1)$ where $x^1$ is a solution of (1.2). Furthermore, the sequence $\{x^k\}$ has cluster points in the weak topology, and every such cluster point is a solution of (1.2).

Remark 3.2. The Dunn property of $\Xi$ over every bounded set is satisfied if this operator is strongly monotone and is Lipschitz continuous over every bounded set (see [20]).

Remark 3.3. Assume that the mapping $h$ in Problem (3.2) has the Lipschitz property with constant $L$. The auxiliary operator $\Xi$ which has been chosen to obtain (3.3) is such that for all $y_1, y_2 \in Y$ and for all $z_1, z_2 \in Z$, one has that

$$\langle \Xi(y_1, z_1) - \Xi(y_2, z_2), (y_1, z_1) - (y_2, z_2) \rangle = \|y_1 - y_2\|^2 - \varepsilon \langle h(z_1) - h(z_2), y_1 - y_2 \rangle + \frac{\varepsilon}{\rho} \|z_1 - z_2\|^2 \geq \left(1 - \frac{1}{2\alpha}\right) \|y_1 - y_2\|^2 + \varepsilon \left(1 - \frac{\alpha L^2}{2}\right) \|z_1 - z_2\|^2,$$

for all $\alpha > 0$. Therefore, if $\varepsilon \rho < 4/L^2$, the operator $\Xi$ is strongly monotone and has the Lipschitz property: the assumptions of Proposition 3.1 are satisfied; Algorithm 3.3 converges.

Proposition 3.1 also ensures the convergence of Algorithm 3.4 provided that $h$, $f'$ and $g'$ have the Lipschitz property.

3.2. General case

If $M : X \rightarrow X$ is a linear continuous, symmetric, strongly monotone operator, then $\|x\|_M$ denotes the related norm $\langle x, MX^{1/2}$. Theorem 3.4. Let $\Psi : X \rightarrow 2^X$ be a maximal monotone operator. Assume that $\Xi = K' + \varepsilon \Sigma$ where:

- $K'$ is the derivative of a convex mapping $K$; $K'$ is supposed to be Lipschitz over any bounded subset and to satisfy

$$\forall x_1, x_2 \in \text{dom} \Psi, \langle K'(x_1) - K'(x_2), x_1 - x_2 \rangle \geq \|x_1 - x_2\|^2_M, \quad (3.5)$$

- $\Sigma : X \rightarrow X$ is hemicontinuous.

Suppose that there exists $A > 0$ such that

$$\forall x_1, x_2 \in \text{dom} \Psi, \forall (\psi_1, \psi_2) \in \Psi(x_1) \times \Psi(x_2) :$$

$$\langle \psi_1 - \psi_2, x_1 - x_2 \rangle \geq \frac{1}{A} \|\Sigma(x_1) - \Sigma(x_2)\|^2_M, \quad (3.6)$$

and that $0 < \varepsilon < 2/A$; then Problem (1.1) has a unique solution. Assuming $\Psi$ has a zero $x^1$, the sequence $\{x^k\}$ has cluster points in the weak topology and every such cluster point is a zero of $\Psi$. Moreover:

- $\{\Sigma(x^k)\}$ strongly converges towards $\Sigma(x^1)$ (which, after (3.6), is unique even if $x^1$ is not) and $\{\Xi(x^{k+1}) - \Xi(x^k)\}$ strongly converges towards 0;

- if $K'$ is continuous when the domain and the range spaces are both equipped with the weak topology, the whole sequence $\{x^k\}$ converges weakly towards a zero of $\Psi$.
• if $\Psi$ is strongly monotone, $\{x^k\}$ strongly converges towards the unique zero of $\Psi$.

**Remark 3.5.** Assumptions of Theorem 3.4 ensure the continuity of $K'$ in the strong topology. In a finite dimensional space, the convergence of the whole sequence towards a solution is thus established without any further assumptions.

**Remark 3.6.** It has already been pointed out that (1.6) is nothing but (1.1) for $\Sigma = K' - \varepsilon \Psi_1$ (that is, for $\Sigma = -\Psi_1$). In this case, for $M = I$, assumption (3.6) may be written as follows

$$\forall x_1, x_2 \in X^\text{ad}: \langle \Psi(x_1) - \Psi(x_2), x_1 - x_2 \rangle \geq \frac{1}{A} \|\Psi_1(x_1) - \Psi_1(x_2)\|^2. \quad (3.7)$$

Under this assumption, if $K$ is strongly convex with constant $b$, if $0 < \varepsilon < 2b/A$, and if $\Psi_1$ is hemi-continuous, convergence will be ensured by Theorem 3.4.

Therefore, convergence can be claimed without assuming the monotonicity of $\Psi_1$ and $\Psi_2$ but only the monotonicity of $\Psi$. Moreover, this convergence does not only result from the properties of $\Psi$ (or of $\Psi_1$) but also from a relationship between the geometry of $\Psi$ and that of $\Psi_1$ as expressed by (3.7).

The property (3.7) is the Dunn property whenever $\Psi = \Psi_1$. Therefore, Theorem 3.4 turns out to be a generalization of the convergence result obtained by Mataoui [20]. Zhu and Marcotte proved the convergence of a scheme like (1.6) under the assumption that $\Psi_1$ enjoys the Dunn property and that $\Psi_2$ is monotone. In such a case, (3.7) is also satisfied.

**Remark 3.7.** In order to derive Algorithm (1.8) from (1.6), one can choose $K' = I$ and $\Psi_1 = \Psi$, that is, $\Psi_2 = 0$, and then, the assumption which ensures convergence of (1.8) is the Dunn property of $\Psi$. But, one can also obtain (1.8) from (1.6) with any nonzero $\Psi_2$, provided this is symmetric (choose $K' = I - \varepsilon \Psi_2$, that is, $\Sigma = -\Psi_1$). Then, condition (3.6) may turn out to be weaker than the Dunn property of $\Psi$. For example, in $\mathbb{R}^2$, consider

$$\Psi(x, y) = \begin{pmatrix} x - y \\ x \end{pmatrix}, \quad \Psi_1(x, y) = \begin{pmatrix} 0 \\ 2x \end{pmatrix}, \quad \Psi_2(x, y) = \begin{pmatrix} x - y \\ -x \end{pmatrix}.$$  

4. Application to Saddle Point Problems

In the general case, the Dunn property ensures convergence of Algorithm (1.8). We aim at showing that, by taking advantage of the specific structure of the operators related to convex-concave functions, this Dunn assumption may be weakened. The application of Theorem 3.4 proves convergence of this algorithm provided that the partial Dunn property holds true (see Definition 4.4, below). This property can be enforced by partial regularization.

4.1. Partial Regularization

4.1.1. Definition. Let $Y$ and $Z$ be two Hilbert spaces such that $X = Y \times Z$. For all $x \in X$, $\Psi_Y(x)$ and $\Psi_Z(x)$ denote the projection of $\Psi(x)$ onto $Y$ and $Z$, respectively.
**Definition 4.1.** The operator $\Psi$ is $Z$-regularizable if it is monotone and if the following two assumptions hold:

\[
\forall y \in Y, \{\text{dom}\Psi_Z(y, \cdot) \neq \emptyset\} \Rightarrow \{\Psi_Z(y, \cdot) \text{ is maximal monotone}\}, \quad (4.1)
\]
\[
\forall (y, z) \in Y \times Z, \Psi(y, z) = \Psi_Y(y, z) \times \Psi_Z(y, z). \quad (4.2)
\]

**Definition 4.2.** Assume that $\Psi$ is $Z$-regularizable. Let $c$ be a positive number. The partial regularization of $\Psi$ over $Z$ is defined as follows: $\Psi^Z_c : X \to 2^X$,

\[
x = (y, z) \mapsto \Psi^Z_c(x) := \begin{cases} 
\begin{array}{ll}
  \frac{c\Psi_Y(y, s)}{1-c(s-z)} & \text{if } \text{dom}\Psi_Z(y, \cdot) \neq \emptyset \\
  \emptyset & \text{otherwise}
\end{array}
\end{cases}
\]

where $s$ is the unique solution of

\[
0 \in \frac{1}{c}(s-z) + \Psi_Z(y, s). \quad (4.4)
\]

Problem (4.4) consists in finding a zero of the sum of two maximal monotone operators, one of them, proportional to identity, having the whole space as its domain. Hence, this sum is a maximal monotone operator (see [24]). Moreover, because identity is strongly monotone, Problem (4.4) has a unique solution (see Proposition 2.5).

**Proposition 4.3.** Suppose $\Psi$ is $Z$-regularizable and has zeros. Then, the zeros of $\Psi^Z_c$ are those of $\Psi$ and conversely.

**Proof.** Let $x^1 = (y^1, z^1) \in X$ be a zero of $\Psi$. Then, from (4.4) it follows that $s_Z(x^1) = z^1$ and thus $x^1$ is a zero of $\Psi^Z_c$.

Conversely, if $x^1 = (y^1, z^1) \in X$ is a zero of $\Psi^Z_c$, the projection of $\Psi^Z_c(x^1)$ onto $Z$ shows that $s(x^1) = z^1$ and therefore, from (4.4), $0 \in \Psi_Z(x^1)$. The projection of $\Psi^Z_c(x^1)$ onto $Y$ shows that $0 \in \Psi_Y(x^1)$. Finally, from assumption (4.2), we conclude that $0 \in \Psi(x^1)$. \hfill \Box

### 4.1.2. Partial Regularization and Partial Dunn Property.

**Definition 4.4.** The operator $\Psi : X \to 2^X$ enjoys the partial Dunn property over $Z$ with constant $A_Z \in \mathbb{R}_+$ if

\[
\forall (x_1, x_2) \in X \times X, \forall (\psi_1, \psi_2) \in \Psi(x_1) \times \Psi(x_2):
\]

\[
\langle \psi_1 - \psi_2, x_1 - x_2 \rangle \geq \frac{1}{A_Z} \|\psi_1, z - \psi_2, z\|^2. \quad (4.5)
\]

**Remark 4.5.** If (4.5) holds, $\Psi_Z(y, \cdot) : z \mapsto \Psi_Z(y, z)$ has the Dunn property and thus a single-valued operator. Therefore, (4.5) can be rephrased:

\[
\forall (x_1, x_2) \in X \times X, \forall (\psi_1, \psi_2) \in \Psi(x_1) \times \Psi(x_2):
\]

\[
\langle \psi_1 - \psi_2, x_1 - x_2 \rangle \geq \frac{1}{A_Z} \|\Psi_Z(x_1) - \Psi_Z(x_2)\|^2.
\]

**Proposition 4.6.** Suppose $\Psi$ is $Z$-regularizable and has a zero. The operator $\Psi^Z_c$ is monotone and has the partial Dunn property over $Z$ with constant $1/c$. 
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\begin{proof}
Let \(x_1, x_2 \in X\). Let \((\xi_1, \xi_2) \in \Psi_c^Z(x_1) \times \Psi_c^Z(x_2)\). The definition of \(\Psi_c^Z\) shows that there exists \((\psi_{1, Y}, \psi_{2, Y}) \in \Psi_Y(y_1, s_1) \times \Psi_Y(y_2, s_2)\) such that
\[\langle \xi_1 - \xi_2, x_1 - x_2 \rangle = \langle \psi_{1, Y} - \psi_{2, Y}, y_1 - y_2 \rangle + \frac{1}{c} \langle (s_2 - z_2) - (s_1 - z_1), z_1 - z_2 \rangle. \quad (4.6)\]

One has that
\[
\Delta = \frac{1}{c} \| (s_1 - z_1) - (s_2 - z_2) \|^2 - \frac{1}{c} \langle (s_1 - z_1) - (s_2 - z_2), s_1 - s_2 \rangle.
\]
Moreover, the definition (4.4) of \(s_1\) and \(s_2\) subsumes the existence of \((\psi_{1, Z}, \psi_{2, Z}) \in \Psi_Z(y_1, s_1) \times \Psi_Z(y_2, s_2)\) such that
\[
\Delta = \frac{1}{c} \| (s_1 - z_1) - (s_2 - z_2) \|^2 + \langle \psi_{1, Z} - \psi_{2, Z}, s_1 - s_2 \rangle.
\]
Substituting this equality in (4.6) and using Assumption (4.2), one gets
\[
\langle \xi_1 - \xi_2, x_1 - x_2 \rangle = \frac{1}{c} \| (s_1 - z_1) - (s_2 - z_2) \|^2 + \langle \psi_{1, Z} - \psi_{2, Z}, s_1 - s_2 \rangle,
\]
where \(\psi_1 \in \Psi(y_1, s_1)\) and \(\psi_2 \in \Psi(y_2, s_2)\). The proof is completed by appealing to the monotonicity of \(\Psi\) and Definition 4.2. \qed

4.2. \textbf{Saddle point problems}

Consider the following problem
\[
\min_{v \in \mathcal{V}^{\text{ad}}} \max_{\pi \in \Pi^{\text{ad}}} \Lambda(v, \pi), \quad (4.7)
\]
where
- \(\Lambda\) is a convex-concave l.s.c.-u.s.c. function,
- \(\mathcal{V}^{\text{ad}} \subseteq \mathcal{V}\) and \(\Pi^{\text{ad}} \subseteq \Pi\) are two closed convex subsets of the Hilbert spaces \(\mathcal{V}\) and \(\Pi\).

Consider
\[
\Gamma : (v, \pi) \mapsto \Gamma_v(v, \pi) \times \Gamma_\pi(v, \pi),
\]
where
\[
\Gamma_v(v, \pi) \overset{\text{def}}{=} \partial_v[\Lambda + I_{\mathcal{V}^{\text{ad}}}] (v, \pi), \quad (4.8a)
\]
\[
\Gamma_\pi(v, \pi) \overset{\text{def}}{=} \partial_\pi[-\Lambda + I_{\mathcal{Y}^{\text{ad}}}] (v, \pi). \quad (4.8b)
\]
This mapping is maximal monotone (see [2]). The zeros of \(\Gamma\) are the solutions of (4.7).

4.2.1. \textbf{Algorithm}. Assume that \(\Lambda = \mathcal{L} + \mathcal{M}\) where \(\mathcal{L}\) and \(\mathcal{M}\) are two convex-concave l.s.c.-u.s.c. mappings; \(\mathcal{L}\) is supposed to be Gâteaux-differentiable with a hemicontinuous derivative. To compute solutions of (4.7), consider the algorithm: knowing \((v^k, \pi^k)\), derive \((v^{k+1}, \pi^{k+1})\) from the resolution of
\[
\max_{\pi \in \Pi^{\text{ad}}} \min_{v \in \mathcal{V}^{\text{ad}}} \left( \frac{1}{\rho} (G(v) - \langle G'_v(v^k), v \rangle) + \frac{1}{\rho} (H(\pi) - \langle H'_\pi(\pi^k), \pi \rangle) \right.
\]
\[
+ \langle L'_v(v^k, \pi^k), v \rangle + \langle L'_\pi(v^k, \pi^k), \pi \rangle + M(v, \pi) \right), \quad (4.9)
\]
\textsc{Esaim: COCV, September 1997, Vol. 2, pp. 281-306}
where $\varepsilon$ and $\rho$ are positive numbers and where $G$ (respectively, $H$) is a strongly convex (respectively, strongly concave) auxiliary function. This algorithm falls into the framework of the Auxiliary Problem Principle. For $G' = -H' = I$ and $\mathcal{L} = \Lambda$, one obtains a gradient algorithm which is nothing but a parallel form of the Arrow-Hurwicz algorithm:

$$
u^{k+1} = \text{proj}_{\mathcal{Y}^d} \left( \nu^k - \varepsilon \Lambda'_\nu(v^k, \pi^k) \right),$$  \hspace{1cm} (4.10a) \\
$$
\pi^{k+1} = \text{proj}_{\mathcal{P}^d} \left( \pi^k + \rho \Lambda'_\pi(v^k, \pi^k) \right).$$  \hspace{1cm} (4.10b)

In the case when $\mathcal{M} = \Lambda$, one obtains a classical proximal algorithm. Moreover, Algorithm (4.9) may be viewed as an application of the general scheme (1.1) to $\Gamma$. By picking up the following auxiliary operator

$$
\Xi : (v, \pi) \mapsto \Xi(v, \pi) = \left( \frac{G'(v) - \varepsilon \Lambda'_\nu(v, \pi)}{\delta} - \frac{H'(\pi)}{\delta} \right) + \varepsilon \Lambda'_\pi(v, \pi),
$$  \hspace{1cm} (4.11)

Algorithm (1.1) takes the following form: $0 \in \mathcal{Y}^d \times \mathcal{P}^d$ whenever

$$
\left( \frac{1}{\varepsilon} \left( G'(v^{k+1}) - G'(v^k) + \Lambda'_\nu(v^k, \pi^k) + \partial_\nu [\mathcal{M} + I_{\mathcal{Y}^d \times \mathcal{P}^d}](v^k, \pi^k) \right) \right) - \left( L'_\nu(v^k, \pi^k) + \partial_\nu [\mathcal{M} + I_{\mathcal{Y}^d \times \mathcal{P}^d}](v^k, \pi^k) \right).
$$

These are nothing but the optimality conditions of Problem (4.9).

4.2.2. Convergence.

Theorem 4.7. Consider Problem (4.7) where $\Lambda = \mathcal{L} + \mathcal{M}$ is a convex-concave mapping such that:

- $\Lambda$ has a saddle point $x^\dagger = (v^\dagger, \pi^\dagger)$ over the closed convex subset $\mathcal{Y}^d \times \mathcal{P}^d$;
- $\mathcal{M} : \mathcal{V} \times \Pi \rightarrow \mathbb{R}$ is convex-concave l.s.c.-u.s.c. over $\mathcal{Y}^d \times \mathcal{P}^d$,
- $\mathcal{L} : \mathcal{V} \times \Pi \rightarrow \mathbb{R}$ is convex-concave l.s.c.-u.s.c. and differentiable with a hemiconvex continuous derivative over $\mathcal{Y}^d \times \mathcal{P}^d$.

Assume that:

- $L'_\nu(\cdot, \pi)$ is $L$-Lipschitz (uniformly in $\pi$),
- $L'_\pi(\cdot, \pi)$ is $C$-Lipschitz (uniformly in $\pi$),

and that the following condition is satisfied

$$
\forall (v_1, \pi_1), (v_2, \pi_2) \in \mathcal{Y}^d \times \mathcal{P}^d, \forall (v_1, \pi_1) \in \Gamma(v_1, \pi_1) \times \Gamma(v_2, \pi_2),
$$

$$
\langle \gamma_1 - \gamma_2, (v_1, \pi_1) - (v_2, \pi_2) \rangle \geq \frac{1}{D} \left\| L'_\nu(v_1, \pi_1) - L'_\nu(v_2, \pi_2) \right\|^2,
$$  \hspace{1cm} (4.12)

where $\Gamma$ is the operator defined by (4.8).

Consider Algorithm (4.9) where $G$ and $-H$ are strongly convex, with constants $b_G$ and $b_H$, and differentiable with Lipschitz continuous derivatives over every bounded subset.

Then, if $\varepsilon$ and $\rho$ satisfy

$$
0 < \rho < \frac{b_H}{2D + C^2/\alpha}, \hspace{1cm} 0 < \varepsilon < \frac{b_G}{\alpha + L},
$$  \hspace{1cm} (4.13)

for some $\alpha > 0$, $v^{k+1}$ and $\pi^{k+1}$ do exist in (4.9) and are unique. The sequence $\{(v^k, \pi^k)\}$ has cluster points in the weak topology. Every such cluster point is a saddle point of $\Lambda$ over $\mathcal{Y}^d \times \mathcal{P}^d$. If $L'_\nu$, $G'$ and $H'$ are
continuous when the domain and range spaces are equipped with the weak topology, the whole sequence \( \{ (v^k, \pi^k) \} \) converges weakly towards a solution.

**Proof.** Under the foregoing assumptions, the operator \( \Gamma \) defined by (4.8) is a maximal monotone operator. Algorithm (4.9) is a particular instance of (1.1) for the auxiliary operator \( \Xi \) defined by (4.11). To complete this proof, one has thus to show that, for this auxiliary operator, the assumptions of Theorem 3.4 are satisfied.

The operator \( \Xi \) is equal to \( K^l + \varepsilon \Sigma \) with

\[
K : (v, \pi) \mapsto K(v, \pi) \overset{\text{def}}{=} G(v) - \frac{\varepsilon}{\rho} H(\pi) - \varepsilon \mathcal{L}(v, \pi), \tag{4.14}
\]

\[
\Sigma : (v, \pi) \mapsto \Sigma(v, \pi) \overset{\text{def}}{=} \left( \begin{array}{c}
0 \\
2 \mathcal{L}_\pi^l(v, \pi)
\end{array} \right). \tag{4.15}
\]

Let \( x_1 \overset{\text{def}}{=} (v_1, \pi_1) \in \mathcal{V}^\text{ad} \times \mathcal{P}^\text{ad} \) and \( x_2 \overset{\text{def}}{=} (v_2, \pi_2) \in \mathcal{V}^\text{ad} \times \mathcal{P}^\text{ad} \). The strong monotonicity of \( \mathcal{G}^l \) and of \(-H^l \) yields

\[
\frac{\Delta K}{\Delta x_2} \left( K'(x_1) - K'(x_2), x_1 - x_2 \right) \geq b_G\|v_1 - v_2\|^2 + \frac{\varepsilon}{\rho} b_H\|\pi_1 - \pi_2\|^2
\]

\[
- \varepsilon \left( \mathcal{L}_\pi^l(v_1, \pi_1) - \mathcal{L}_\pi^l(v_2, \pi_2), v_1 - v_2 \right)
\]

\[
- \varepsilon \left( \mathcal{L}_\pi^l(v_1, \pi_1) - \mathcal{L}_\pi^l(v_2, \pi_2), \pi_1 - \pi_2 \right).
\]

The concavity of \( \mathcal{L}(\cdot, \cdot) \) and the Lipschitz property of \( \mathcal{L}_\pi^l(\cdot, \pi) \) yield

\[
\left\langle -\mathcal{L}_\pi^l(v_1, \pi_1), \pi_1 - \pi_2 \right\rangle = \left\langle \mathcal{L}_\pi^l(v_2, \pi_1) - \mathcal{L}_\pi^l(v_1, \pi_1), \pi_1 - \pi_2 \right\rangle
\]

\[
- \left\langle \mathcal{L}_\pi^l(v_2, \pi_1), \pi_1 - \pi_2 \right\rangle
\]

\[
\geq -C\|v_1 - v_2\|\|\pi_1 - \pi_2\| - \mathcal{L}(v_2, \pi_1) + \mathcal{L}(v_1, \pi_2);
\]

\[
\left\langle -\mathcal{L}_\pi^l(v_2, \pi_2), \pi_2 - \pi_1 \right\rangle \geq -C\|v_1 - v_2\|\|\pi_1 - \pi_2\| - \mathcal{L}(v_1, \pi_2) + \mathcal{L}(v_1, \pi_1).
\]

Since \( \mathcal{L}(\cdot, \pi) \) is convex and \( \mathcal{L}_\pi^l(\cdot, \pi) \) is Lipschitz, one has that

\[
- \left\langle \mathcal{L}_\pi^l(v_1, \pi_1), v_1 - v_2 \right\rangle \geq \mathcal{L}(v_2, \pi_1) - \mathcal{L}(v_1, \pi_1) - \frac{L}{2}\|v_1 - v_2\|^2;
\]

\[
\left\langle \mathcal{L}_\pi^l(v_2, \pi_2), v_1 - v_2 \right\rangle \geq \mathcal{L}(v_1, \pi_2) - \mathcal{L}(v_2, \pi_2) - \frac{L}{2}\|v_1 - v_2\|^2.
\]

The sum of these four inequalities yields

\[
-\delta_1 - \delta_2 \geq -L\|v_1 - v_2\|^2 - 2C\|v_1 - v_2\|\|\pi_1 - \pi_2\|,
\]

and thus

\[
\Delta K \geq (b_G - \varepsilon (L + \alpha))\|v_1 - v_2\|^2 + \frac{\varepsilon}{\rho} \left( b_H - \frac{C^2}{\alpha} \right)\|\pi_1 - \pi_2\|^2 \tag{4.16}
\]

for all \( \alpha \in \mathbb{R}^*_+ \). If (4.13) holds true, then

\[
M : (v, \pi) \mapsto (b_G - \varepsilon (L + \alpha)) v + (\varepsilon/\rho) \left( b_H - \rho C^2/\alpha \right) \pi
\]

is strongly monotone. With this definition of $M$, (4.16) is nothing but (3.5). Let $(\gamma_1, \gamma_2) \in \Gamma(x_1) \times \Gamma(x_2)$. Inequality (4.12), the definition (4.15) of $\Sigma$ and that of $M$ imply that

\[
\langle \gamma_1 - \gamma_2, x_1 - x_2 \rangle \geq \frac{1}{D} \left\| L'_x(v_1, \pi_1) - L'_x(v_2, \pi_2) \right\|^2 \\
\geq \frac{1}{4D} \frac{\varepsilon}{\rho} \left( b_H - \rho \frac{C^2}{\alpha} \right) \left\| \Sigma(x_1) - \Sigma(x_2) \right\|^2.
\]

Because $b_H > \rho C^2/\alpha$, inequality (3.6) is satisfied for an appropriate definition of $A$. With this value of $A$, assumptions on $\varepsilon$ of Theorem 3.4 hold true if

$$0 < \varepsilon < \frac{2}{\varepsilon} \left( \frac{b_H - \rho C^2}{\alpha} \right).$$

With the condition upon $\rho$, this inequality is satisfied. Therefore, Theorem 3.4 implies Theorem 4.7.

**Corollary 4.8.** Consider Problem (4.7) where $\Lambda$ is a convex-concave l.s.c.-u.s.c. mapping which has a saddle point $(v^1, \pi^1)$ over the closed convex set $\mathcal{V}^{ad} \times \Pi^{ad}$. Assume that:

- $\Lambda$ is convex-concave, differentiable with a hemicontinuous derivative which enjoys the partial Dunn property over $\Pi$ with constant $D$,
- $\Lambda'_x(\cdot, \pi)$ is $L$-Lipschitz (uniformly in $\pi$).

Then, $\Lambda'_x(\cdot, \pi)$ is Lipschitz with constant $C = \sqrt{DL}$. Moreover, if $\varepsilon$ and $\rho$ satisfy

$$0 < \rho < \frac{1}{D(2 + L/\alpha)}, \quad 0 < \varepsilon < \frac{1}{\alpha + L},$$

for some $\alpha > 0$, then the sequence $\{(v^k, \pi^k)\}$ obtained with Algorithm (4.10) has cluster points in the weak topology. Every such cluster point is a saddle point of $\Lambda$ over $\mathcal{V}^{ad} \times \Pi^{ad}$. If $\Lambda'$ is continuous when the domain and range spaces are equipped with the weak topology, the whole sequence converges towards a saddle point.

**Proof.** Let $v_1, v_2 \in \mathcal{V}^{ad}$ and $\pi \in \Pi^{ad}$. The Lipschitz property of $\Lambda'_x(\cdot, \pi)$ and the partial Dunn property of $\Lambda$ yield

\[
L \left\| v_1 - v_2 \right\|^2 \geq \left\| \Lambda'_x(v_1, \pi) - \Lambda'_x(v_2, \pi) \right\| \left\| v_1 - v_2 \right\|
\geq \langle \Lambda'_x(v_1, \pi) - \Lambda'_x(v_2, \pi), v_1 - v_2 \rangle
\geq \frac{1}{D} \left\| \Lambda'_x(v_1, \pi) - \Lambda'_x(v_2, \pi) \right\|^2.
\]

This inequality shows that $\Lambda'_x(\cdot, \pi)$ is Lipschitz with constant $\sqrt{DL}$. This point being fixed, Corollary 4.8 is a straightforward application of Theorem 4.7.

**5. Convergence rate**

The convergence of Algorithm (1.1) is proved by showing that a certain Lyapunov function decreases. This function is generally not the square of the Hilbert space distance of the current point from the optimum, and this does not generally decrease at each iteration. Obtaining a classical linear
convergence result is thus out of question. Nevertheless, if \( \Psi \) is strongly monotone, linear convergence “in the average” (see Definition 5.1 below) can be proved. Moreover, this strong monotonicity assumption can be weakened if the symmetric part of \( \Xi \) is linear. Then, the Lipschitz property of the inverse yields a convergence rate again linear in the average.

The evaluation of this convergence rate in the particular case of symmetric auxiliary operators \( (\Xi = K') \) shows that the ratio of the strong monotonicity constant (or of the inverse of the Lipschitz constant of the inverse) of \( \Psi \) by the Lipschitz constant of \( \Xi \) is decisive for the convergence rate.

Results about convergence rates are stated in \( \S \)5.2 and 5.3 and proofs are found in Appendices B and C, respectively.

### 5.1. Mean convergence rate and Lyapunov functions

**Definition 5.1.** The sequence \( \{x^k\} \) converges in the average linearly towards \( x^l \), with the rate \( \kappa \in [0, 1] \), if

\[
\forall k \in \mathbb{N}: \quad \limsup_{n \to +\infty} \sqrt[n]{\|x^{k+n} - x^l\|} \leq \kappa. \tag{5.1}
\]

**Proposition 5.2.** Let \( \varphi : X \to \mathbb{R} \) be a convex mapping over \( X^\text{ad} \) which has a minimum \( x^l \) such that:

\[
\exists \bar{a} \in \mathbb{R}_+, \, \forall x \in X^\text{ad}: \quad \varphi(x) \geq \frac{\bar{a}}{2}\|x - x^l\|^2; \tag{5.2}
\]

\[
\exists \hat{L} \in \mathbb{R}_+, \, \forall x \in X^\text{ad}: \quad \varphi(x) \leq \frac{\hat{L}}{2}\|x - x^l\|^2. \tag{5.3}
\]

Let \( \{x^k\} \) be a sequence of \( X^\text{ad} \) such that

\[
\exists \eta \in (0, 1]; \forall k \in \mathbb{N}: \quad \varphi(x^{k+1}) - \varphi(x^k) \leq \eta \left( \varphi(x^k) - \varphi(x^l) \right). \tag{5.4}
\]

Then \( \{x^k\} \) converges in the average linearly towards \( x^l \) with the rate \( \sqrt{1-\eta} \).

**Proof.** Setting \( x = x^l \), inequalities (5.2) and (5.3) show that \( \varphi(x^l) = 0 \). From (5.4), it follows that

\[
\varphi(x^{k+1}) - \varphi(x^l) \leq (1 - \eta) \left( \varphi(x^k) - \varphi(x^l) \right)
\]

and thus, for all \( n \in \mathbb{N}^* \),

\[
\varphi(x^{k+n}) - \varphi(x^l) \leq (1 - \eta)^n \left( \varphi(x^k) - \varphi(x^l) \right).
\]

Since \( \varphi(x^l) = 0 \), (5.2) and (5.3) yield

\[
\frac{\bar{a}}{2}\|x^{k+n} - x^l\|^2 \leq \varphi(x^{k+n}) - \varphi(x^l) \quad \text{and} \quad \varphi(x^k) - \varphi(x^l) \leq \frac{\hat{L}}{2}\|x^k - x^l\|^2.
\]

The last three inequalities imply that

\[
\forall n \in \mathbb{N}^*, \quad \|x^{k+n} - x^l\| \leq (1 - \eta)^{n/2} \sqrt{n} \frac{\hat{L}}{\bar{a}}\|x^k - x^l\|,
\]

from which, for all \( \beta < \eta \), it follows that

\[
\exists \ell \in \mathbb{N}^*: \forall n > \ell, \quad \|x^{k+n} - x^l\| \leq (1 - \beta)^{n/2}\|x^k - x^l\|,
\]

and thus
\[ \limsup_{n \to +\infty} \sqrt{n} \frac{\|x^{k+n} - x^i\|}{\|x^i - x^k\|} \leq \sqrt{1 - \beta}. \]
Since this inequality holds for every \( \beta < \eta \), it holds for \( \beta = \eta \). \( \square \)

5.2. Strong monotonicity

5.2.1. General case.

**Assumption 5.3.** The assumptions of Theorem 3.4 are satisfied and
- the operator \( \Psi \) has a unique zero \( x^i \) such that
  \[ \exists a \in \mathbb{R}^*_+ : \forall x \in \text{dom} \Psi, \forall \psi_x \in \Psi(x), \langle \psi_x, x - x^i \rangle \geq a\|x - x^i\|^2, \quad (5.5) \]
- the operator \( \Sigma \) is Lipschitz continuous over every bounded subset of the domain of \( \Psi \).

**Remark 5.4.** Inequality (5.5) obviously holds if \( \Psi \) is strongly monotone. Yet, it may be satisfied by an operator which does not share this property. For example, the subdifferential of the function \( x \to |x| + I_B(x) \), where \( B \) is a closed bounded interval of \( \mathbb{R} \), satisfies (5.5).

**Theorem 5.5.** Under Assumption 5.3, Algorithm (1.1) converges strongly and in the average linearly towards \( x^i \).

5.2.2. Symmetric auxiliary operator.

**Proposition 5.6.** In addition to Assumption 5.3, suppose that \( \Sigma = 0 \) and that \( K' \) is Lipschitz continuous with constant \( B \) over the domain of \( \Psi \). Algorithm (1.1) becomes
\[ 0 \in \left( \frac{1}{\varepsilon} \left( K'(x^{k+1}) - K'(x^k) \right) + \Psi(x^{k+1}) \right). \quad (5.6) \]
It converges strongly and in the average linearly with the rate \( \sqrt{1/(1 + 2a/B)} \).

**Remark 5.7.** Since \( \Sigma = 0 \) here, one may consider that \( A \) in Theorem 3.4 is arbitrarily small and that \( \varepsilon \) may be taken arbitrarily large. Hence the rate of the average linear convergence can be made arbitrarily good by increasing \( \varepsilon \). This is a well known fact in the context of the proximal point algorithm to which (1.1) is reduced in the case considered here. However, from the practical point of view, (1.1) cannot always be solved easily without further specialization. This is the topic of the next remark which explains how a practical bound then arises for \( \varepsilon \).

**Remark 5.8.** Consider the auxiliary function
\[ K : x \mapsto \frac{\sigma}{2} \|x\|^2 - \varepsilon J_1, \quad (5.7) \]
where \( J_1 \) is a differentiable function with an \( A_1 \)-Lipschitz derivative. By introducing the term \( -\varepsilon J_1 \), one aims at canceling the coupling terms that would prevent decomposition in the original problem. In order to ensure the strong convexity of \( K \) (and thus the convergence of (5.6)), one is led to choose \( \sigma > \varepsilon A_1 \). For \( \sigma = \varepsilon A_1 + \varepsilon \mu \) with \( \mu \) positive and "small", one obtains \( (BK/2\varepsilon) = A_1 + \mu/2 \). The convergence rate of (5.6) becomes then
\[ \sqrt{1/(1 + a/(A_1 + \mu/2))}. \]
Since $\mu$ can be chosen as small as necessary, it is the ratio $a/A_1$ between
the strong convexity constant — of the whole operator $\Psi$ — and the Lip-
schitz constant of $J'_1$ which determines the best possible convergence rate.
Therefore, it is once more the relationship between the whole operator and
the part which enters the relaxation scheme at each iteration that plays the
major role.

5.2.3. **Partial relaxation and non-symmetric auxiliary operator.**
We now consider Algorithm (1.6). As it has already been noticed, this
algorithm is a particular case of (1.1) in which $\Xi = K' - \varepsilon \Psi_1$. Because
the operator $\Psi_1$ is not necessarily symmetric, generally $\Xi$ is not symmetric.
Therefore, Algorithm (1.6) is not a particular case of (5.6).

**Proposition 5.9.** Assume that the operator $\Psi$ is such that $\Psi = \Psi_1 + \Psi_2$
where

- $\Psi_1$ is a single-valued monotone operator which has the Dunn property
  with constant $A_1$ over the domain of $\Psi$;
- $\Psi_2$ is maximal monotone.

Assume that $K$ has a $B$-Lipschitz derivative and is strongly convex with
constant $b$ over the domain of $\Psi$, then if $0 < \varepsilon < 2b/A_1$, Algorithm (1.6)
converges in the average linearly with the rate

$$\sqrt{1/(1 + (2\varepsilon/B)a(1 - \varepsilon A_1/2b))}.$$  

For $\varepsilon = b/A_1$, this convergence rate is $\sqrt{1/(1 + ba/BA_1)}$.

5.3. **Lipschitz inverse**

5.3.1. **General case.**

**Assumption 5.10.** The assumptions of Theorem 3.4 are satisfied and

- the operator $\Psi$ has a unique zero $x^1$, and it satisfies
  $$\exists \nu \in \mathbb{R}^*_+ : \forall x \in \text{dom}\,\Psi, \forall \psi_x \in \Psi(x), \|\psi_x\| \geq \nu\|x - x^1\|; \quad (5.8)$$

- the auxiliary operator $\Sigma$ is Lipschitz over every bounded subset of the
domain of $\Psi$;
- the auxiliary function $K$ is quadratic and has a continuous derivative.

**Remark 5.11.** Note that if (5.5) holds true, then (5.8) is satisfied with
the same constant. If $\Psi$ has the Dunn property and satisfies (5.8), (5.5) holds
true. Nevertheless, (5.8) is weaker than (5.5). The rotation over $\mathbb{R}^2$

$$\Psi_r : (y, z) \mapsto \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} y \\ z \end{pmatrix}$$

satisfies (5.8) but not (5.5).

**Theorem 5.12.** Under Assumption 5.10, Algorithm (1.1) strongly con-
verges towards the unique zero of $\Psi$ and its convergence is in the average
linear.
5.3.2. Symmetric auxiliary operator.

Proposition 5.13. Under Assumption 5.10, consider Algorithm (5.6) where \( K' \) is linear continuous with norm \( B \). This algorithm strongly converges towards the unique zero of \( \Psi \). This convergence is in the average linear with the convergence rate \( \sqrt{1/(1 + (\varepsilon / B)^2)} \).

APPENDIX: PROOF OF TECHNICAL RESULTS

APPENDIX A. CONVERGENCE

A.1. Symmetric case

Proof of Proposition 3.1. Because \( J \) is convex and l.s.c., the mapping \( x \mapsto \partial [J + I_{X^w}](x) \) is maximal monotone. Because \( \Xi \) has the Dunn property (and thus the Lipschitz property) over every bounded subset of \( X \), it is hemicontinuous over \( X \). Proposition 2.6 thus shows that the operator

\[
\Phi^k : x \mapsto \varepsilon \partial [J + I_{X^w}](x) + \Xi(x) - \Xi(x^k),
\]

is maximal monotone. Let \( x \in X^w \) and \( \phi^k_x \in \Phi^k(x) \). Because \( \Xi \) is monotone and \( J \) is convex, one has that

\[
\langle \phi^k_x, x - x^k \rangle \geq \varepsilon (J(x) - J(x^k)).
\]

Since \( \Xi \) is coercive, \( \Phi^k \) satisfies Assumption 2.3. Problem (3.1) has thus a solution (see Proposition 2.5).

Let \( j^{k+1} \) be an element of \( \partial [J + I_{X^w}](x^{k+1}) \) such that

\[
\frac{1}{\varepsilon} (\Xi(x^{k+1}) - \Xi(x^k)) + j^{k+1} = 0. \tag{A.1}
\]

From the definition of the subdifferential, it follows that

\[
\frac{1}{\varepsilon} \langle \Xi(x^{k+1}) - \Xi(x^k), x^k - x^{k+1} \rangle = \langle j^{k+1}, x^{k+1} - x^k \rangle \geq J(x^{k+1}) - J(x^k). \tag{A.2}
\]

Because \( \Xi \) is monotone, the sequence \( \{J(x^k)\} \) is decreasing. Because \( \{J(x^k)\} \) is decreasing and bounded from below by \( J(x^1) \), it converges. This, and the coercivity of \( J \), prove that \( \{x^k\} \) is bounded. This sequence has thus cluster points in the weak topology.

Let \( A \) be the Dunn constant of \( \Xi \) over a bounded set which contains all the \( x^k \). From (A.2), it follows that

\[
-\frac{1}{\varepsilon A} ||\Xi(x^{k+1}) - \Xi(x^k)||^2 \geq J(x^{k+1}) - J(x^k). \tag{A.3}
\]

Because \( \{J(x^k)\} \) converges, the sequence \( \{||\Xi(x^{k+1}) - \Xi(x^k)||\} \) converges towards 0. From (A.1), it follows then that \( \{j^k\} \) strongly converges to zero. Because the graph of a maximal monotone operator is closed in \( X_{weak} \times X_{strong} \) (see [4]), every cluster point of \( \{x^k\} \) in the weak topology is a zero of \( \partial [J + I_{X^w}] \) and thus a solution of (1.2).
A.2. General case

Lemma A.1. Under the assumptions of Theorem 3.4, Problem (1.1) has a unique solution: there is a unique $x^{k+1}$ such that there exists $\psi^{k+1} \in \Psi(x^{k+1})$ such that

$$0 = \frac{1}{\varepsilon} (\Xi(x^{k+1}) - \Xi(x^k)) + \psi^{k+1}. \quad (A.4)$$

Proof. Since $K'$ is Lipschitz over every bounded subset and $\Sigma$ is hemicontinuous, $\Xi = K' + \varepsilon \Sigma$ is hemicontinuous over $X$. The operator $\Psi$ is maximal monotone. Proposition 2.6 ensures that if $(1/\varepsilon) \Xi + \Psi$ is monotone, it is maximal monotone. In addition, from Proposition 2.5, it follows that if $(1/\varepsilon) \Xi + \Psi$ is strongly monotone, Problem (1.1) has a unique solution.

Let us prove the strong monotonicity of this operator. Let $x_1, x_2 \in \text{dom} \Psi$ and let $(\psi_1, \psi_2) \in \Psi(x_1) \times \Psi(x_2)$. From (3.5) and (3.6), it follows that

$$\langle \frac{1}{\varepsilon} \Xi(x_1) + \psi_1 - \frac{1}{\varepsilon} \Xi(x_2) - \psi_2, x_1 - x_2 \rangle \geq \frac{1}{\varepsilon} \|x_1 - x_2\|_M^2 + \langle \Sigma(x_1) - \Sigma(x_2), x_1 - x_2 \rangle + \frac{1}{A} \|\Sigma(x_1) - \Sigma(x_2)\|_{M^{-1}}^2.$$

Furthermore,

$$\langle \Sigma(x_1) - \Sigma(x_2), x_1 - x_2 \rangle \geq - \|\Sigma(x_1) - \Sigma(x_2)\|_{M^{-1}} \|x_1 - x_2\|_M \quad (A.5)$$

$$\geq - \frac{1}{A} \|\Sigma(x_1) - \Sigma(x_2)\|_2^2 + \frac{A}{4} \|x_1 - x_2\|_M^2.$$

Since $\varepsilon < 2/A$, the previous inequalities prove that $\Xi/\varepsilon + \Psi$ is strongly monotone. Consequently, Problem (1.1) has a unique solution. \hfill \Box

Lemma A.2. Suppose that the assumptions of Theorem 3.4 hold true and consider the function $\varphi_0$:

$$x \mapsto \frac{1}{\varepsilon} \left( K(x^1) - K(x) - \langle K'(x), x^1 - x \rangle \right) + \langle \Sigma(x^1) - \Sigma(x), x^1 - x \rangle \quad (A.6)$$

where $x^1$ is a zero of $\Psi$. The sequence $\{x^k\}$ generated by Algorithm (1.1) satisfies, for all $\alpha > 0$,

$$\varphi_0(x^{k+1}) - \varphi_0(x^k) \leq - \frac{1 - \alpha}{2\varepsilon} \|x^{k+1} - x^k\|_M^2 + \frac{\varepsilon}{2\alpha} \|\Sigma(x^k) - \Sigma(x^1)\|_{M^{-1}}^2 - \langle \psi^{k+1}, x^{k+1} - x^1 \rangle. \quad (A.7)$$

Proof. From the definition of $\varphi_0$, one has that

$$\varphi_0(x^{k+1}) - \varphi_0(x^k) = \frac{1}{\varepsilon} \left( K(x^k) - K(x^{k+1}) - \langle K'(x^k), x^k - x^{k+1} \rangle \right)$$

$$+ \frac{1}{\varepsilon} \langle K'(x^k) - K'(x^{k+1}), x^k - x^{k+1} \rangle + \langle \Sigma(x^k) - \Sigma(x^{k+1}), x^k - x^{k+1} \rangle - \langle \Sigma(x^k) - \Sigma(x^1), x^k - x^{k+1} \rangle.$$

Since $\Xi = K' + \varepsilon \Sigma$, equality (A.4) and (3.5) yield

$$\varphi_0(x^{k+1}) - \varphi_0(x^k) \leq - \frac{1}{2\varepsilon} \|x^k - x^{k+1}\|_M^2 - \langle \psi^{k+1}, x^{k+1} - x^1 \rangle$$

$$+ \|\Sigma(x^k) - \Sigma(x^1)\|_{M^{-1}} \|x^k - x^{k+1}\|_M. \quad (A.8)$$
Since, for all $\alpha > 0$, one has that
\[
\|\Sigma(x^k) - \Sigma(x^i)\|_{M^{-1}} \|x^k - x^{k+1}\|_M \leq \frac{\varepsilon}{2\alpha} \|\Sigma(x^k) - \Sigma(x^i)\|_{M^{-1}}^2 + \frac{\alpha}{2\varepsilon} \|x^k - x^{k+1}\|_M^2,
\]

inequality (A.8) implies (A.7).

**Proof of Theorem 3.4.** The existence and the uniqueness of the solution of (1.1) is established by Lemma A.1. To complete the proof, we proceed in four stages:

- we introduce a Lyapunov function $\varphi$;
- we show that the sequence $\{\varphi(x^k)\}$ decreases;
- we derive that every cluster point of $\{x^k\}$ is a zero of $\Psi$;
- we finally prove additional convergence results under further assumptions.

**Choice of a Lyapunov function.** Let $\varphi : X \rightarrow \mathbb{R}$ be defined as
\[
\varphi : x \mapsto \varphi_0(x) + \frac{1}{A} \|\Sigma(x^i) - \Sigma(x)\|_{M^{-1}}^2,
\]
where $\varphi_0$ is defined by (A.6) and where $x^i$ is a zero of $\Psi$. Inequality (3.5) and the Schwarz inequality yield
\[
\varphi(x) \geq \frac{1}{2\varepsilon} \|x - x^i\|_M^2 - \|\Sigma(x) - \Sigma(x^i)\|_{M^{-1}} \|x - x^i\|_M
\]
\[
+ \frac{1}{A} \|\Sigma(x) - \Sigma(x^i)\|_{M^{-1}}^2
\]
\[
\geq \frac{1}{2} \left( \frac{1}{\varepsilon} - \frac{A}{2} \right) \|x - x^i\|_M^2
\]
(A.10)

by using (A.5) again. Since $0 < \varepsilon < 2/A$, this inequality proves that $\varphi$ is coercive and bounded from below by zero.

**The sequence $\{\varphi(x^k)\}$ is decreasing.** Because $0 \in \Psi(x^i)$, inequalities (A.7) and (3.6) imply that
\[
\varphi(x^{k+1}) - \varphi(x^k) \leq -\frac{1}{2\varepsilon} (1 - \alpha) \|x^k - x^{k+1}\|_M^2
\]
\[
- \frac{1}{A} \left( 1 - \frac{\varepsilon A}{2\alpha} \right) \|\Sigma(x^k) - \Sigma(x^i)\|_{M^{-1}}^2
\]
for any $\alpha \in \mathbb{R}_+^*$. Let $\alpha = (1 + \varepsilon A/2)/2$; then,
\[
\varphi(x^{k+1}) - \varphi(x^k) \leq -\frac{1}{(1 + \varepsilon A/2) A} \left( 1 - \frac{\varepsilon A}{2} \right) \|\Sigma(x^k) - \Sigma(x^i)\|_{M^{-1}}^2
\]
\[
\leq -\frac{1}{4\varepsilon} \left( 1 - \frac{\varepsilon A}{2} \right) \|x^k - x^{k+1}\|_M^2.
\]

(A.11)

Since $0 < \varepsilon < 2/A$, the sequence $\{\varphi(x^k)\}$ is decreasing. Since $\varphi$ is bounded from below, this sequence converges. Because $\varphi$ is coercive, we can conclude that $\{x^k\}$ is bounded and thus that it has cluster points in the weak topology.
Furthermore, since \( \{ \varphi(x^k) \} \) converges, the difference of two successive terms tends to zero, and then, (A.11) implies that
\[
\lim_{k \to +\infty} \| x^k - x^{k+1} \| = 0; \tag{A.12}
\]
\[
\lim_{k \to +\infty} \| \Sigma(x^k) - \Sigma(x^l) \| = 0. \tag{A.13}
\]

Every cluster point of \( \{ x^k \} \) is a zero of \( \Psi \). Because \( K' \) is Lipschitz continuous over every bounded subset, (A.12) implies that
\[
\lim_{k \to +\infty} \| K'(x^k) - K'(x^{k+1}) \| = 0.
\]

With (A.13), it follows that \( \lim_{k \to +\infty} \| \Xi(x^k) - \Xi(x^{k+1}) \| = 0 \) and, consequently, \( \{ \psi^k \} \) strongly converges towards 0. Because the graph of a maximal monotone operator is closed in \( X_{\text{weak}} \times X_{\text{strong}} \) (see Ref. [4]), we can conclude that every cluster point of \( \{ x^k \} \) in the weak topology is a zero of \( \Psi \).

**Uniqueness of the cluster point.** Assume that \( K' \) is continuous when both the domain and the range spaces are equipped with the weak topology. Let \( x_1 \) and \( x_2 \) be two cluster points of the sequence \( \{ x^k \} \). These points are zeros of \( \Psi \). Thus, we can consider the Lyapunov function \( \varphi_{x_1} \) (respectively, \( \varphi_{x_2} \)) defined by (A.9) when choosing \( x^l = x_1 \) (respectively, \( x^l = x_2 \)).

Let \( l_1 \) and \( l_2 \) denote the limits of the sequences \( \{ \varphi_{x_1}(x^k) \} \) and \( \{ \varphi_{x_2}(x^k) \} \), respectively. Consider a subsequence \( \{ x^{k_i} \} \) of \( \{ x^k \} \) which converges weakly towards \( x_2 \). The strong convergence of \( \{ \Sigma(x^{k_i}) \} \) towards \( \Sigma(x^i) \) (2), and the foregoing assumption of continuity upon \( K' \) yield
\[
l_1 - l_2 = \lim_{i \to +\infty} \left( \varphi_{x_1}(x^{k_i}) - \varphi_{x_2}(x^{k_i}) \right)
= \lim_{i \to +\infty} \left( K(x_1) - K(x_2) - \langle K'(x^{k_i}), x_1 - x_2 \rangle \right)
= K(x_1) - K(x_2) - \langle K'(x_2), x_1 - x_2 \rangle
= \varphi_{x_1}(x_2).
\]
Points \( x_1 \) and \( x_2 \) playing symmetric parts, it follows that
\[-\varphi_{x_1}(x_2) = l_2 - l_1 = \varphi_{x_2}(x_1),
\]

hence \( \varphi_{x_1}(x_2) = 0 \). With help of inequality (A.10), one then concludes that \( x_1 = x_2 \).

**Strong convergence.** Since \( \{ \psi^k \} \) converges strongly towards 0, if \( \Psi \) is strongly monotone, the sequence \( \{ x^k \} \) converges strongly.

**Remark A.3.** Theorem 3.4 does not assume the monotonicity of \( \Xi \). However, we proved the strong monotonicity of \( \Xi/\varepsilon + \Psi \).

**Remark A.4.** The term \( (1/\varepsilon) \left( K(x^l) - K(x) - \langle K'(x), x^l - x \rangle \right) \), which appears in the definition of the Lyapunov function (see (A.6), (A.9)), is the Lyapunov function which is used in most of the convergence proofs of the “Auxiliary Problem Principle” introduced by Cohen (see [7]). This term also occurs in the study of proximal algorithm using Bregman functions by Chen and Teboulle [6]. At least when \( K' \) is linear, it may be understood as a measure of the distance to \( x^l \) in the metric defined by \( K' \).\(^2\)

\(^2\)Remember \( \Sigma(x^l) \) is unique even if \( x^l \) is not.
**Appendix B. Convergence rate in the strongly monotone case**

**Lemma B.1.** Suppose Assumption 5.3 holds true and consider the function

\[
\varphi_1 : x \mapsto \varphi_0(x) + \frac{\varepsilon}{2} \| \Sigma(x) - \Sigma(x^t) \|_{M^{-1}}^2 + \left( 1 - \frac{\varepsilon A}{2} \right) a \| x - x^t \|_2^2,
\]

where \( \varphi_0 \) is defined by (A.6). The sequence \( \{x^k\} \) generated by Algorithm (1.1) is such that

\[
\varphi_1(x^{k+1}) - \varphi_1(x^k) \leq - \left( 1 - \frac{\varepsilon A}{2} \right) a \| x^k - x^t \|_2^2.
\]

Furthermore, \( \varphi_1 \) satisfies inequalities (5.2) and (5.3) over a closed convex subset which contains all the \( x^k \).

**Proof.** Since \( 0 \in \Psi(x^t) \) and \( \varepsilon < 2/A \), the inequalities (3.6) and (5.5) yield

\[
\langle \psi^{k+1}, x^{k+1} - x^t \rangle = \frac{\varepsilon A}{2} \langle \psi^{k+1}, x^{k+1} - x^t \rangle + \left( 1 - \frac{\varepsilon A}{2} \right) \langle \psi^{k+1}, x^{k+1} - x^t \rangle \\
\geq \frac{\varepsilon}{2} \| \Sigma(x^{k+1}) - \Sigma(x^t) \|_{M^{-1}}^2 + \left( 1 - \frac{\varepsilon A}{2} \right) a \| x^{k+1} - x^t \|_2^2.
\]

For \( \alpha = 1 \), the inequality (A.7) takes the following form

\[
\varphi_0(x^{k+1}) - \varphi_0(x^k) \leq \frac{\varepsilon}{2} \| \Sigma(x^k) - \Sigma(x^t) \|_{M^{-1}}^2 - \langle \psi^{k+1}, x^{k+1} - x^t \rangle.
\]

These two inequalities and the definition of \( \varphi_1 \) yield (B.2).

It remains to prove (5.2) and (5.3) for \( \varphi_1 \). Theorem 3.4 proves that the sequence \( \{x^k\} \) is bounded. Hence, there exists a closed and bounded convex subset to which the \( x^k \) and \( x^t \) belong and over which \( K' \) and \( \Sigma \) are Lipschitz continuous. Consequently, (5.3) is satisfied by \( \varphi_1 \) for some \( \hat{L} \).

Let \( x \in \text{dom} \Psi \). The definition (B.1) of \( \varphi_1 \) and a standard consequence of (3.5) yield

\[
\varphi_1(x) \geq \frac{1}{2\varepsilon} \| x - x^t \|_M^2 - \| \Sigma(x) - \Sigma(x^t) \|_{M^{-1}} \| x - x^t \|_M \\
+ \frac{\varepsilon}{2} \| \Sigma(x) - \Sigma(x^t) \|_{M^{-1}}^2 + \left( 1 - \frac{\varepsilon A}{2} \right) a \| x - x^t \|_2^2 \\
\geq \left( 1 - \frac{\varepsilon A}{2} \right) a \| x - x^t \|_2^2.
\]

Since \( \varepsilon < 2/A \), (5.2) is satisfied by \( \varphi_1 \) for some \( \hat{a} \).

**Proof of Theorem 5.5.** We use Proposition 5.2 and the technical Lemma B.1. This lemma shows that \( \varphi_1 \) defined by (B.1) satisfies (5.2) and (5.3), since \( 0 < \varepsilon < 2/A \), inequalities (B.2) and (5.3) show that (5.4) holds true.

**Proof of Proposition 5.6.** Since \( \Sigma = 0 \), the mapping \( \varphi_1 \) defined by (B.1) takes the following form:

\[
\varphi_1 : x \mapsto \frac{1}{\varepsilon} \left( K(x^t) - K(x) - \langle K'(x), x^t - x \rangle \right) + a \left( 1 - \frac{\varepsilon A}{2} \right) \| x - x^t \|_2^2.
\]
Lemma B.1 shows that this function satisfies (5.2) and (5.3). Since $K'$ is $B$-Lipschitz, for all $x \in \text{dom } \Psi$, one has that
$$\varphi_1(x) \leq \left( \frac{B}{2\varepsilon} + a \left( 1 - \frac{\varepsilon A}{2} \right) \right) \|x - x^t\|^2.$$ This inequality and (B.2) show that
$$\varphi_1(x^{k+1}) - \varphi_1(x^k) \leq -\frac{a(1 - \varepsilon A/2)}{B/2\varepsilon + a(1 - \varepsilon A/2)} \varphi_1(x^k).$$ Moreover, because (3.6) is satisfied for every $A > 0$, one has that
$$\varphi_1(x^{k+1}) - \varphi_1(x^k) \leq -\frac{a}{B/2\varepsilon + a} \varphi_1(x^k).$$ This proof is completed by using Proposition 5.2.

**Proof of Proposition 5.9.** Once more, Proposition 5.2 will be used. For $M = bI$, (3.5) holds true. As for (3.6), it is implied by the Dunn property of $\Psi_1$ with constant $A_1$ and the fact that $\Sigma = -\Psi_1$: this leads to take $A = A_1/b$ in (3.6). With this evaluation of $A$, consider the Lyapunov function $\varphi_1$ defined by (B.1). Inequality (B.2) of Lemma B.1 now reads:
$$\varphi_1(x^{k+1}) - \varphi_1(x^k) \leq -\left( 1 - \frac{\varepsilon A_1}{2b} \right) a\|x^k - x^t\|^2. \quad (B.3)$$

The operator $K'$ is $B$-Lipschitz and $\Psi_1$ has the Dunn property. From the definition (B.1) of $\varphi_1$ and from the present form of (3.6), it follows that, for all $x \in \text{dom } \Psi$,
$$\varphi_1(x) \leq \frac{B}{2\varepsilon} \|x - x^t\|^2 + \left( 1 - \frac{\varepsilon A_1}{2b} \right) \left( a\|x - x^t\|^2 - \langle \Psi_1(x) - \Psi_1(x^t), x - x^t \rangle \right).$$

Since $\varepsilon < 2b/A_1$, the monotonicity of $\Psi_1$ yields
$$\varphi_1(x^k) \leq \left( \frac{B}{2\varepsilon} + a \left( 1 - \frac{\varepsilon A_1}{2b} \right) \right) \|x^k - x^t\|^2.$$

This and (B.3) imply that
$$\varphi_1(x^{k+1}) - \varphi_1(x^k) \leq -\frac{1 - \varepsilon A_1/2b}{B/2\varepsilon + a(1 - \varepsilon A_1/2b)} \varphi_1(x^k)$$
$$= -\left( 1 - \frac{1}{1 + (2\varepsilon/B)a(1 - \varepsilon A_1/2b)} \right) \varphi_1(x^k).$$

Because $0 < \varepsilon < 2b/A_1$, with this inequality, Proposition 5.2 can be used, given that (5.2) and (5.3) are also satisfied thanks to Lemma B.1. The proof is thus complete.

**Appendix C. Convergence rate and Lipschitz continuity of the inverse**

**Lemma C.1.** Under Assumption 5.10, consider the mapping
$$\varphi_2 : x \mapsto \frac{1}{\varepsilon} \langle (K')^{-1}(\Xi(x) - \Xi(x^t)), \Xi(x) - \Xi(x^t) \rangle$$
$$+ \frac{\varepsilon}{B} \left( 1 - \frac{\varepsilon A}{2} \right) v^2 \|x - x^t\|^2. \quad (C.1)$$

The sequence \( \{x^k\} \) that Algorithm (1.1) generates is such that

\[
\varphi_2(x^{k+1}) - \varphi_2(x^k) \leq -\frac{\varepsilon}{B} \left(1 - \frac{\varepsilon A}{2}\right) \nu^2 \|x^k - x^i\|^2.
\]  

(C.2)

Moreover, \( \varphi_2 \) satisfies (5.2) and (5.3) over a closed convex set which contains the whole sequence.

Proof. The assumptions of Theorem 3.4 are satisfied, the sequence \( \{x^k\} \) is thus bounded. Consequently, there exists a closed bounded convex subset which contains all the \( x^k \) and \( x^i \). Over this subset, \( \Xi \) is Lipschitz continuous. Moreover, \( K \) is strongly convex. Therefore, \( (K')^{-1} \) is Lipschitz continuous. Since \( \Xi \) and \( (K')^{-1} \) are Lipschitz continuous, \( \varphi_2 \) satisfies (5.3). The function \( K \) being convex, the term \( \langle (K')^{-1} (\Xi(x) - \Xi(x^i)), \Xi(x) - \Xi(x^i) \rangle \) is nonnegative. Since \( 0 < \varepsilon < 2/A \), \( \varphi_2 \) satisfies (5.2).

Let \( \zeta^k = (1/\varepsilon) \langle (K')^{-1} (\Xi(x^k) - \Xi(x^i)), \Xi(x^k) - \Xi(x^i) \rangle \). One has that

\[
\zeta^{k+1} - \zeta^k = \frac{2}{\varepsilon} \langle (K')^{-1} (\Xi(x^{k+1}) - \Xi(x^k)), \Xi(x^{k+1}) - \Xi(x^k) \rangle \\
- \frac{1}{\varepsilon} \langle (K')^{-1} (\Xi(x^{k+1}) - \Xi(x^k)), \Xi(x^{k+1}) - \Xi(x^k) \rangle.
\]

Since there exists \( \psi^{k+1} \in \Psi(x^{k+1}) \) such that \( \Xi(x^{k+1}) - \Xi(x^k) = -\varepsilon \psi^{k+1} \), one has that

\[
\zeta^{k+1} - \zeta^k = -2 \left\langle \psi^{k+1}, (K')^{-1} (\Xi(x^{k+1}) - \Xi(x^k)) \right\rangle \\
- \varepsilon \langle (K')^{-1} (\psi^{k+1}), \psi^{k+1} \rangle.
\]  

(C.3)

Inequality (3.6) yields

\[
\delta = -2 \left\langle \psi^{k+1}, x^{k+1} - x^i \right\rangle \\
- 2\varepsilon \left\langle (K')^{-1} \psi^{k+1}, \Sigma(x^{k+1}) - \Sigma(x^i) \right\rangle \\
\leq -2 \left\langle \psi^{k+1}, x^{k+1} - x^i \right\rangle \\
+ 2\varepsilon \| (K')^{-1} (\psi^{k+1}) \|_M \| \Sigma(x^{k+1}) - \Sigma(x^i) \|_{M^{-1}} \\
\leq -\frac{2}{A} \| \Sigma(x^{k+1}) - \Sigma(x^i) \|_{M^{-1}} \\
+ 2\varepsilon \| (K')^{-1} (\psi^{k+1}) \|_M \| \Sigma(x^{k+1}) - \Sigma(x^i) \|_{M^{-1}} \\
\leq \frac{\varepsilon^2}{2} A \| (K')^{-1} (\psi^{k+1}) \|_M^2.
\]

From (3.5), it follows that

\[
\delta \leq \frac{\varepsilon^2 A}{2} \langle (K')^{-1} (\psi^{k+1}), \psi^{k+1} \rangle.
\]  

(C.4)
The operator $K'$ is $B$-Lipschitz and symmetric. Thus, it has the Dunn property with constant $B$. One has that

$$\langle (K')^{-1}(\psi^{k+1}), \psi^{k+1} \rangle = \langle K'((K')^{-1}(\psi^{k+1})), (K')^{-1}(\psi^{k+1}) \rangle$$

$$\geq \frac{1}{B} \| K'((K')^{-1}(\psi^{k+1})) \|^2$$

$$= \frac{1}{B} \| \psi^{k+1} \|^2.$$

This inequality, together with (C.3) and (C.4), implies that

$$\zeta^{k+1} - \zeta^k \leq -\varepsilon \left(1 - \frac{\varepsilon A}{2}\right) \langle (K')^{-1}(\psi^{k+1}), \psi^{k+1} \rangle$$

$$\leq -\frac{\varepsilon}{B} \left(1 - \frac{\varepsilon A}{2}\right) \| \psi^{k+1} \|^2.$$

This inequality, the definition (C.1) of $\varphi$ and (5.8) finally yield (C.2). \qed

Proof of Theorem 5.12. The mapping $\varphi$ defined by (C.1) satisfies the conditions (5.2) and (5.3) of Proposition 5.2 (see Lemma C.1). The condition (5.4) is the result of (5.3) and of (C.2) also proved in Lemma C.1.

Proof of Proposition 5.13. Because $\Sigma = 0$, the Lyapunov function $\varphi$ which is defined by (C.1) takes the following form:

$$\varphi : x \mapsto \frac{1}{\varepsilon}(K'(x) - K'(x^t), x - x^t) + \frac{\varepsilon}{B} \left(1 - \frac{\varepsilon A}{2}\right) \nu^2 \| x - x^t \|^2.$$ 

Since $K'$ is strongly monotone and Lipschitz continuous, $\varphi$ satisfies (5.2) and (5.3). Moreover, for $x \in \text{dom} \Psi$, one has that

$$\varphi(x) \leq \left(\frac{B}{\varepsilon} + \frac{\varepsilon}{B} \left(1 - \frac{\varepsilon A}{2}\right) \nu^2\right) \| x - x^t \|^2. \tag{C.5}$$

The sequence $\{x^k\}$ generated by Algorithm (1.1) satisfies (C.2). Inequality (C.5) thus implies

$$\varphi(x^{k+1}) - \varphi(x^k) \leq -\frac{\varepsilon^2 \nu^2 (1 - \varepsilon A/2)}{B^2 + \varepsilon^2 \nu^2 (1 - \varepsilon A/2)} \varphi(x^k).$$

Since Assumption (3.6) is satisfied for every $A > 0$, this may be reduced to

$$\varphi(x^{k+1}) - \varphi(x^k) \leq -\frac{\varepsilon^2 \nu^2 / B^2}{1 + \varepsilon^2 \nu^2 / B^2} \varphi(x^k).$$

The proof is completed by using this inequality and Proposition 5.2.
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