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A NEW METHOD TO OBTAIN DECAY RATE ESTIMATES
FOR DISSIPATIVE SYSTEMS *

PATRICK MARTINEZ!

Abstract. We consider the wave equation damped with a boundary nonlinear velocity feedback p(u').
Under some geometrical conditions, we prove that the energy of the system decays to zero with an
explicit decay rate estimate even if the function p has not a polynomial behavior in zero. This work
extends some results of Nakao, Haraux, Zuazua and Komornik, who studied the case where the feedback
has a polynomial behavior in zero and completes a result of Lasiecka and Tataru. The proof is based
on the construction of a special weight function (that depends on the behavior of the function p in
zero), and on a new nonlinear integral inequality.

Résumé. On considére 1'équation des ondes stabilisée par un terme d’amortissement non linéaire
p(u') dépendant de la vitesse et agissant sur la frontiére. Sous certaines conditions géométriques,
on prouve que l’énergie du systeme décroit vers zéro avec une estimation explicite de décroissance
méme si la fonction p n’a pas un comportement polynomial en zéro. Ce travail étend des résultats
de Nakao, Haraux, Zuazua et Komornik, qui ont étudié le cas ou le terme d’amortissement a un
comportement polynomial en zéro, et compléete un résultat de Lasiecka et Tataru. La preuve est basée
sur la construction d’une fonction poids spéciale (qui dépend du comportement de la fonction p en
zéro), et sur une nouvelle inégalité intégrale non linéaire.
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1. INTRODUCTION

Let © be a bounded open domain of class C? in RY and let {I'y,I';} be a partition of its boundary I'. Denote
v the outward unit normal vector to I'. Fix zy in RY and define

m(z) =z — x9.
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Let p : R — R be a nondecreasing continuous function such that p(0) = 0. We are concerned with the decay
property of the solutions of the problem of the wave equation damped by a nonlinear boundary feedback:

v —Au=0in Q x Ry,
u=0onTIy xRy,
du+m-vplu')=0o0nTy x Ry,
u(0) = u®,4/(0) = ul.

As usual, we define the energy of the solution by

E(t):%/ﬁu’2+|Vu|2dx.

We assume that there exist a strictly increasing and odd function g of class C! on [~1,1] and two positive
constants ¢; and ¢y such that

vy € [-1,1], lgw)| < lpw)| < lg~ (W)l
VIyl > 1L eilyl < lp(y)] < e2lyl,

where g~! denotes the inverse function of g.

This problem has been widely studied when

g(y) =c3y? on [0,1], with some p > 1:

Zuazua [35] proved that the energy decays exponentially if p = 1 and in a polynomial way if p > 1: in this case,
there exists some positive constant C such that

C
V20, B(O) S s

When the function p is weaker than any polynomial in zero, for instance if
vy €]0,1], p(y) =e /7.

Lasiecka and Tataru [22] proved that the energy of the solution decays faster than the solution of some associated
differential equation.

The goal of this work is to provide an ezplicit decay estimate of the energy even if p has not a polynomial
behavior in zero. We prove the following result: under some geometrical assumptions, the energy decays as

vt >1, BE(t)<C (g_l (%))2

(see Th. 2). In the example we choose, this formula gives the following estimate:

N
(In(1+ 1))

The proof is based on the construction of a special weight function ¢ and on the generalization of a technique of
partition of the boundary introduced by Zuazua. The function ¢ and the new partition will be closely related to
the behavior of the function p in zero (see Sect. 4.2). We need also to generalize a nonlinear integral inequality
used by Haraux and Komornik (see Lem. 3).

vt > 1, E(t) <
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2. STATEMENT OF THE PROBLEM AND MAIN RESULT

Let 2 be a bounded open domain of class C? in RY and let {I'g,I'1} be a partition of its boundary I'. Denote
v the outward unit normal vector to I'. Fix zy in RY and define

m(z) =z — xo.

Let p: R — R be a nondecreasing continuous function such that p(0) = 0. We are concerned with the decay
property of the solutions of the following evolutionary problem:

u' —Au=0in Q x R, (2.1)
u=0onTy xRy, (2.2)
du+m-vplu')=0onT; x Ry, (2.3)
u(0) = u®,u/(0) = u'. (2.4)
We assume that
Lo #0and TyNT; =0, (2.5)

m-v<0onTgand m-v>0onTy;

(for example, if Q = Q \ Qo, where Qg and ; are convex sets such that Qy C €, then (2.5-2.6) is satisfied
with T'y = 890, I't =097 and zg € Qo>

Moreover we assume that there exist a strictly increasing and odd function g of class C! on [—1,1] and two
positive constants ¢; and ¢y such that

Yy € [-L1], 9| < lp(y)| < g~ ()], (2.7)
Yyl = L eyl < lp(y)] < ezlyl,
where g~! denotes the inverse function of g. Set
Gly) = g(y) and () = L2 28)

Note that H(0) = ¢’(0). As usually, denote
H (Q) == {u € H(Q),u=0on Ty}

The existence and the regularity of the solution u is given by the following standard theorem (see, e.g., Komornik
[18] p. 92):

Theorem 1. Assume (2.5-2.6).
1. Given (u°,u') € Hf (Q) x L*(2), the problem (2.1-2.4) has a unique solution satisfying

we C(Ry, HE () NC (R, L2(Q)). (2.9)
The energy of the solution u defined by
E(t) = _/ W 4+ |Vul? do (2.10)
Q

1S nonincreasing.
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2. Moreover, if p is globally Lipschitz, given (u®,u') € (H?(2) N H%O (Q)) x Hllo (Q) satisfying
dyu’ +m-vp(u') =0 on Ty, (2.11)
the solution of (2.1-2.4) has the stronger regularity property

u € LOO(R+7H2(Q>>7 u' € LOO(R+7 H%O(Q»v (212)
and u" € L™ (R, L*(Q)). (2.13)

The problem of the energy decay has been widely studied under different geometrical conditions and different
assumptions on the function p. Several authors derived an explicit decay rate estimate when p has a polynomial
behavior in zero, that means when

Yy € [0,1], g(y) = cay?, withp>1: (2.14)

when p = 1, the energy decays exponentially to zero: there exist two positive constants C' and w such that,
given (u®,u') € Hf, (Q) x L*(Q2), the energy of the solution u satisfies

Vt >0, E(t) < CE(0)e % (2.15)

first this estimate has been proved when p is linear, i.e. p(y) = ay for all y € R and some a > 0, by
Chen [5] under suitable geometrical conditions; next Lagnese [20], Komornik and Zuazua [16] extended in
various directions Chen’s result with the multiplier method and Bardos et al. [3] gave a necessary and sufficient
geometrical condition to the exponential decay of the energy using microlocal techniques; when p is nonlinear
(2.15) has been first proved by Zuazua [35].

When p > 1, the energy decays at least polynomially to zero: given (u®,u') € Hllo (2) x L?(Q), there exists
a positive constant C that depends on E(0) in a continuous way such that

C

(2.16)
Such polynomial decay estimates were first obtained on the problem of the wave equation damped by a nonlinear
feedback distributed in the domain: Nakao [29] and Haraux [11] studied the case where p(y) = |y|P~1y for all
y € R and some p > 1. Next Zuazua [34] studied the same problem, but noted that under some suitable growth
assumptions on p, the decay rate was really depending only on the behavior of p in zero. Then the problem of
stabilization by a nonlinear boundary feedback was studied; Conrad et al. [8], Zuazua [35] and Komornik [18]
obtained such polynomial estimates under some different assumptions on the behavior of p in zero and with
different methods. But all their proofs are closely related to the fact that p has a polynomial behavior in zero.
We refer the reader to [1,6,9,21,30,31] for related results and to [4,19] for a precise study of the constant C
that appears in (2.16).

Note that recently, Vancostenoble [32] proved that this estimate is optimal for a one-dimensional wave
equation. More precisely, she studied the following problem

' — Uz =0 in (0,1) x Ry,

u(0,t) =0 forall t >0,

ug(1,t) + q(u/(1,¢)) =0 for all ¢ > 0,
u(0) = u®, ¥/(0) = ul,

(2.17)
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with q(y) = y|y|P~! in a neighborhood of zero (with p > 1). She proved that there exists a positive constant C,

such that, for some initial conditions (u°,u!), the energy of the solution u satisfies:

C

P
E(t) ~ 551

when ¢ — +o0. (2.18)

When the function p has not a polynomial behavior in zero, there were very few results. Lasiecka and Tataru [22]
studied the more general case of a semilinear wave equation damped with a nonlinear velocity feedback acting
on I';, under some very weak geometrical conditions on I'y and I';. Without assuming that p has a polynomial
behavior in zero (and always assuming that p has a linear growth at infinity), they proved that the energy decays
as fast as the solution of some associated differential equation. More precisely, they generalized the method
used to obtain uniform decay estimates when p has a polynomial behavior in zero, and they proved that the
energy E(t) of the solution u of (2.1-2.4) satisfies

Vi > Ty, E(t) < S(t —Tp)E(0),
where S(¢) is the solution of the following differential equation:
S'(t) +q(S(t) =0,

where ¢ is a strictly increasing function that can be determined from p through some algorithm (what is really
important is the behavior of p in zero) (see also [14,15,23,24] for similar decay estimates for other problems
of nonlinear stabilization). In the particular case where p has a polynomial behavior in zero, their result gives
again the estimate (2.16); in some specific cases (see in particular Ex. 2 and Ex. 3 in the following), it is
possible to obtain a decay rate estimate for the energy; however, it seems quite difficult to obtain a simple decay
rate estimate in the general case. Recently, Liu and Zuazua [26] proved the same kind of result with a rather
simpler differential equation for the function S.

Our goal is to obtain global, uniform and ezplicit decay rate estimates for the energy when the feedback is not
supposed to have a polynomial behavior in zero, in particular when it is weaker than that at zero. This requires
the development of new techniques. Our method is based first on special boundary partitions, that depend on
the behavior of the feedback in zero, and on some new nonlinear integral inequalities that give precise decay
rate estimates. The proof lies on the construction of some special weight function ¢t — ¢(t), whose growth at
infinity is closely related to the behavior of g in zero. Our result is the following

Theorem 2. Assume (2.5-2.6) and (2.7). Then for any giwen (u°,u') € H} (Q) x L*(Q), the solution u of
(2.1-2.4) satisfies the estimate

vt>1, Et) <C <G1 (%))2 : (2.19)

with a constant C' only depending on the initial energy E(0) (and in a continuous way).
Moreover if H(0) =0 and if H is nondecreasing on [0,n] for some n > 0, then in fact we have the following

better estimate:
1\ 2
Vt>1, E(t) <C <g—1 <¥>) : (2.20)

with a constant C' only depending on the initial energy E(0) (and in a continuous way).
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Note that the case where p has a polynomial behavior in zero corresponds to the case g(y) = cy? for y € [0, 1].
As an illustration, we apply our results to some typical cases:

Example 1. If
g(y) =cy? < ply) < g y) =cyPif0<y <1

for some p > 1, then (2.20) gives that

vt >0, E(t) < C(1+1t)"2/7,
which is a less good estimate than (2.16). We did not manage to find directly the estimate (2.16) with our
method; however it can be proved that, given € > 0, there exists a positive constant C), that does not depend
on € such that:

Yt >0, B(t) < Cp(1+t)s 1<

Letting go € to zero, we find the estimate (2.16) (see Sect. 4.4).
We can apply also our result to other more general cases:

Example 2. If

iy . —1\"7
gly) =e 1/ Sﬂ(y)égl(y)=<m> ifo<y<1
for some p > 0, then (2.20) gives the estimate
C
Vti>2, BEt) < ——— -
Example 3. If
et/ _ .
9(y) = J_Mwéglwrwm_l>ﬂ0<y<L
then (2.20) gives the estimate
C
t>3, B(t) < ——= -
vt 23, B(t) < (In(Int))?

Remarks. 1. In Examples 1, 2 and 3, we find directly the same estimate than the one provided by the results
of Lasiecka and Tataru [22] and of Liu and Zuazua [26]. In a recent work with Vancostenoble, we proved that
these last estimates are in fact optimal for the problem (2.17). More generally, we proved that the decay rate
estimate provided by (2.20) is optimal for a class of functions g including Example 2 and Example 3 (see [33]
for several optimality results).

2. We present our results under the geometrical hypothesis (2.5-2.6). We shall treat exactly in the same way
the following problem

v —Au+qu=0in Q x Ry,
Ayu+a(z)m-vu+L(x)m-vpu') =0 on 9N x Ry,
u(0) = u’,u'(0) = u',
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where ¢, a and £ are continuous nonnegative functions, provided that ¢ and a are not both equal to zero, and
that

m-v >0 on 09,

using a method introduced by Conrad and Rao [9].

3. The decay estimates are the same for the problem of stabilization of the wave equation damped by a
nonlinear localized feedback under suitable assumptions on the localization and the same conditions on the
nonlinearity than in the boundary case (see [28]).

4. The method we present here can be applied to study the problem of the wave equation damped by a linear
localized feedback a(z)u’ when the function a goes quickly to zero at the boundary (see [27]).

In Section 3, we state several new nonlinear integral inequalities that generalize results of Haraux [12] and
Komornik [18]. The goal of this section is to prove Lemma 3, which contains the inequality we need to prove
Theorem 2. In Section 4 we prove Theorem 2 when p is globally Lipschitz: first we prove Lemma 6 by the
multiplier method; then we construct explicitly special boundary partitions of I'; and a weight function ¢ that

allow us to apply Lemma 3 and to prove the estimates (2.19) and (2.20). In Section 5, we complete the proof
of Theorem 2 removing the additional hypothesis on p.

3. SOME NONLINEAR INTEGRAL INEQUALITIES
First we prove some intermediate results that are useful to get Lemma 3:
3.1. The key integral inequality

The following results of this section are based on the following integral inequality:

Lemma 1. Let £ : Ry — Ry be a nonincreasing function and ¢ : Ry — Ry a strictly increasing function
of class C' such that

#(0) =0 and ¢(t) — +00 as t — +oo. (3.1)

Assume that there exist 0 > 0 and w > 0 such that:
+oo 1
VS >0, / B¢/ (t)dt < L B(0)B(S). (3.2)
s

Then E has the following decay property:

if 0 =0, then E(t) < E(0)e!=“?® vt >0, (3.3)

. 140 1/o
E(t) < E(0) [ ——— > 0. 4
if 0 >0, then E(t) < E(0) <1+w0¢)(t)) V>0 (3.4)

Remark. Haraux [11,12] and Komornik [18] proved such results when ¢(t) = ¢ for all ¢ > 0. Their results
can only be applied when FE decays to zero at least in a polynomial way. The novelty of Lemma 1 comes from
the introduction of the weight function ¢’(¢), that allows us to consider functions F that can decay slowly to
zero. For example, if E verifies (3.2) with

¢(t) =In(In(3 +t)) — In(In 3) and ¢ = 0,
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or with
¢(t) =In(3+1¢) —In3 and o > 0,

then we deduce that

withy=wifc=0and y=1/0if 0 > 0.

Note that if ¢(0) # 0, it is sufficient to replace ¢(t) by ¢(t) — #(0) in (3.3) and (3.4).

Proof of Lemma 1. Let us introduce f : [0, +0o[— R, defined by
f(r) = B¢~ (1))
Then f is nonincreasing and satisfies

(T) (1)
VO<S<T<oo: / f(n*tedr = / E(¢~' (7)) *odr
#(S) #(S)

S

Denote s = ¢(S). As lim 7 400¢(T) = +o0, [ satisfies:

+oo 1
vszo, [ fnedr < 1)
s w
Then a well-known Gronwall type result (see Komornik [18] p. 124) gives us that
if 0 =0, f(s) < f(0)e' ™", Vs >0,

and

1/o
if o >0, f(s) < £(0) <i> Vs > 0.

1+wos
Since E(t) = f(4(t)), (3.3) and (3.4) follow.

3.2. Consequences

First we deduce from Lemma 1 the following result:

Corollary 3.1. Let f: Ry — Ry be a nonincreasing continuous function.
Assume that there exist 0 >0, 0’ > 0 and ¢ > 0 such that:

w0, [ Ty e < S

Then there exists C > 0 such that:

C

vt >0, f(t) < f(O)m ’

T
— [ B®" gt < SEO)B(S) = 07 F(6(S).

(3.5)

(3.6)
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Proof of Corollary 3.1. We can assume that f(0) = 1. Define
0 =29 _i¢i>0
9= (1+41t) =
g is nonincreasing and satisfies
+o0 ,
Vit >0, / g(M)T (1 +7)7 ) dr < cg(t).
t

Then we can apply Lemma 1 with
(b(t) _ (1 + t)a/(l-‘rU)-‘rl _1

to deduce that g decays as

) < ¢ _ ¢ .
I = Ao /e ~ (1447 (1+ 1)a+o)/e

So (3.6) follows. O
Then we deduce the following integral inequality from Corollary 3.1:

Lemma 2. Let f: Ry — R, be a nonincreasing continuous function. Assume that there exist o > 0, o’ > 0
and ¢ > 0 such that:

()10} (3.7)

—+oo
vt 2 0,/t f(T)lJrJ dr § Cf(t>1+a + (1+7t)

Then there exists C > 0 such that

C

V2 0.5) < O G

(3.8)

Proof of Lemma 2. We can assume that f(0) = 1. The idea is that the influence of the term f(¢)'*° on the
decay estimate of f is negligible with respect to the influence of the second term: when we have only the term
f(t)}*7 on the right-hand side of (3.7), we know that f decays exponentially to zero, but when we have only the
second term, we know that f decays at least polynomially to zero. We prove (3.8) using an induction argument.
In the following we denote by C' all the positive constants.

First we deduce from (3.7) that

+oo
vt >0, / f() dr < Cf(t).
t
So we deduce from Corollary 3.1

C
vt > 0, f(t)ﬁm

Then we use this estimate in (3.7) to deduce that f satisfies

“+oo - f(t) f(t)
Vtz()’/t f(o)t dTSC(l_i_t)—i—C(l_i_t)a/’
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Define o1 = inf{1,0’}. Then we have

e - f(t)
vt >0, /t G dTécmv

and we conclude using (3.6) that

C
=0, f) s Ty

If o/ <1 we get (3.8). In the contrary

C
vVt >0, f(t)ﬁm

Set n € N such that o € [n,n 4+ 1]. We prove by induction that for all k € N, k < n, f satisfies:

V>0, f(t) < —k

= (L4 t)A+R/o (39)

We have proved (3.9) for k = 0 and for k = 1 if n > 1. Assume that n > 2 and that (3.9) is true for some
k < n. Then we use (3.9) to deduce from (3.7) that f satisfies:

wo 1) 1)
thO, /t f(T)1+ dTSC(l_’_t)lJrk +C(l+t>0' ’

Since 1 + k < n < ¢’, we have

+oo
vt > 0, /t F(r)e dr < C$,

and we deduce from Corollary 3.1 that

Ck
vt >0, f(t)SW'

That shows that

Ck
vt >0, f(t) < A+ pmie

and then with the same argument:

Ck
vt > 0, f(t>§(1+t)(—0_,+1)/a
o

Now we can state the integral inequality that we will use to prove Theorem 2:

Lemma 3. Let £ : Ry — Ry be a nonincreasing function and ¢ : Ry — Ry a strictly increasing function
of class C' such that

#(0) =0 and ¢(t) — +00 ast — +oo. (3.10)
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Assume that there exist o > 0, ¢’ > 0 and ¢ > 0 such that:

VS >0, /S T B (0t < eB(S)1 + T (;( S5 EO7E(S). (3.11)
Then there ezists C > 0 such that
Yt >0, E(t) < E(0) ¢ ; (3.12)
(L+ o)+
Proof of Lemma 3. It is sufficient to introduce
f(r) = E@ (1))
and to use Lemma 2. (]

4. PROOF OF THEOREM 2 WHEN p IS GLOBALLY LIPSCHITZ
In this section, we prove Theorem 2 under the following additional hypothesis:
p is globally Lipschitz.

This hypothesis will be removed in the last section.

We note that it is sufficient to prove (2.19) (or (2.20)) for initial conditions (u°,u') € (H*(Q) N Hf (2))
XH%O(Q) satisfying (2.11). Then a standard density argument gives (2.19) (or (2.20)) for all initial condition
in Hf () x L*(Q). Set (u°,u') € (H*(Q) N Hp (Q)) x Hf () satisfying (2.11). The regularity of the solution
u of (2.1-2.4) given by (2.12-2.13) justifies all the following computations (where we will omit to write the
differential elements).

4.1. The key identity given by the multiplier method

First we need an expression of E’:

Lemma 4. The function E : Ry — R is nonincreasing, locally absolutely continuous and

E'(t)=— L vu'p(u’)ds. (4.1)

Proof of Lemma 4. This is a well known result. We multiply (2.1) by ' and we integrate by parts on Q x [S, T:

Oz/sT/Qu’(u"—Au): E/ﬂu'%u|Vu|2E—/ST/Fu'ayu=E(T)—E(S)+/ST/Fm.Vu'p(u').

The proof of Theorem 2 is based on the following identity given by the multiplier method:

Lemma 5. Let ¢ : Ry — R a function of class C2. Set 0 < S < T < +o0. Putting for brevity

M(u)=2m - -Vu+ (N —1)u (4.2)
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we have

T T
2/ E*¢ dt =/ E¢// M (u)dyu+m - v(u'® — [Vul?) ds dt
S S r

., (4.3)

+ / ' (E’¢’+E¢>”) /Q ' M (u) dz dt — [Ed)’ /Q ' M (u) da;}

S S

Remark. This identity is classical when ¢(t) = ¢ for all t > 0 (see, e.g. Komornik [18] p. 128). The function
¢ will be chosen later (¢ will be closely related to g).

Proof of Lemma 5. We integrate by parts the expression

0= /ST E(t)¢'(t) (/Q M (u)(u” — Au) da;) dt
T

0= {qu)’ /Q u'M(u)L - /S T(E’¢>’+E¢>”) /Q ' M (u) — /S ' E¢' /Q 2u'm - V' + (N — 1)u’

T T
. / / ) ) B 2
/S Bé /FM(u)&,tH—/S Eé /Qvu V(2m- Vu) + (N - 1)|Vu|

T

- [E¢’ /Q u'M(u)]S - /S T(E’¢'+E¢“) /Q u' M (u)

_ /ST E¢ /1“ m- v+ /ST E¢' /Q(div m)u’2 — (N - l)u/Q

T T
_ / / ) 2 2
/S Bo /FM(u>ayu+/S Fo /Qm V(IVul?) + (V + 1)Vl
T

= [E(ﬁ’/gu'M(u)]S —/T<E’¢’+E¢”) /Qu'M(u) —/T E¢'AM(U)8uu+m~u(u'2 — |Vul?)

S S

T
+/ E¢’/u'2—|—|Vu|2.
s Q

Now assume that ¢ is a strictly increasing concave function. So ¢’ is a bounded function on R. Denote A the
maximum of ¢’. We deduce from (4.3) the following estimate:

O

Lemma 6. There exists a positive constant ¢ such that for all 0 < S < T':

T

/ ' E(t)2¢/ (t)dt < cE(S)? + ¢ / E(t)# () ( /F - y(u'2 + p(u’)2) ds) dt. (4.4)

S S

Proof of Lemma 6. 1t is easy to show that there exists ¢ > 0 such that

/Qu’M(u)

| B @) [ i)

Q

< cE(t). (4.5)

So

< eAE(t)% (4.6)
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Since FE is nonincreasing and ¢ is concave:

T T
/ B¢ / WM@) | < e / _E()B(®) dt < %E(S)Q, (@.7)
s Q s
and
T T
/ B¢ / o' M(u) | <ec / E@t)*(—¢"(t)) dt < cE(S)?¢'(S). (4.8)
s Q 5
Next we look at the boundary integrals: we see that
T ) T
/ E¢ | d,uMu)+m- v/ —|Vul?) = / E¢ | m-v(d,u)* <0. (4.9)
S FO S 1—‘O
Set € > 0:
r 2
/ E¢ | duM(u)+m-v(u'” —|Vul?)
S I
r 2
= / E¢ | m- u<—2p(u')m -Vu — (N —Dup() +u” — |Vu|2)
CS . - (4.10)
<¢ / B’ [ mev(u® 1 o)) + 2 / By [
€ S F1 S 1_‘1
T ) T
§ C// Ed)/ m - I/(U,/ +p(u/)2> +/ E2¢/
s r, s
if € is small enough. Then the estimate (4.4) follows from (4.3) using (4.6-4.10). O

4.2. First estimate on the decay rate of the energy

When p has a polynomial behavior in zero, the last term of (4.4) can be estimated using first Jensen inequality
and then Holder inequality (see, e.g., Komornik [18] p. 130). But when p is weaker than any polynomial in
zero, it is more difficult to apply the same method. Lasiecka and Tataru [22] generalized it but did not obtain
an explicit decay rate estimate for the energy.

The major problem is to find how the decrease of the energy at infinity is related to the behavior of p in zero.
The information we need on the behavior of p in zero will be contained in the behavior of the weight function
¢ at infinity. However we need to construct a suitable function ¢ so that we can apply the results of Lemma 1
or Lemma 3. In order to see how ¢ will depend on p, we introduce special partitions of the boundary I'; that
will depend on the behavior of g in zero.

It is convenient to construct a strictly increasing odd function § : R — R of class C! on R such that

we |53 300 = o),

9(1) <1,

Vy €] — 00, —1[ U |1, 400, §(y) = cy,
Yy eR, |3l < lp()] <137 (v)],
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with ¢ := inf{c;, é} This can be done thanks to (2.7) (note that if g(1) =1 and ¢’(1) > 1, we can not impose

on g to satisfy § = g on [~1,1] and |g(y)| < |37 (y)| on R if g is of class C* on R). In the following, since we
will be interested in the behavior of g in zero, we still denote § = g.

Assume now that ¢ is a strictly increasing concave function of class C? on [0, +o0| such that
@(t) — o0 and ¢'(t) — 0 as t — +oo (4.11)
(for example ¢t — In(1 +¢)). Let us introduce
vt > 1, h(t) = g A& (1)), (412)
h is a decreasing positive function and satisfies
h(t) — 0 as t — +o0.

For every t > 1 define

It c={zel: || <h®)}, (4.13)
I, = {z ey :h(t) <|u|<h(1)}, (4.14)
Il g:={zely:|[u|>h1)}- (4.15)

Thanks to this partition of I'; we prove the following
Lemma 7. There exists a positive constant ¢ such that:
T ) T 9
VI<S<T<oo: / E¢ | m-vu'"dsdt <cE(S)?+ cE(S)/ #'(t) (g’%d)’(t))) dt. (4.16)
s Iy s
Proof of Lemma 7. We estimate the integral on each F’i,i:

Estimate of the part on I'] 3: since h(1) > 0, we note that
o)l = Iyl if |yl > R(1) : (4.17)

the function H : y — % is continuous on | — oo, —h(1)] U [A(1), 400 and bounded from below by ¢; > 0 on
] — 00, —1] U [1, +oo[ thanks to the hypothesis (2.7). So if A(1) > 1, (4.17) is satisfied, and if h(1) < 1, it is
sufficient to note that H is positive and continuous on [—1, —h(1)]U[h(1),1], so also bounded from below by ¢}
on [h(1),1]. Then (4.17) is satisfied with ¢’ = inf(c1, ¢}).

Then we have

T 2 1T AT A
/ E¢/ m-vu'” dsdt < —// E¢/ m-vu'p(u)dsdt < —// E(—E')dt < —E(S)*.  (4.18)
s T, ¢ Js T, ¢ Js 2c

Estimate of the part on 1"572: since g is increasing, if x € I‘tm, then
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Thus

T T
/ E¢ m-vu?dsdt < / E/ m- v |g)| v dsdt
s I, s I,

T
< h(l)/ E m-vu'g(u)dsdt (4.19)
S I

T
< h(1>/s E/rt m-vu'p(u)dsdt < TE(S)Q.

Estimate of the part on 1"571: thanks to the definition of this part of the boundary, we have:

T T T 9

/ BS [ mevuPdsdt<c / E(t)qb’(t)( h(t)? ds) dt < T E(S) / #0571 1)) dr. (4.20)
S Ftl’l S Ftl’l S

we deduce (4.16) from (4.18-4.20). O

Next we estimate the term
T
/ E¢ | m-vp(u)*dsdt
S Iy

of the right-hand side of (4.4) in the same way. In this section, p is supposed to be globally Lipschitz. So, since
Yy € R, |p(y)| < Klyl,

where K is the constant of Lipschitz of p, we could say that

T T
/ E¢ | m-vpu')dsdt < K? / E¢ | m-vu?dsdt,
s r, s r,

and then we could use the estimate provided by Lemma 7. However, this way to estimate is not convenient to
eliminate the assumption “p is globally Lipschitz”: this can be done approximating p by a sequence of globally
Lipschitz functions py that converges to p (see in Sect. 4). So we need to find estimates on the decay rate of
the energy of the solution uy (related to the problem (2.1-2.4) where p is replaced by pg) that do not depend
on the constant of Lipschitz of each function pg. Using another partition of I';, we prove the following:

Lemma 8. There exists a positive constant c that does not depend on the constant of Lipschitz of p such that:
T T 9
VI<S<T<oo: / E¢ | m-vp(u')?dsdt < cE(S)? + cE(S)/ #' (1) (g’l(d)’(t))) dt. (4.21)
s T s
Proof of Lemma 8. For every t > 1, we define
F’iA ={xel: || <d )}, (4.22)

Msi={zeli:¢(t) < || <¢' (1)}, (4.23)
Migi={zely:|u]>¢ 1)} (4.24)
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With this partition of I'; we easily see that

T T T
/ Eg¢' m-vp(u')?dsdt < c/ Eg¢' m-vu p(u') dsdt < c)\/ E(—E')dt < cAE(S)*.  (4.25)
s It s Qt s

Next we look at the part on I'] 5: by monotonicity, if # € T'{ 5, then

T T
/ E¢' m-vp(u)?dsdt < / E m-v|u|p(u')? dsdt
S s S s

T (4.26)
< c/ E m-vu'p(u) dsdt < cE(S)%
S iy
At last we look at the part on I'f ,:
T T 2
/ E¢ | m-vp@!)dsdt < c/ E@)¢ (1) (/ (gfl(|u'|)) ds) dt
S i, S i, (427)
T 2
<dries) [ oo @)
We deduce (4.21) from (4.25-4.27). O
Now assume that ¢ satisfies the following additional property:
o0 2
/ @' (t) (gfl(d)’(t))> dt converges. (4.28)
1

This property is closely related to the behavior of g near 0 and the decay rate of ¢’ at infinity. Then we deduce
from (4.4) and the estimates (4.16) and (4.21) that there exists a positive constant ¢ such that

T —+oo 2

V1< S <T, /S E(t)%¢/(t)dt < cE(S)* + cE(S) . #(t) (g*1(¢’(t))) dt. (4.29)

In particular that implies that
+o0o
VS > 1, / B()2/(t) dt < cE(S). (4.30)
s

Define F(t) := E(t +1) and ¢(t) := ¢(t + 1) on [0, +-00[. Thus we can apply the Gronwall type inequality (3.2)
given by Lemma 1 with o = 1 to obtain a decay rate estimate on F', so on E: there exists C depending on F(1)
in a continuous way such that

vt > 1, B(t) < % : (4.31)
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That gives a first estimate of the decay rate of the energy. Hence the problem is to find a strictly increasing
function ¢ satisfying the following conditions

¢ is concave and @(t) — 400 as t — +o0, (4.32)
¢'(t) — 0 as t — +o0, (4.33)
- &' (t) <g71(¢’(t))) 2dt converges, (4.34)

1

and then to estimate the growth of ¢ at infinity in order to prove (2.19). If such a function exists, we can
assume that ¢(1) = 1. With the change of variable defined by

we see that

+oo

F0) (g7 (¢ (1)) db /1+°°(g-1(¢/(¢-1<7>)))2dr= /foo (g—l (ﬁ))d (4.35)

Let us define 9 on [1, +oo[ by

1

vt > 1, () =1 +/1t ﬁ dr. (4.36)

Then 1 is a strictly increasing function of class C? on [1,+oo[ that satisfies

Y'(t) = il — 400 as t — +00.
9(3)
So
P(t) — +o0 ast — 400
and

/1+°° (971 (%[1'17)))2(17 = /1+oo % dr < +00.

Moreover 1)’ is increasing so 9 is a convex function. Then it is easy to verify that 1! is concave on [1,+ool:
derivating twice the expression

we see that

e () )

= — <0~

=) (vwren)

vt > 1, ¢(t) =¢7(2). (4.37)
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Then ¢ is a strictly increasing concave function of class C? on [1 + oo| that satisfies all the assumptions we made
in our computations: (4.32) and (4.34) are already verified (4.33) is also true because

——) — 0 when t — +o0.

(Note that ¢(1) = 1 because ¢(1) = 1, and that ¢'(1) = g(1) < 1, so it is easy to extend ¢ on [0, +oo[ such
that it remains a concave and strictly increasing nonnegative function of class C? on [0, +o0o[, and such that
6(0) = 0.)

So we have explicitly constructed a function ¢ that satisfies the required properties. With that special choice
we deduce from (4.29) that

+o0 2
/ B(0/(1) dt < cE(S)? +eE(S) [ o/ )( e (1)) ) dt
+oo
< CE(S)2+CE(S)/ (g )
) (4.38)
< cE(S)? + cE(S) /¢>(s) (g ( o1 >)
< cE(S)? + cE(S) / ?O: Lir=eB(8) + c%~
o) T
Then we can apply Lemma 3 with ¢ = ¢/ = 1 to deduce that
C
Vi>1, E(t) < POk (4.39)

which is clearly a better estimate than (4.31). It remains to estimate the growth of ¢. This is equivalent to
estimate the growth of the function ¢~! = 4. Set 79 such that

1
70

By monotonicity we have

VT > 70, Y(1) <1+ (7— 1>g(11) S Tg(ll) - G(ll) ’ (4.40)
Thus
\V/T>T(), T<¢<G(11>):¢(t) with t—G(ll)7
Lol (LY,
5 <r=9" (1) A

Thus the proof of (2.19) is achieved. O
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4.3. Second estimate on the decay rate of the energy

Assume that H(0) = 0 and that H is nondecreasing on [0, 7] for some 1 > 0. Set T} such that

—_

V> Ty, H(Z) <.

~~

Set To = sup {Tl, %} Assume that ¢ is an increasing and concave function such that

Vt > Ty, ¢(t) <n and ¢/(t) < H(n)
and also
¢'(t) — 0 as t — +oo.
Then define

Yt > Ty, h(t) = H (¢ (t)). (4.42)

Since H is nondecreasing on [0, 7], his a nonincreasing function that satisfies

Vit > To, h(t) <n
and

h(t) — 0 as t — +oo.

For every t > T3, define

If ) ={z el : || <ht)}, (4.43)
I, i={z €Ty h(t) < |W/| < h(Ty)}, (4.44)
Iy ={z el |[u|>h(Tz)}- (4.45)

Set T'> S > T5. It is easy to check that

T T T
/ Eg¢' m-v > dsdt < c/ E¢' m-vu'p(u)dsdt < c/ E(—E') <cE(S)>. (4.46)
s I, s IR s

Since H is nondecreasing on [0,7)], for all z € f"ia, we have

Thus

T T

1

/ E¢' m-vu?dsdt < / E m-vu p(u)dsdt < ZE(S)2. (4.47)
s It s It 2

1,2 1,2
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At last, we have:

/ST E¢ m-vu'dsdt < c/ST E(t)¢'(t) (/Ft1 h(t)? ds> dt < cE(S) /T &' (t) (H—1(¢’(t))>2dt. (4.48)

ot
ISRt

So we obtain that

T , T 9
VI < S < T < oo / B¢ [ m-vudsdt < cE(S)® + cE(S) / GO)(H W) d. (449)
S Ty S

In a similar way, for every t > T, define

[ia={zeli:g ' (W]) < h(t)}, (4.50)
[fs={z el h(t) <g (') < h(T2)}, (4.51)
TMg={zely: g (|W]) > h(T2)}- (4.52)
Set T > S > Ty. Then
T T T
/s E¢' - m-vp(u')? dsdt < C/S E¢' - m-vu'p(u)dsdt < C/S E(—E') < cE(S)2. (4.53)

Since H is nondecreasing on [0, 7], for all z € f‘tl’5, we have

#(0) = H(be) < o™ (W) = —{i
Thus
T T /
/ N2 |u | N2
/S E¢ 1;ig‘m'yp(u) dsdtg/s E 1;is‘m'ymp(u) dsdt
, ) (4.54)
< /S E - m-vu p(u)dsdt < §E(S)2.
At last, we have:
T T
/ E¢ | m-vp@)? dsdt < c/ E¢/ (/ gl(|u’|)2ds> dt
s i s M (4.55)
' ! * at
<cE(S ") (H (¢ (¢ .
<en(s) [ o0 (1)

So we obtain that

T T 2
VI < S <T < oo /S B [ mew () dsdt < cB(S)? +eE(S) [S SO (H NS W) d (450)

(Note that ¢ does not depend on the constant of Lipschitz of p.)
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So define
- o1
Vt>Ty, ¢ (t) =T ——dr. 4.57
21y, 670 =Tt [ e (4.57)
Then
VS Ty, H() 2 To >
n
SO
- 1
Vt>Ty, ¢'(t)=H <~—> < H(n),
o()
and

Then (Z) satisfies all the required properties. Since
Yy €(0,1], g(y) <y ie H(y) <1,

we see that

- =Ty _ ¢ 1
SSRGS ED T

Thus we deduce that

V> Ty, E(t) < C&év <c(g (}>)2 .

So the proof of Theorem 2 is completed when p is globally Lipschitz. O

4.4. The case of the polynomial behavior

If g(y) = yP for some p > 1 on (0,1), then H(y) = yP~! is increasing on (0,1). So (2.20) gives the estimate

We did not manage to find a function ¢ that gives directly the estimate found by Zuazua [35]:

c
Et) < =

However the method leading to (2.20) allows us to prove this estimate: set n > 1, A,, > 0 and define

1/(p=1)
V> 1, ¢n(t) = $1/A+n(p=1)) 4nq hn(t) = ()\néf);(t)) ? .
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We see that ¢, is a concave function that satisfies (4.11). So we derive from (4.4) that F satisfies for all S > 1:

/ T B2 ()dt < e, (S)E(S)? + cE(S) :’o S (Ohat)? dt

E(S)
(bn(S)Qn—l ’

where ¢ denotes a positive constant that does not depend on n. We minimize the value of the right-hand side
term with respect to A, to get that

1
< C()\_ T ¢%(5>>E(5>2 + 22/ (=)= (+1)/ (D)

[ Bwrenan < ou e By (459)
S

Then we apply Corollary 3.1 to the function f defined by the right-hand side term of (4.58) and after some
computations we get that

VE>1, Yn>1, E(t) < Cpt
where C), is a positive constant that does not depend on n, and

_ 2+ (2/(p-1)

2
— as n — +0o0.
1+n(p—1) p—1

Hence letting go n to infinity, we get (2.16). O

5. DECAY RATE ESTIMATE WHEN p IS NOT SUPPOSED TO BE GLOBALLY LiPSCHITZ

In Section 3, we proved Theorem 2 in the case where p is globally Lipschitz. In fact, we used this additional
property only to justify our computations, thanks to the regularity provided by (2.12-2.13). Note that the
constant of Lipschitz of p never appeared in our estimates. We will remove the additional hypothesis on p in
the following way: first we construct a sequence of globally Lipschitz functions pj that converges to p; then
we apply a general perturbation theorem to prove that the sequence (uy)ren of the solution of the problem
(2.1-2.4) where py, replaces p converges to the solution u of (2.1-2.4).

First we construct a sequence of globally Lipschitz functions pj that converges to p:

Lemma 9. Let p : R — R be a nondecreasing, continuous function satisfying (2.7). Then there exists a
sequence of nondecreasing, globally Lipschitz, continuous functions py : R — R satisfying for all k € N\ {0}:

vy € [=L1], 193 < lor(m)l < l97 W)l (5.1)
Iyl = 1, iyl < loe(y)| < e3lyl,
with suitables constants ¢} and ¢, that are independent of k, and such that
Vy € R, lor(y)l < lp(y)l, (5:2)

and

Yy e R, pr(y) — ply) as k — +oo. (5.3)
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Remark. Define go(y) = g(§) for all y € [—1, 1]; then 95 (y) = 297 (y). So the functions pj and p satisfy:

vy € [-1,1), lgo()| < lor(®)| < 9o W), (5.4)
Vlyl > 1,c1lyl < lpr(y)] < chlyl.
Since py is globally Lipschitz, we can apply the results of Section 3 to the the solution wuy of the problem
uy — Aup =0in Q x Ry,
up =0onI'y x Ry, (5.5)
Opur, +m - vpk(u}) =0o0n Iy x Ry, '
ur(0) = u®, u},(0) = ul.
The energy F(uy) of uy satisfies the following estimate
1V 2
vt > 1, E(ug)(t) <c <G01 (E)) :
where ¢ is a constant that depends on E(0) (in a continuous way) but that does not depend on k. Since
20, Gly) =267 () <2671(w),
we obtain that
1V 2
Vt > 1, E(ug)(t) < 4c <G1 <¥>) (5.6)
Thus, if we prove that
Vit > 1, E(ug)(t) — E(u)(t) as k — 400, (5.7)
the proof of Theorem 2 will be completed.
Proof of Lemma 9. Set k > 1 and define:
. 1.
vy € R, pr(y) = p(idr + 20)7"(¥)), (5.8)
that means:
Vy € R, pr(y) = p(yx), (5.9)
where yj, is the unique real number that satisfy
1
Yk + 2 p(Yk) = y- (5.10)

One may readily verify that the functions pj are well-defined, continuous and nondecreasing. They are also
globally Lipschitz: set y!, y? in R and denote y; and y? the real numbers that satisfy (5.10): then

1
vi = Ui+ (o) = p(W0) = ¥" = %



442 P. MARTINEZ

using the monotonicity of idg + %p and of p, we obtain that y' — 32, y,ﬁ — y,% and p(y,ﬁ) — p(y,%) have the same

sign, and so
p(yx) — p(yi)| < Kly' — 3.

Next we prove that (5.2) and (5.3) are satisfied on [0, 4o0[ (the study is similar on | — 00,0]). Set y > 0. If
y =0, then y,, = 0. If y > 0, then yi > 0, p(yx) > 0, and so yr < y. That implies that (5.2) is satisfied:

pr(y) = pyr) < p(y).

It is also clear that the sequence (yx)r>1 is nondecreasing:

= o) — g pke)
Ye+1 — Yk = kP Yk k+1/7 Yk+1),
and if Y1 < yg, then
- >l( )——1 (yx) >0
Ye+1 — Yk =2 kp Yk k+1/’ Yk .

Then the sequence (yx)r>1 converges, and it is easy to see that
yr — y as k — 400,
so (5.3) is satisfied:
pe(y) = p(yr) — p(y) as k — +oo.

At last we prove that (5.1) is satisfied: we deduce from (5.2) that

vy € [0,1], pr(y) < p(y) < g7 (v),
Yy > 1, pr(y) < ply) < cay

On the other hand
if g < 2, then piy) = plye) >
and in the other case,

if ykzg

, then pu(y) = p(ye) = o (5) -
So

if y €[0,1], then py(y) > inf{ﬂ (%) ; %} 29 (%)

(we used the fact that for all y € [0,1], g(y) < g7 () so g(y) < y); and similarly we deduce that

ify>1, then pu(y) =inf{p (%), 5} > ey
with some ¢ > 0 (we use (2.7) for y € [2, +-00[ and the continuity of p on [1,1]). O

It remains to prove (5.7). This is a consequence of the following perturbation theorem (see, e.g., Barbu [2]
Prop. 4.2.1 and Th. 4.2.1):
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Theorem 3. Let A and Ay (k € N) be maximal monotone operators in a Hilbert space and assume that
(I+Ap) "W — (I +A)"'W in H (5.11)
for every W € H as k — +oo. Choose U°, UY € H such that
U — U° in H.
Then the corresponding solutions of
U+AU =0 inR,, U0)=0U°
and
U, + AU, =0 in Ry, Ug(0) =Up
satisfy
Up(t) — U(t) in H as k — +o0 (5.12)
for every t € Ry.

Admit that Theorem 3 can be applied: then (5.7) is a consequence of (5.12). It remains to show that we can
apply Theorem 3 so we need to prove that

(I+A)*W — (I + AW in #,

where A, denotes the generator of the semigroup associated with the problem (5.5). It is not difficult to see that
this is a consequence of (5.3) and of the following estimate provided by (5.1): there exists a positive constant c
such that all the functions pi (and also the function p) satisfy:

Vk € N\ {0},Vy € R, |pr(y)| < c(1+ [y[)
(for more details, see, e.g., Komornik [18] p. 132).

The author thanks the referees and E. Zuazua for their valuable suggestions concerning the presentation of our results.
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