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Abstract. This paper presents a method to design explicit control Lyapunov functions for affine and homogeneous systems that satisfy the so-called “Jurdjevic-Quinn conditions”. For these systems a positive definite function $V_0$ is known that can only be made non increasing by feedback. We describe how a control Lyapunov function can be obtained via a deformation of this “weak” Lyapunov function. Some examples are presented, and the linear quadratic situation is treated as an illustration.

Résumé. Ce texte présente une méthode permettant de construire explicitement des fonctions de Lyapunov contrôlées pour des systèmes affines et homogènes vérifiant les conditions dites “de Jurdjevic-Quinn”. Pour de tels systèmes, on connaît une fonction définie positive $V_0$ et une loi de commande qui fait seulement décroître $V_0$, avec une dérivée qui peut s’annuler en certains points. Nous montrons comment il est possible d’obtenir une fonction de Lyapunov contrôlée via une déformation de cette fonction de Lyapunov “au sens large”. Quelques exemples sont présentés, et le cas linéaire quadratique est traité comme illustration.
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1. Introduction

In all this paper we consider a control affine system:

$$\dot{x} = f_0(x) + \sum_{k=1}^{m} u_k f_k(x),$$

with state $x \in \mathbb{R}^n$ and control $(u_1, \ldots, u_m) = u \in \mathbb{R}^m$. The $f_k$’s are smooth vector fields in $\mathbb{R}^n$. Smooth means of class $C^\infty$.

For differentiable dynamical systems without control $\dot{x} = F(x)$, “Lyapunov’s second theorem” states that existence of a positive definite and radially unbounded function that is decreasing along the trajectories of the system (such a function is called a Lyapunov function) implies asymptotic stability of its minimum. Asymptotic stability can therefore be proved by exhibiting such a function, this is the so-called “Lyapunov direct method” (see [12]). The scope of this method is general since the existence of a Lyapunov function is also necessary,
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see [16] for a proof with a right hand side that is only assumed to be continuous. However an unfortunate drawback is that there is no systematic way to build explicitly this Lyapunov function.

For control systems, the “Lyapunov design” of a stabilizing control law (see [3]), based on Lyapunov direct method, consists in designing a positive definite and radially unbounded function together with a continuous feedback law that assigns this function to be a Lyapunov function for the closed-loop system. Artstein’s theorem (see [2, 3, 24]) points out exactly which relations (control Lyapunov function, small control property, see below) a function has to satisfy in order to allow existence of a feedback law that makes it decrease.

**Definition 1.1** (assignable Lyapunov functions). Let $V$ be a positive definite and radially unbounded function. We say that a continuous $u : \mathbb{R}^n \rightarrow \mathbb{R}^m$ assigns $V$ to be a Lyapunov function for the closed loop system (1) if the derivative of $V$ along the trajectories of the closed loop system is negative definite, that means that for all $x$ in $\mathbb{R}^n \setminus \{0\}$:

$$ L_{f_0}V(x) + \sum_{k=1}^{m} u_k L_{f_k}V(x) < 0. $$

**Theorem 1.2** (Artstein’s theorem). Let $V$ be a positive definite and radially unbounded function. There exists a continuous feedback that assigns $V$ to be a Lyapunov function for the closed loop system (1) if and only if

(a) it is a control Lyapunov function (CLF):

$$ \begin{align*}
L_{f_1}V(x) &= 0 \\
\vdots \\
L_{f_m}V(x) &= 0
\end{align*} \implies L_{f_0}V(x) < 0; \tag{2} $$

(b) it satisfies the small control property (SCP): for any $\epsilon > 0$, there is a $\delta > 0$ such that for all $x$ in $\mathbb{R}^n \setminus \{0\}$,

$$ \|x\| < \delta \implies \exists u \quad \|u\| < \epsilon, \quad L_{f_0} + \sum_{k=1}^{m} u_k f_k V(x) < 0. \tag{3} $$

This is an existence result, but some explicit formulae have been given, like for instance:

**Proposition 1.3** (Sontag’s formula [24]). If the function $V$ is a control Lyapunov function that satisfies the small control property for the affine control system (1) then the control $u = (u_1, \ldots, u_m)$ defined by

$$ u_k = \begin{cases} 
-a + \sqrt{a^2 + \left(\sum_{i=1}^{m} b_i^2\right)^2} & \text{if } b_k \neq 0, \\
\frac{\sum_{i=1}^{m} b_i^2}{\sum_{i=1}^{m} b_i^2} b_k & \text{if } b_k = 0.
\end{cases} \tag{4} $$

where $a = L_{f_0}V(x)$ and $b_k = L_{f_k}V(x)$ for all $k$ in $\{1 \ldots m\}$, is a continuous and asymptotically stabilizing feedback law. Besides it assigns $V$ to be a Lyapunov function.

In this paper we will not refer to this general expression because we will restrict our attention to homogeneous systems. In this particular case a simpler construction can be made (see Prop. 2.5 below) that moreover keeps the homogeneity of the closed loop system.

Many others methods than building a control Lyapunov function exists in the literature to design stabilizing feedback law. However, it is well known that a control Lyapunov function, when it is available, is a convenient tool for many reasons: for instance, the negative definite function $\dot{V}$ allows one to quantify robustness to model errors or perturbations in the control (see [7], Sect. 3.3). Also, it can be used to perform Lyapunov redesign to enhance robustness properties (see [15], Sect. 5.5). Finally, some simple backstepping-like techniques for adding an integrator require a strict Lyapunov function (see [7]).
For these reasons it is interesting to obtain control Lyapunov functions for systems that may be asymptotically stabilized by other methods. Of course, the converse Lyapunov theorems (see for instance [12, 16]) imply the existence of functions that are strictly decreasing along the solutions of the closed loop systems and finally control Lyapunov functions that are assigned by the same control law. However these theorems are far from giving an explicit construction of these functions. This work is an attempt to give an explicit design of control Lyapunov functions as precise as possible when asymptotic stabilization can be solved via the so called “Jurdjevic-Quinn method”, also called “damping control”. A preliminary version was presented in [9].

Note that for linear systems, the above mentioned converse Lyapunov theorems can be made constructive, and yield a quadratic Lyapunov function, see Section 6 for a discussion.

To our knowledge, systematically trying to build a control Lyapunov function in these cases is a novel idea. Let us however mention two occurrences in the literature where such a step was taken in more particular cases, and as part of a proof in [18] (proof of Lem. 2) for linear systems with saturations and in [19] (proof of Cor. 2.16) for cascaded systems with some growth assumptions, control Lyapunov functions have been obtained based on a quadratic Lyapunov function for the linear approximation. See Remark 3.4 for more details on these references.

The present paper deals with more general affine control systems, although these results are not strico sensu a consequence of ours since we assume homogeneity.

The paper is organized as follows. Section 2 is devoted to introduce some classical notations and properties about differential geometry and homogeneity. After making precise the class of systems we deal with in Section 3, the result consisting in reshaping a Lyapunov function in the direction of a vector field is presented in Section 4. After some comments on the result in Section 5, we pay attention to three examples in the last sections: the linear case is studied in Section 6 as a particular situation of the results, in Section 7 the problem of stabilization of an underactuated rigid body is considered and in Section 8 we deal with the so-called TORA system. Although this last system does not satisfy all the hypotheses of our results, the method leads to a control Lyapunov function for this system.

2. SOME NOTATIONS AND PROPERTIES ABOUT VECTOR FIELDS AND HOMOGENEITY

Let us precise our notations and recall basic properties. For an entire overview, the reader can refer to [14] and [25].

**Definition 2.1** (Flow of a vector field). Let $X$ be a vector field on $\mathbb{R}^n$. We define $\phi^t_X(x)$ by:

$$\frac{\partial}{\partial t}(\phi^t_X(x)) = X(\phi^t_X(x)), \quad \phi^0_X(x) = x. \quad (5)$$

In general, $(t, x) \mapsto \phi^t_X(x)$ is defined on a neighborhood of $\{t = 0\}$ in $\mathbb{R}^{n+1}$. If it is defined for all $(t, x)$ in $\mathbb{R}^{n+1}$, the vector field $X$ is called complete. For a fixed choice of $x$, $t \mapsto \phi^t_X(x)$ is a solution of $\dot{x} = X(x)$. For a fixed $t$, $x \mapsto \phi^t_X(x)$ is called the flow of $X$ at time $t$, it is a diffeomorphism from an open set of $\mathbb{R}^n$ onto its image (from $\mathbb{R}^n$ onto $\mathbb{R}^n$ if $X$ is complete).

For any function $h$, we denote by $L_X h$ its Lie derivative along $X$:

$$L_X h(x) = \left. \frac{d}{dt} \right|_{t=0} h(\phi^t_X(x)). \quad (6)$$

**Proposition 2.2.** Let $X$ be a vector field on $\mathbb{R}^n$ and $\varphi$ a diffeomorphism from $\mathbb{R}^n$ onto $\mathbb{R}^n$. Then for all $t$, $\varphi \circ \phi^t_X \circ \varphi^{-1}$ is the flow at time $t$ of a vector field denoted by $\varphi \ast X$ and called the conjugate of $X$ by $\varphi$:

$$\phi^t_{\varphi \ast X} = \varphi \circ \phi^t_X \circ \varphi^{-1}. \quad (7)$$
In coordinates, the expression of $\varphi \ast X$ is given by:

$$\varphi \ast X(y) = \frac{\partial \varphi}{\partial x}(\varphi^{-1}(y))X(\varphi^{-1}(y)).$$  \hfill (8)

In the sequel we will also use the notion of homogeneity. Let us define precisely what we mean by homogeneous function and homogeneous vector field.

**Definition 2.3.** For a fixed choice of coordinates on $\mathbb{R}^n$, and for $n$ positive real numbers $r_1, \ldots, r_n$,

(a) a dilation of weight $r = (r_1, \ldots, r_n)$ is a family of maps $({\delta}_\mu^r)$ defined, for all $\mu > 0$ and for all $x$ in $\mathbb{R}^n$, by:

$${\delta}_\mu^r(x) = (\mu^{r_1}x_1, \ldots, \mu^{r_n}x_n);$$

(b) a function $V : \mathbb{R}^n \mapsto \mathbb{R}$ is **homogeneous of degree** $\tau$ with respect to the family of dilations $({\delta}_\mu^r)$ if and only if for all $\mu > 0$,

$$V \circ {\delta}_\mu^r = \mu^\tau V;$$

(c) a vector field $X$ is **homogeneous of degree** $\sigma$ with respect to the family of dilations $({\delta}_\mu^r)$ if and only if for all $\mu > 0$,

$${\delta}_\mu^r \ast X = \mu^\sigma X.$$  \hfill (9)

In the coordinates of the dilation, $X$ can be written $X = \sum f_i \frac{\partial}{\partial x_i}$, and $X$ is homogeneous of degree $\sigma$, if and only if each $f_i$ is a homogeneous function of degree $\sigma + r_i$.

(d) In the sequel, we use the notation $\| \cdot \|_{d\mu}$ for the **homogeneous norm** defined on $\mathbb{R}^n$ by

$$\|x\|_{d\mu} = \left( \sum_{j=1}^n |x_j|^{\frac{1}{r_j}} \right)^{\frac{1}{p}},$$

for $p$ large enough that this is a smooth function of $x$ outside the origin. This homogeneous norm is obviously positive definite and homogeneous of degree 1 with respect to the family of dilations $({\delta}_\mu^r)$. We might choose any function having these three properties.

In the sequel $r$ and the family of dilations $({\delta}_\mu^r)$ are fixed. “Homogeneous of degree $d$” will replace “homogeneous of degree $d$ with respect to $({\delta}_\mu^r)$”.

**Lemma 2.4.** Let $G$ be a complete vector field on $\mathbb{R}^n$. $G$ is homogeneous of degree 0 if and only if the flow of $G$ commutes with the family of dilations, i.e. for all $t$ in $\mathbb{R}$ and all positive $\mu$,

$${\delta}_\mu^r \circ \phi^t_G = \phi^t_G \circ {\delta}_\mu^r.$$  \hfill (10)

**Proof.** From (7) we have for all positive $\mu$ and all $t$ in $\mathbb{R}$:

$${\delta}_\mu^r \circ \phi^t_G \circ (\delta_\mu^r)^{-1} = \phi^t_G \circ (\delta_\mu^r)^{-1} = \phi^t_{G \ast \ast \mu}.$$  \hfill (8)

Hence, from (9), $G$ is homogeneous of degree 0 if and only if $\delta_\mu^r \circ \phi^t_G \circ (\delta_\mu^r)^{-1} = \phi^t_G$ i.e. if and only if $\phi^t_G$ and $\delta_\mu^r$ commute. \hfill $\square$
When all the vector fields \( f_i \) of the system (1) are homogeneous, and when a homogeneous control Lyapunov function \( V \) is known for this system, the following result, proved in [26] (see also the textbook [3] for the single-input case), gives a feedback control, simpler than Sontag’s one (see Prop. 1.3), that assigns \( V \) to be a Lyapunov function for the closed loop system. Moreover, this feedback law has the good property to keep the homogeneity of the closed loop system, that means that the right-hand side of the closed-loop system \( \dot{x} = f_0(x) + \sum_{k=1}^{m} u_k(x)f_k(x) \), is homogeneous of the same degree as \( f_0 \).

**Proposition 2.5.** Consider the affine control system (1). Assume that each \( f_k (k = 0 \ldots m) \) is a vector field homogeneous of degree \( c_k \), with \( c_0 \geq 0 \) and \( c_k < c_0 (k = 1 \ldots m) \). Assume as well that \( V \) is a control Lyapunov function for the system, homogeneous of degree \( d \). Then the feedback control, defined for all \( x \) in \( \mathbb{R}^n \) by:

\[
 u_k(x) = -\alpha L f_k V(x) \|x\|_{\delta_r}^{c_0-2c_k-d} \quad (k = 1 \ldots m) \tag{11}
\]

is homogeneous of degree \( c_0 - c_k \) \((k = 1 \ldots m)\). This makes the right-hand side of the closed-loop system \( \dot{x} = f_0(x) + \sum_{k=1}^{m} u_k(x)f_k(x) \) homogeneous of degree \( c_0 \), and assigns the control Lyapunov function \( V \) to be strictly decreasing if, \( T \) being the set \( \{ x, \|x\|_{\delta_r} = 1, L f_0 V(x) \geq 0 \} \),

\[
 \alpha > \sup_{x \in T} \frac{L f_0 V(x)}{\sum_{k=1}^{m} (L f_k V(x))^2 \|x\|_{\delta_r}^{c_0-2c_k-d}} \tag{12}
\]

### 3. Problem statement

In [13], Jurdjevic and Quinn noticed that a first integral of the drift vector field plus some controllability conditions allow one to derive smooth asymptotically stabilizing control laws. This method has been next generalized in many papers, as [3,11,21]. In this paper we call “Jurdjevic-Quinn type” systems, these that allow the use of this stabilization method.

Let us give the specific assumption we need here. Consider the affine control system (1). For a function \( V_0 \) and for an integer \( L \), define the set \( W_L(V_0) \) to be:

\[
 W_L(V_0) = \left\{ x \in \mathbb{R}^n, L f_i V_0(x) = L_{ad f_0} (f_k) V_0(x) = 0 \quad k = 1 \ldots m; i = 0 \ldots L \right\}. \tag{13}
\]

Note that this set decreases as \( L \) increases.

**Assumption 3.1 (Jurdjevic-Quinn conditions).** We assume that a function \( V_0 : \mathbb{R}^n \rightarrow \mathbb{R} \) is known and has the following three properties: it is smooth, positive definite and radially unbounded; it satisfies:

\[
 \forall x \in \mathbb{R}^n, L f_0 V_0(x) \leq 0; \tag{14}
\]

it is such that there is an integer \( L \) such that

\[
 W_L(V_0) \quad \text{is reduced to} \quad \{0\}. \tag{15}
\]

**Remark 3.2.** For many control systems (see the examples in Sects. 7 and 8), the natural drift vector field does not meet (14), but a preliminary feedback, by adding to it a linear combination of the control vector fields, gives an \( f_0 \) satisfying (14). Further comments on the consequence of this preliminary feedback are given in Section 5.

Following [3,11,13,21], one may set:

\[
 u_k(x) = -L f_k V_0(x) \quad (k = 1 \ldots m). \tag{16}
\]
The derivative of $V_0$ along the closed-loop system is then given by,

$$
\dot{V}_0 = L_{f_0}V_0 - \sum_{k=1}^{m}(L_{f_k}V_0)^2.
$$

This equation shows that $\dot{V}_0$ is non positive and vanishes at points where the $L_{f_k}V_0$ $(k = 0 \ldots m)$ vanish. If such points exist, condition (15) together with LaSalle Invariance principle (see [12,17]) allow one to conclude to asymptotic stability of the origin:

**Proposition 3.3.** If system (1) satisfies Assumption 3.1, then formula (16) defines a continuous asymptotically stabilizing feedback control law.

However, $V_0$ is clearly not a control Lyapunov function, because there are in general some points where all the $L_{f_k}V_0$ $(k = 0 \ldots m)$ vanish. In the sequel, we “re-shape” this function to build a control Lyapunov function.

**Remark 3.4.** In [18] (proof of Lem. 2), the case where $f_0$ is a linear vector field and where the control vector fields depends on the control (systems are non affine in the control but it has a particular structure) is studied. A positive definite and radially unbounded function together with a feedback law that assigns it to be a strict Lyapunov function is obtained following the idea of [19] (proof of Cor. 2.16). This explicit construction consists in finding a Lyapunov function for the linear approximation (via Lyapunov equation for instance, see Sect. 6, Eq. (34)), and making a combination of this function and the above defined $V_0$. It is not clear how this approach might be generalized. We do not follow this track here.

**Remark 3.5.** Let us clarify the status of our assumptions with respect to the literature (and with the help of [22]). Denoting by $L$ the union of all the trajectories of $\dot{x} = f_0(x)$ that remain in the set $\{x \in \mathbb{R}^n, \ L_{f_k}V_0(x) = 0, \ k = 0, \ldots, m\}$, LaSalle’s invariance principle states that $L = \{0\}$ is a necessary and sufficient conditions for (16) to be an asymptotically stabilizing control law. All the assumptions made in the literature may be viewed as sufficient conditions for $L = \{0\}$.

In the early works [11,13], some simpler and more restrictive assumptions were made instead of Assumption 3.1: (14) was replaced by $L_{f_0}V_0 \equiv 0$ ($V_0$ is a first integral of the drift vector field) and (15) was replaced by the “ad-condition” $(r k(ad_{f_k}f_k), \ 1 \leq k \leq m, \ i \geq 0 = n)$ plus the origin being the only critical point of $V_0$. These assumptions are rather restrictive, but they have the advantage of “decoupling” the properties of the control vector fields and these of $f_0$.

There has then been an effort to weaken these assumptions. By differentiation along the trajectories, it is clear that the set

$$
W_{gen} = \left\{ x \in \mathbb{R}^n, \ L_{f_0}^{i+1}V_0(x) = L_{f_k}^{i}L_{f_k}V_0(x) = 0 \right\}, \ k = 1 \ldots m; \ i \in \mathbb{N}
$$

contains $L$, defined above, and in fact they coincide for real analytic vector fields. In [21] the stabilization result is stated under the condition $W_{gen} = \{0\}$. It is noted there that, with

$$
W'_{gen} = \left\{ x \in \mathbb{R}^n, \ L_{f_0}^{i+1}V_0(x) = L_{ad_{f_k}(f_k)}V_0(x) = 0 \right\}, \ k = 1 \ldots m; \ i \in \mathbb{N}
$$

the condition $W_{gen} = \{0\}$ is equivalent to $W'_{gen} = \{0\}$. Note that in general (without further assumption like $L_{f_0}V_0$ identically zero) $L_{ad_{f_k}(f_k)}V_0(x) = L_{f_k}L_{f_k}V_0(x)$ is true only for $x$ in $L$, so that the sets $W_{gen}$ and $W'_{gen}$ might not coincide if they are not reduced to zero.

The set $W_L(V_0)$ contains obviously $W'_gen$ and so our condition is stronger. However, in the very common situation where the drift vector field is conservative ($L_{f_0}V_0 \equiv 0$), the knowledge of the integer $L$ is our only restriction.
4. Reshaping Lyapunov functions via the flow of a vector field

For a complete vector field $G$, we define a function $V_\lambda$ from $V_0$ as follows:

$$V_\lambda = V_0 \circ \phi_G^\lambda,$$

where $\phi_G^\lambda$ is the flow of the vector field $G$, see (5). We shall always consider a vector field $G$ that is smooth except possibly at $x = 0$, with $G(0) = 0$.

In general, it is impossible to give an explicit expression of the flow $\phi_G^\lambda$ with some usual functions. For the purpose of making our method really constructive, we may use for small $\lambda$ (all our results will anyway be valid for small $\lambda$ only), a function $W_\lambda$ that is easier to compute and agrees with $V_\lambda$ up to order 1 with respect to $\lambda$:

$$W_\lambda(x) = V_\lambda(x) + \lambda^2 a(\lambda, x),$$

where $a$ is a smooth function on $[0, +\infty) \times \mathbb{R}^n$ that satisfies for all positive $\lambda$, $a(\lambda, 0) = 0$. From Hadamard’s Lemma, this property is equivalent to:

$$W_\lambda(0) = V_\lambda(0) \quad \forall \lambda \in [0, +\infty)$$
$$W_0(x) = V_0(x) \quad \forall x \in \mathbb{R}^n$$
$$\frac{\partial W_\lambda(x)}{\partial \lambda} \bigg|_{\lambda=0} = \frac{\partial V_\lambda(x)}{\partial \lambda} \bigg|_{\lambda=0} \quad \forall x \in \mathbb{R}^n.$$

For instance the following $W_\lambda$ is of this type:

$$W_\lambda(x) = V_0(x + \lambda G(x)).$$

Note that this formula is explicit (does not involve solving any differential or algebraic equation) and that it depends on the chosen coordinates whereas the definition of $V_\lambda$ in (17) is coordinate-free.

The function $V_\lambda$ is identically equal to $V_0$ when $\lambda$ is equal to zero. Since $L_{f_0}V_0$ vanishes at some points where $L_{f_k}V_0$ ($k = 1 \ldots m$) vanish, and we want $L_{f_0}V_\lambda$ to be negative at points where $L_{f_k}V_\lambda$ ($k = 1 \ldots m$) vanish, it is natural to require that $L_{f_0}V_\lambda$ be a decreasing function of $\lambda$ for small values of $\lambda$ and at points where $L_{f_k}V_0$ ($k = 0 \ldots m$) vanish. We require the following slightly stronger property:

$$\forall x \in \mathbb{R}^n \setminus \{0\}, \quad \begin{cases} L_{f_0}V_0(x) = 0 \\ L_{f_1}V_0(x) = 0 \\ \vdots \\ L_{f_m}V_0(x) = 0 \end{cases} \implies \frac{d}{d\lambda} \bigg|_{\lambda=0} (L_{f_0}V_\lambda(x)) < 0. \quad (20)$$

The same discussion holds replacing $V_\lambda$ with $W_\lambda$ satisfying (18).

Reshaping $V_0$ via the flow of a vector field $G$ has the interesting advantage that it replaces the above difficult condition on $V_\lambda$ given by equation (20) by a simpler condition on $G$ as shown by the following lemma:

Lemma 4.1. For function $V_\lambda$ and $W_\lambda$ defined by (17) and (18), we have for all $x \in \mathbb{R}$,

$$\frac{d}{d\lambda} \bigg|_{\lambda=0} (L_{f_0}V_\lambda)(x) = \frac{d}{d\lambda} \bigg|_{\lambda=0} (L_{f_0}W_\lambda)(x) = L_{f_0}L_GV_0(x). \quad (21)$$

Proof. Let the function $\chi$ be defined by $\chi(t, \lambda, x) = V_0(\phi_G^\lambda(\phi_{f_0}^t(x)))$. From (6) and the definition (17) of $V_\lambda$, the left-hand side of (21) is equal to $\frac{\partial \chi}{\partial \lambda}(0, 0, x)$. From (18), the expression with $W_\lambda$ instead of $V_\lambda$ is also equal to $\frac{\partial \chi}{\partial \lambda}(0, 0, x)$. On the other hand, applying (6) twice (with $X = G$ and $X = f_0$), the right-hand side is equal to $\frac{\partial \chi}{\partial t}(0, 0, x)$. This proves (21) because the partial derivatives commute. \qed
Unfortunately, we are not able to prove that condition (20) is sufficient, in general, for $V_\lambda$ to be a control Lyapunov function\footnote{What is true in general (i.e. without the homogeneity assumption) is that $V_\lambda$ satisfies, for $\lambda > 0$ small enough, the condition (2) to be a control Lyapunov function, but only in an annulus, more precisely in a compact region excluding the origin (since the origin is excluded (3) does not make sense). Such a function does not allow one to design an asymptotically stabilising feedback law since nothing can be granted in a neighborhood of the origin. It however obviously makes it possible to design a feedback law that makes the origin practically stable, see \cite{8}. This can be proved using part of the proof of Theorem 4.2 since what is proved on the unit sphere $S$ could be proved on any compact set that does not contain the origin.}. This is however true for control affine systems which have some homogeneity properties:

**Theorem 4.2.** Assume that the control affine system (1) meets the Jurdjevic-Quinn conditions (Assumpt. 3.1) with a function $V_0$ that is homogeneous of degree $d$. Besides, assume that each $f_k$ $(k = 0 \ldots m)$ is homogeneous of degree $c_k$ with $c_k \geq 0$ and $c_k < c_0$ $(k = 1 \ldots m)$.

Let $G$ be an homogeneous vector field of degree 0 which satisfies, for all $x$ in $\mathbb{R}^n \setminus \{0\}$,

$$
\begin{align*}
L_{f_0}V_0(x) &= 0 \\
L_{f_1}V_0(x) &= 0 \\
& \vdots \\
L_{f_m}V_0(x) &= 0
\end{align*}
\right\} \implies L_{f_0}L_GV_0(x) < 0. \tag{22}
$$

Then there exists a positive real $\lambda_0$ such that for all $\lambda$ satisfying $0 < \lambda < \lambda_0$, $V_\lambda$ is a homogeneous control Lyapunov function of degree $d$. The same property is satisfied by $W_\lambda$ given by (19) in the coordinates of the dilation. Any $W_\lambda$ that agrees with (18) also satisfies this property provided that it is homogeneous and definite positive.

Of course, in order to give an explicit method to build a control Lyapunov function, the previous result is not sufficient: one still needs to find a vector field $G$ satisfying (22). The following result gives a “universal” way of designing such a vector field. Note that the above homogeneity requirement on $G$ makes it difficult to construct such a vector field smooth at the origin.

It is natural to write $G$ as a linear combination of some $ad^i_{f_0}f_k$, and translate (22) into equations for the coefficients, $\lambda_{i,k}$, of this combination:

$$
G = \sum_{k=1}^{m} \sum_{i=0}^{I_k} \lambda_{i,k}ad^i_{f_0}f_k, \tag{23}
$$

Then $[f_0, G] = \sum \sum \left( L_{f_0} \lambda_{i,k} ad^i_{f_0}f_k + \lambda_{i,k} ad^{i+1}_{f_0}f_k \right)$. So we have,

$$
L_{[f_0, G]}V_0 = \sum_{k=1}^{m} \sum_{i=0}^{I_k} \left( L_{f_0} \lambda_{i,k} L_{ad^i_{f_0}f_k}V_0 + \lambda_{i,k} L_{ad^{i+1}_{f_0}f_k}V_0 \right) \tag{24}
$$

$$
= \sum_{k=1}^{m} L_{f_0} \lambda_{0,k} L_{f_k}V_0 + \sum_{k=1}^{m} \lambda_{i,k} L_{ad^{i+1}_{f_0}f_k}V_0 + \sum_{k=1}^{m} \sum_{i=1}^{I_k-1} \left( L_{f_0} \lambda_{i+1,k} + \lambda_{i,k} \right) L_{ad^{i+1}_{f_0}f_k}V_0. \tag{25}
$$

At points where the left hand of (22) is true, the first sum vanishes and $L_{[f_0, G]}V_0(x) = L_{f_0}L_GV_0(x) = 0$ (see the proof of Th. 4.3 for details on this point). As developed in Remark 5.3, it may be a good idea on a concrete example, to start from these considerations to design some functions $\lambda_{i,k}$. The following result gives a “universal” way of designing the $\lambda_{i,k}$ so that vector field $G$ meets condition (22). All $I_k$ is taken equal to $L - 1$, with $L$ coming from (15) in Assumption 3.1.

**Theorem 4.3.** Assume that the control affine system (1) meets the Jurdjevic-Quinn conditions (Assumpt. 3.1) with a function $V_0$ that is homogeneous of degree $d$. Besides, assume that each $f_k$ $(k = 0 \ldots m)$ is homogeneous of degree $c_k$ with $c_k \geq 0$ and $c_k < c_0$ $(k = 1 \ldots m)$.\footnote{What is true in general (i.e. without the homogeneity assumption) is that $V_\lambda$ satisfies, for $\lambda > 0$ small enough, the condition (2) to be a control Lyapunov function, but only in an annulus, more precisely in a compact region excluding the origin (since the origin is excluded (3) does not make sense). Such a function does not allow one to design an asymptotically stabilising feedback law since nothing can be granted in a neighborhood of the origin. It however obviously makes it possible to design a feedback law that makes the origin practically stable, see \cite{8}. This can be proved using part of the proof of Theorem 4.2 since what is proved on the unit sphere $S$ could be proved on any compact set that does not contain the origin.}
Then the vector field $G$ defined by (26) and (27) is homogeneous of degree 0 and satisfies the condition (22):

$$G = \sum_{i=0}^{L-1} \sum_{k=1}^{m} \lambda_{i,k} \alpha d_{j,k},$$

with $\lambda_{i,k}$ ($i = 0, \ldots, L-1; k = 1, \ldots, m$) some functions defined by:

$$\begin{align*}
\lambda_{i,k} &= \sum_{j=1}^{L-1} (-1)^{j-i+1} \frac{L_{ad_{j}^{k+1}}(f_{k})V_{0}}{(V_{0})^{\alpha_{j,k}}}, \\
\alpha_{j,k} &= \frac{(2j+1)c_{0}+2c_{k}+d}{d}.
\end{align*}$$

(27)

The following lemma is used in the proof of Theorem 4.2, but has some interest in itself.

**Lemma 4.4.** If $V_{0}$ is homogeneous of degree $d$ and the vector field $G$ is homogeneous of degree zero then, for all $\lambda \geq 0$, the functions $V_{\lambda}$ defined by (17) and $W_{\lambda}$ defined by (19) are homogeneous of degree $d$.

Of course, for a general $W_{\lambda}$ satisfying (18), homogeneity is not granted except if, for $\lambda \geq 0$, $x \mapsto a(\lambda, x)$ is homogeneous of the same degree as $V_{0}$.

**Proof.** Since $G$ is homogeneous of degree 0, Lemma 2.4 implies that $\delta_{\mu}$ commutes with the flow of the vector field $G$ at any positive time $\lambda$. Then for all $\mu > 0$ and $\lambda \geq 0$,

$$V_{\lambda} \circ \delta_{\mu} = V_{0} \circ \phi_{G}^{\lambda} \circ \delta_{\mu} = V_{0} \circ \phi_{G}^{\lambda} \circ \phi_{G}^{\lambda} = \mu dV_{0} \circ \phi_{G}^{\lambda} = \mu dV_{\lambda}.$$ 

This precisely means that $V_{\lambda}$ is homogeneous of degree $d$. The function $W_{\lambda} = V_{0} \circ (Id + \lambda G)$ is also homogeneous of degree $d$ because:

$$W_{\lambda} \circ \delta_{\mu} = V_{0} \circ (\delta_{\mu} + \lambda G \circ \delta_{\mu}) = V_{0} \circ \delta_{\mu} \circ (Id + \lambda G) = \mu dV_{0} \circ (Id + \lambda G).$$

This ends the proof of the lemma. \hfill \Box

**Proof of Theorem 4.2.** We are going to prove that $V_{\lambda}$ is a control Lyapunov function. The proof that $W_{\lambda}$ satisfies the same property follows exactly along the same lines because only the properties of Lemmas 4.1 and 4.4 are used.

From Lemma 4.4 the functions $V_{\lambda}$ are homogeneous of degree $d$. Since each vector field $f_{k}$ ($k = 0 \ldots m$) is homogeneous of degree $c_{k}$, each function $L_{f_{k}}V_{\lambda}$ ($k = 0 \ldots m$) is homogeneous of degree $c_{k} + d$. Let

$$S = \{ y \in \mathbb{R}^{n}, \| y \|_{\delta_{\mu}} = 1 \}$$

be the homogeneous unit sphere. For any $x \in \mathbb{R}^{n} \setminus \{ 0 \}$, there exists $y \in S$ and a real number $\mu > 0$ such that $x = \delta_{\mu}(y)$. Consequently, the homogeneity of each $L_{f_{k}}V_{\lambda}$ implies that it is equivalent to prove that for all $x \in \mathbb{R}^{n}$, $L_{f_{0}}V_{\lambda}(x)$ is negative when each $L_{f_{k}}V_{\lambda}(x)$ ($k = 1 \ldots m$) vanishes and to prove this property only for $x$ in $S$.

To simplify the proof of this fact, let us introduce some notations:

$$\begin{align*}
E &= \{ x \in S, \ L_{f_{0}}L_{G}V_{0}(x) \geq 0 \}, \\
F &= \{ x \in S, \ L_{f_{0}}V_{0}(x) = 0 \}, \\
\Gamma &= \{ x \in S, \ L_{f_{1}}V_{0}(x) = \ldots = L_{f_{m}}V_{0}(x) = 0 \}, \\
\Gamma_{\lambda} &= \{ x \in S, \ L_{f_{1}}V_{\lambda}(x) = \ldots = L_{f_{m}}V_{\lambda}(x) = 0 \}, \\
\Gamma' &= \Gamma \cap F = \{ x \in S, \ L_{f_{0}}V_{0}(x) = L_{f_{1}}V_{0}(x) = \ldots = L_{f_{m}}V_{0}(x) = 0 \}.
\end{align*}$$
With these notations, (22) is equivalent to
\[ \Gamma' \cap E = \emptyset, \] (28)
and from the above considerations, \( V_\lambda \) is a control Lyapunov function if and only if \( L_{f_0}V_\lambda \) is negative on the set \( \Gamma_\lambda \).

Compactness of \( S \) and continuity of \( (x, \lambda) \mapsto L_{f_0}V_\lambda \) imply that any neighborhood of \( \Gamma \) in \( S \), say for instance
\[ N_q(\Gamma) = \{ x \in S, \; d(x, \Gamma) \leq q \}, \; q > 0, \]
contains the sets \( \Gamma_\lambda \), for \( \lambda \) small enough (if not, there would exist a sequence outside that neighborhood that would converge to a point in \( \Gamma \)). More precisely for any \( q > 0 \) there exists \( \lambda_2(q) > 0 \) s.t,
\[ 0 < \lambda < \lambda_2(q), \Rightarrow \Gamma_\lambda \subset N_q(\Gamma). \] (29)

To end the proof, it remains to prove that there exists two positive real numbers \( \lambda_0 \) and \( q \) such that,
\[ 0 < \lambda < \lambda_0 \quad x \in N_q(\Gamma) \quad \Rightarrow \quad L_{f_0}V_\lambda(x) < 0. \] (30)

First, note that from (28), \( \Gamma' \) and \( E \) are two disjoint compact sets, so that the distance between them is strictly positive. Let \( q' \) be such that \( 0 < q' < d(E, \Gamma') \), and define:
\[ N_{q'}(\Gamma') = \{ x \in S, \; d(x, \Gamma') \leq q' \}. \]

This set is compact and disjoint from \( E \). Define the function \( \chi : \mathbb{R} \times \mathbb{R}^n \to (-\infty, 0] \) by \( \chi(\lambda, x) = L_{f_0}V_\lambda(x) \). It is smooth away from \( x = 0 \), and in particular on \( [0, +\infty) \times N_{q'}(\Gamma') \). From Lemma 4.1, \( \frac{\partial \chi}{\partial \lambda}(0, x) = L_{f_0}L_GV_0(x) \) for all \( x \), so that \( \frac{\partial \chi}{\partial \lambda}(0, x) \) is strictly negative for \( x \) in \( N_{q'}(\Gamma') \). Compactness of \( N_{q'}(\Gamma') \) implies that:
\[ \max_{x \in N_{q'}(\Gamma')} \frac{\partial \chi}{\partial \lambda}(0, x) = -\beta < 0. \]

Continuous differentiability of \( \chi \) on \( [0, +\infty) \times N_{q'}(\Gamma') \) implies that, for a certain \( \lambda_1 > 0 \):
\[ (\lambda, x) \in [0, \lambda_1] \times N_{q'}(\Gamma') \quad \Rightarrow \quad \frac{\partial \chi}{\partial \lambda}(\lambda, x) = -\frac{\beta}{2} < 0. \]

By integrating with respect to \( \lambda \) on the interval \( [0, \lambda_1] \) and taking into account the fact that, from (14), \( \chi(0, x) \leq 0 \) for all \( x \), one obtains that \( \chi(\lambda, x) < -\frac{\beta}{2} \lambda \) for \( (\lambda, x) \) in \( [0, \lambda_1] \times N_{q'}(\Gamma') \). This proves:
\[ 0 < \lambda < \lambda_1 \quad x \in N_{q'}(\Gamma') \quad \Rightarrow \quad L_{f_0}V_\lambda(x) < 0. \] (31)

Let us now introduce the set \( \Gamma'' = \Gamma \cap \{ x \in S, \; d(x, \Gamma') \geq \frac{q'}{2} \} \). If \( \Gamma'' \) is not empty, then, by their definition \( \Gamma'' \) and \( F \) are two disjoint compact set, so that the distance between them is strictly positive. Pick \( q'' \) such that \( 0 < q'' < d(\Gamma'', F) \), and define
\[ N_{q''}(\Gamma'') = \{ x \in S, \; d(x, \Gamma'') \leq q'' \}. \]

The function \( L_{f_0}V_0 \) is strictly negative on this compact set. Hence it has a strictly negative maximum and again, by continuity of the above function \( \chi \), we deduce that for a certain \( \lambda_2 > 0 \):
\[ 0 < \lambda < \lambda_2 \quad x \in N_{q''}(\Gamma'') \quad \Rightarrow \quad L_{f_0}V_\lambda(x) < 0. \] (32)
If $\Gamma''$ is empty then, setting $N_{q''}(\Gamma'') = \emptyset$ by convention, the above is trivially true for any $\lambda_2 > 0$ and $q'' > 0$.

Finally, let us define the two positive real numbers $q$ and $\lambda_0$ by $q = \min(q', q'')$ and $\lambda_0 = \min(\lambda_1, \lambda_2)$. Let $\lambda$ be in $(0, \lambda_0)$ and $x$ be in $N_q(\Gamma)$. If $d(x, \Gamma'') \leq q''$ then $x$ belongs to $N_{q''}(\Gamma'')$. Since $\lambda_0 \leq \lambda_2$, equation (32) proves that $L_{f_k}V_{\lambda}(x) < 0$. If $d(x, \Gamma'') > q''$ we have $d(x, \Gamma) < d(x, \Gamma'')$; and, noticing that $\Gamma = \Gamma'' \cup \{y \in \Gamma, d(y, \Gamma') \leq \frac{q'}{2}\}$, we deduce that the points $y$ in $\Gamma$ such that $d(x, y) = d(x, \Gamma)$ satisfy $d(y, \Gamma') \leq \frac{q'}{2}$. Then we have $d(x, \Gamma') \leq d(x, y) + d(y, \Gamma') \leq q'$. Consequently $x$ is in $N_q(\Gamma')$. Since $\lambda_0 \leq \lambda_1$, equation (31) proves that $L_{f_k}V_{\lambda}(x) < 0$. This proves (30) and completes the proof of the theorem.

**Proof of Theorem 4.3.** To prove that $G$ given by (26) is homogeneous of degree 0, it is enough, since each $ad_{f_i}^j f_k$ is a homogeneous vector field of degree $c_k + ic_0$, to prove that each $\lambda_{i, k}$ given by (27) is a homogeneous function of degree $-c_k - ic_0$. Indeed the $j^{th}$ term in the sum defining $\lambda_{i, k}$ has degree

$$d + c_k + (2j - i + 1)c_k - \alpha_{j, k}d = -c_k - ic_0.$$ 

Let us now prove that $G$ satisfies (22). If $G$ is given by (26), then we have already proved (see (25)) that

$$L_{[f_0, C]}V_0(x) = \sum_{k=1}^{m} L_{f_0} \lambda_{0, k} L_{f_k} V_0 + \sum_{k=1}^{m} \lambda_{L-1, k} L_{ad_{f_0}^j f_k} V_0 + \sum_{i=1}^{L-2} \sum_{k=1}^{m} (L_{f_0} \lambda_{i+1, k} + \lambda_{i, k}) L_{ad_{f_0}^{j+1} f_k} V_0.$$ 

Using (27), we have:

$$L_{f_0} \lambda_{i+1, k} + \lambda_{i, k} = \sum_{j=i+1}^{L-1} (-1)^{j-i} L_{f_0} \frac{L_{ad_{f_0}^{2j-i-1} (f_k)} V_0}{(V_0)^{\alpha_{j, k}}} + \sum_{j=i+1}^{L-1} (-1)^{j-i+1} \frac{L_{ad_{f_0}^{2j-i-1} (f_k)} V_0}{(V_0)^{\alpha_{j, k}}}$$

$$= \sum_{j=i+1}^{L-1} (-1)^{j-i} \frac{L_{f_0} L_{ad_{f_0}^{2j-i-1} (f_k)} V_0 - L_{ad_{f_0}^{2j-i-1} (f_k)} V_0}{(V_0)^{\alpha_{j, k}}}$$

$$- L_{f_0} V_0 \left( \sum_{j=i+1}^{L-1} (-1)^{j-i} \frac{L_{ad_{f_0}^{2j-i-1} (f_k)} V_0}{(V_0)^{\alpha_{j, k}+1}} \right) - \frac{L_{ad_{f_0}^{j+1} f_k} V_0}{(V_0)^{\alpha_{j, k}}}.$$ 

Since $L_{f_0} V_0$ is non positive on $\mathbb{R}^n$, it is maximum at all points where it vanishes. Consequently, for all $x$ such that $L_{f_0} V_0(x) = 0$, we have, for any vector field $X$, $L_X L_{f_0} V_0(x) = 0$, hence $L_{[f_0, X]} V_0(x) = L_{f_0} L_X V_0(x)$. Therefore at points where $L_{f_0} V_0$ vanishes, the first and the second term in the expression of $L_{f_0} \lambda_{i+1, k} + \lambda_{i, k}$ vanish, and $L_{[f_0, C]} V_0 = L_{f_0} L_C V_0$, i.e.,

$$L_{f_0} V_0(x) = 0 \implies \left\{ \begin{array}{c} L_{f_0} L_C V_0(x) = L_{[f_0, C]} V_0(x) \\ L_{f_0} \lambda_{i+1, k} + \lambda_{i, k} = - \frac{L_{ad_{f_0}^{j+1} f_k} V_0}{(V_0)^{\alpha_{j, k}}} \end{array} \right.$$ 

Since, from (27), $\lambda_{L-1, k} = \frac{-L_{ad_{f_0}^i f_k} V_0}{V_0^{\alpha_{L-1, k}}}$, we have from the above calculations:

$$L_{f_0} V_0(x) = 0$$

$$L_{f_1} V_0(x) = 0$$

$$\vdots$$

$$L_{f_m} V_0(x) = 0$$

$$\implies L_{f_0} L_C V_0(x) = - \sum_{i=1}^{L} \sum_{k=1}^{m} \frac{(L_{ad_{f_0}^i (f_k)} V_0(x))^2}{(V_0)^{\alpha_{i, k}}}.$$ 

Considering that $\mathcal{W}_L(V_0) = \{0\}$, it follows that condition (22) is satisfied by the vector field $G$. \qed
5. THE METHOD TO DESIGN CONTROL LYAPUNOV FUNCTIONS. SOME EXTENSIONS

Theorems 4.2 and 4.3 give a method to design a strict Lyapunov function for homogeneous systems that satisfy Jurdjievic-Quinn conditions (Assumpt. 3.1) with a homogeneous function $V_0$:

**Step 1:** Design a vector field $G$ that satisfies the condition (22). Theorem 4.3 gives a “universal” method to obtain it, but many other solutions $G$ for (22) may be considered. They produce different control Lyapunov functions, possibly simpler, possibly “better”. See the examples and remark below.

**Step 2:** Compute $V_\lambda$ or $W_\lambda$ according to (17, 18), or (19). Formula (19) always yields explicit control Lyapunov functions for $\lambda$ positive and small enough. If it is possible to compute explicitly the flow of $G$, then one may also take $V_\lambda$ given by (17). Finally other formulae than (19) are possible to satisfy (18). See (49) for instance.

**Step 3:** Design a feedback law that makes $V_\lambda$ or $W_\lambda$ strictly decreasing. Equations (11) and (12) give a possibility to obtain it.

**Remark 5.1.** It is possible that a preliminary feedback is necessary to transform the system in a Jurdjevic-Quinn type system (see Rem. 3.2). Then, if we denote by $f_0$ the drift vector field for the original system, the assumptions are in fact met with $\tilde{f}_0 = f_0 + \lambda_1 f_1 + \cdots + \lambda_m f_m$ instead of $f_0$. Of course, this preliminary feedback is in general necessary: there is no reason for $L \tilde{f}_0 V_0 \leq 0$ to imply $L f_0 V_0 \leq 0$, for instance. However, being a Control Lyapunov function is obviously feedback invariant: from the definition given by equation (2), a function $V$ is control Lyapunov function for the system defined by $(f_0, f_1, \ldots, f_m)$ if and only if it is a control Lyapunov function for the system defined by $(\tilde{f}_0, f_1, \ldots, f_m)$. Hence our results yield control Lyapunov functions not only for the Jurdjevic-Quinn type system $(\tilde{f}_0, f_1, \ldots, f_m)$, but also for the original system. Consequently, in Step 3, the design of the feedback law can be made without taking into account the preliminary feedback. This feedback is used for constructing the CLF, but not in the control design itself, contrary to the Jurdjevic-Quinn design. See for instance the example in Section 7: formula (44) considers the original system (37) and does not take into account the preliminary feedback (38) that was necessary to design the control Lyapunov function $W_\lambda$.

**Remark 5.2 (On the homogeneity requirement).** The assumption of homogeneity is not very natural. It is a convenient case where we can restrict our attention to the situation on the homogeneous sphere, take advantage of the compactness, and extend the result to all the space. This condition is of course not necessary. The TORA example (see Sect. 8) is a good illustration of this: the model does not meet homogeneity hypothesis, but a control Lyapunov function is obtained by reshaping $V_0$ in $W_\lambda$ with a vector field $G$ that meets condition (22).

**Remark 5.3 (On the choice of $G$).** Formula (26, 27) gives a “universal” way to obtain a vector field $G$ that satisfies condition (22). However, this equation is very undetermined, and it may be a good idea to choose another solution than (26, 27).

It is easy to see that the form of equation (22) yields rather simple equations for the coefficients $\lambda_{i,k}$. Formula (27) has the advantage of singling out a solution basically obtained by taking zero for $\lambda_{i,k}$ with the highest $i$ (in (26) $i$ “should” naturally range from 0 to $L$ instead of $L - 1$), but many other possibilities might be used. For instance the choices of the vector fields $G$ in sections 7 and 8 for the rigid body and the TORA systems, are obtained writing explicitly condition (22) and solving simple partial differentials equations.

6. THE LINEAR CASE

Let us make a short visit in the linear world. Consider the linear system given by:

$$\dot{x} = Ax + Bu,$$

with $x \in \mathbb{R}^n$ and $u \in \mathbb{R}^m$. 

For a quadratic function $V_0(x) = \frac{1}{2} x^T Q x$ (where $Q$ is a symmetric positive definite matrix), the equations of the set $W_L(V_0)$ (see (13)) are given by:

$$x^T (A^T Q + QA) x = (A^T B^T) Q x = 0, \quad i = 0 \ldots n - 1.$$  

It is well-known that, from Cayley-Hamilton theorem, the equations for $i \geq n$ are redundant. Assume that the system (33) satisfies the Jurdjevic-Quinn conditions defined by Assumption 3.1:

(a) condition (14) becomes: $A^T Q + QA \leq 0$,
(b) condition (15) becomes: $\text{rk}((A^T Q + QA, B, AB, \ldots, A^{n-1}B)) = n$.

Note that if $A^T Q + QA$ is identically equal to zero then (a) is satisfied and (b) is equivalent to the controllability condition: $\text{rk}(B, AB, \ldots, A^{n-1}B) = n$.

From Proposition 3.3, the linear feedback $u = -B^T Q x$ makes the origin of the closed-loop system

$$\dot{x} = (A - BB^T Q) x$$

asymptotically stable, although $V_0$ is not assigned to be a Lyapunov function. For such systems the problem of finding a “strict” Lyapunov function can be solved via Lyapunov equation (see for instance [4]): for each symmetric positive definite matrix $M$ there exists one and only one positive definite matrix $Q_1$ satisfying the linear equation:

$$(A - BB^T Q)^T Q_1 + Q_1 (A - BB^T Q) = -M. \quad (34)$$

Our result gives an alternative method to tackle this problem, without solving this equation. Indeed, we may apply Theorem 4.3: formula (26) gives, by a simple computation:

$$G(x) = \sum_{k=0}^{n-2} A^k B \sum_{i=0}^{n-k-2} (-1)^i (A^{(k+2i+1)} B)^T Q x. \quad (35)$$

Then Theorem 4.2 proves that $V_\lambda$ (resp. $W_\lambda$), defined by,

$$V_\lambda = \frac{1}{2} x^T e^{\lambda G^T} Q e^{\lambda G} x \quad \text{ (resp. } W_\lambda = \frac{1}{2} x^T (Id + \lambda G^T) Q(Id + \lambda G)x \text{ )} \quad (36)$$

is a control Lyapunov function for $\lambda$ small enough.

Let us apply this method on the most simple example: a double integrator with a preliminary feedback that makes the system conservative:

$$\begin{cases} \dot{x}_1 = x_2, \\ \dot{x}_2 = -x_1 + u. \end{cases}$$

This system satisfies the above conditions with $Q = Id$, i.e. $V_0 = \frac{1}{2} x_1^2 + \frac{1}{2} x_2^2$. Applying our method, we obtain $G$ via formula (35):

$$G(x) = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}.$$ 

Then a control Lyapunov function is obtained via formula (36), with in this case $e^{\lambda G} = Id + \lambda G$:

$$V_\lambda(x) = \frac{1}{2} x_1^2 + \frac{1}{2} (x_2 + \lambda x_1)^2.$$
Since $\dot{V}_\lambda(x) = -\lambda x_1^2 + (x_2 + \lambda x_1)(u + \lambda x_2)$, the function $V_\lambda$ is a control Lyapunov function for all $\lambda > 0$. Note that controlling the first equation by $x_2 = -\lambda x_1$ and using classical methods to “add an integrator” yields the same Lyapunov function.

### 7. Example: Control of the Angular Velocity of a Rigid Body

The problem of stabilization of the velocity of a rigid body with two torques has been first solved in [1, 4]. In [20], Morin gives a homogeneous control law that allows him to prove asymptotic stability together with robustness towards general errors on the model. These articles prove asymptotic stability using Jurdjevic-Quinn methods. In this example, a control Lyapunov function is obtained via our method.

Consider a rigid body in an inertial reference frame. We note $\omega_1$, $\omega_2$ and $\omega_3$ the angular velocity components along the principal axes of inertia. $j_1$, $j_2$ and $j_3$ denotes the principal moments of inertia. The Euler equations yield the following model:

$$
\begin{align*}
\dot{\omega}_1 &= c_1 \omega_2 \omega_3 + \frac{\tau_1}{j_1} \\
\dot{\omega}_2 &= c_2 \omega_1 \omega_3 + \frac{\tau_2}{j_2} \\
\dot{\omega}_3 &= c_3 \omega_1 \omega_2
\end{align*}
$$

with $c_1 = \frac{\omega_2 - \omega_3}{j_1}$, $c_2 = \frac{\omega_3 - \omega_1}{j_2}$, $c_3 = \frac{\omega_1 - \omega_2}{j_3}$.

A preliminary feedback is proposed in [20] to make the system satisfy the Jurdjevic-Quinn hypotheses.

$$
\begin{align*}
\tau_1 &= j_1 (-c_1 \omega_2 \omega_3 + \beta c_3 \omega_1 \omega_2 + k_1) \\
\tau_2 &= j_2 (-c_2 + \mu c_3) \omega_1 \omega_3 + k_2)
\end{align*}
$$

(38)

We obtain the new system:

$$
\dot{\omega} = f_0(\omega) + k_1 f_1 + k_2 f_2
$$

(39)

$$
f_0 = \begin{bmatrix}
\beta c_3 \omega_1 \omega_2 \\
-\mu c_3 \omega_1 \omega_3 \\
c_3 \omega_1 \omega_2
\end{bmatrix},
\quad f_1 = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix},
\quad f_2 = \begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix},
$$

where $k_1$ and $k_2$ are the new controls of the system. This system is of Jurdjevic-Quinn type with the positive definite and radially unbounded function $V_0$ defined by

$$
V_0 = \frac{1}{2} (\omega_1 - \beta \omega_3)^2 + \frac{1}{2} \omega_2^2 + \frac{\mu}{2} \omega_3^2.
$$

(40)

In fact it is easy to verify that the set $W_1(V_0)$ is reduced to $\{0\}$. The stabilizing control law given in [20] is obtained applying Proposition 3.3 and modifying (16) in order to keep the homogeneity of the closed-loop system:

$$
\begin{align*}
k_1 &= -\alpha_1 |L_{f_1} V_0| L_{f_1} V_0, \\
k_2 &= -\alpha_2 |L_{f_2} V_0| L_{f_2} V_0.
\end{align*}
$$

(41)

The system (39) is a Jurdjevic-Quinn type system with a non strict Lyapunov function $V_0$ which is homogeneous of degree 2 with respect to the standard dilation $\delta_{r^2}$ (with $r = (1, 1, 1)$). In addition the vector fields $f_0$, $f_1$ and $f_2$ are homogeneous of degree 1, $-1$ and $-1$. As a consequence, we are able to design a strict Lyapunov function (this is new to our knowledge). Details of calculations can be found in [8].
Design of $G$

One can use Theorem 4.3 to design the vector field $G$, but the following simpler $G$ also satisfies condition (22) (left to the reader):

\[
G(\omega) = \begin{bmatrix}
0 \\
\frac{\beta \mu c \omega_2^2}{(2V_0)^2} \\
0
\end{bmatrix}.
\]  

(42)

Design of the control Lyapunov function

The flow of $G$ does not have a simple expression, so we use formula (19). It yields:

\[
W_\lambda = \frac{1}{2} (\omega_1 - \beta \omega_3)^2 + \frac{1}{2} \left( \omega_2 + \lambda \frac{\beta \mu c \omega_2^2}{\sqrt{2V_0}} \right)^2 + \frac{\mu}{2} \omega_3^2.
\]  

(43)

One can check that $W_\lambda$ is a control Lyapunov function if $0 < \lambda < \frac{1}{\beta \mu c}$.

Design of the new control law

Of course, $W_\lambda$ is not in general a Lyapunov function for the control law defined by (38) and (41). One has to design a new control law that assigns $\lambda$ to be decreasing. Moreover, as it is underlined in Remark 5.1, $W_\lambda$ is a control Lyapunov function for the original system. Then, equations (11) and (12) give the following expression:

\[
\begin{align*}
\tau_1 &= -\alpha \|\omega\|_{x'} L_1 f_1 \hat{W}_\lambda \\
\tau_2 &= -\alpha \|\omega\|_{x'} L_2 f_2 \hat{W}_\lambda
\end{align*}
\]  

(44)

with $\alpha$ sufficiently large:

\[
\alpha > \sup_{\omega \in T} \frac{c_1 \omega_2 \omega_3 \frac{\partial W_\lambda}{\partial x_1} (\omega) + c_2 \omega_1 \omega_3 \frac{\partial W_\lambda}{\partial x_2} (\omega) + c_3 \omega_1 \omega_2 \frac{\partial W_\lambda}{\partial x_3} (\omega)}{\left( \left( \frac{1}{f_1} \frac{\partial W_\lambda}{\partial x_1} (\omega) \right)^2 + \left( \frac{1}{f_2} \frac{\partial W_\lambda}{\partial x_2} (\omega) \right)^2 \right) \|\omega\|_{x'}}
\]  

where $T = \left\{ \omega, \|\omega\|_{x'} = 1, \ c_1 \omega_2 \omega_3 \frac{\partial W_\lambda}{\partial x_1} (\omega) + c_2 \omega_1 \omega_3 \frac{\partial W_\lambda}{\partial x_2} (\omega) + c_3 \omega_1 \omega_2 \frac{\partial W_\lambda}{\partial x_3} (\omega) \geq 0 \right\}$.

Robustness to misalignment of actuators

There is no reason for these control laws to have better robustness or performance properties than these given in [20], but it gives a tool (the negative definite function $\hat{W}_\lambda$) to analyze it. Let us quantify, for instance, the tolerable errors on actuators misalignment with the principal axes. We consider the initial system (37):

\[
\dot{\omega} = X_0(\omega) + \tau_1 f_1 + \tau_2 f_2
\]  

(45)

with $(\tau_1, \tau_2)$ defined by the addition of the preliminary feedback and the control law we have made $(k_1, k_2)$.

Let $(\varphi_1, \theta_1)$ and $(\varphi_2, \theta_2)$ be angles between the position of the torques and the principal axes. That means the vector fields $f_1$ and $f_2$ of the system (45) are given by:

\[
f_1 = \begin{bmatrix}
\cos(\varphi_1) \\
\sin(\varphi_1) \cos(\theta_1) \\
\sin(\varphi_1) \sin(\theta_1)
\end{bmatrix}, 
\]

\[
f_2 = \begin{bmatrix}
\sin(\varphi_2) \cos(\theta_2) \\
\cos(\varphi_2) \\
\sin(\varphi_2) \sin(\theta_2)
\end{bmatrix}.
\]

Then we have:

\[
\dot{W}_\lambda = L_{f_0} W_\lambda + k_1 L_{f_1} W_\lambda + k_2 L_{f_2} W_\lambda + \tau_1 L_{\dot{f}_1} - \dot{f}_1 W_\lambda + \tau_2 L_{\dot{f}_2} - \dot{f}_2 W_\lambda.
\]
We defined three positive constants $\beta_1$, $\beta_2$ and $\beta_3$:

$$
\begin{align*}
\beta_1 &= - \sup_{\|\omega\|_{\delta r} = 1} (L f_0 W_{\lambda} + k_1 L f_1 W_{\lambda} + k_2 L f_2 W_{\lambda}) \\
\beta_2 &= \sup_{\|\omega\|_{\delta r} = 1} \| \frac{\partial W_{\lambda}}{\partial \omega} \|_{\delta r} \\
\beta_3 &= \sup_{\|\omega\|_{\delta r} = 1} \| \frac{\partial W_{\lambda}}{\partial \omega} \|_{\delta r}.
\end{align*}
$$

Then we deduce:

$$
\dot{W}_{\lambda} \leq -\|\omega\|_{\delta r}^3 \left( \beta_1 - 2\beta_2 \left| \sin \left( \frac{\varphi_1}{2} \right) \right| - 2\beta_3 \left| \sin \left( \frac{\varphi_2}{2} \right) \right| \right).
$$

Consequently, if $\varphi_1$ and $\varphi_2$ are small enough to satisfy the following equation,

$$
2\beta_2 \left| \sin \left( \frac{\varphi_1}{2} \right) \right| + 2\beta_3 \left| \sin \left( \frac{\varphi_2}{2} \right) \right| < \beta_1
$$

then the origin remains an asymptotically stable equilibrium.

8. Example: The TORA system

Using our ideas to find some control Lyapunov function for this system was suggested by R. Sepulchre, from Université de Liège. The following is a summary of [10] (Sect. 4).

Let us consider the mechanical system called TORA (Translational Oscillator with Rotating Actuator) in [23] and RTAC (Rotational/Translational proof-mass Actuator) in [5,6,27]. It consists of a platform connected to a fixed frame of reference by a linear spring. The platform can oscillate without friction in the horizontal plane. On the platform, an eccentric rotating mass is actuated by a DC motor. The control of this rotating motion is used to dampen the translational oscillations of the platform. A precise description is given in [5].

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -x_1 + \varepsilon x_4^2 \sin x_3 + \frac{-\varepsilon \cos x_3}{1 - \varepsilon^2 \cos^2 x_3} u \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \frac{\varepsilon \cos x_3 (x_1 - \varepsilon x_4^2 \sin x_3) + u}{1 - \varepsilon^2 \cos^2 x_3}
\end{align*}
\]

In [23], this system is extensively used as an illustrative example, and the papers [5,6,27] also propose various control methods. The following is an illustration of our methods on this example to derive a (global) CLF. We do not propose new or “better” control laws.

Setting the new state variables $z_1 = x_1 + \varepsilon \sin x_3$, $z_2 = x_2 + \varepsilon x_4 \cos x_3$, $z_3 = x_3$, $z_4 = x_4$, a preliminary feedback (see [10,23] for more details) yields the following control affine system:

\[
\dot{z} = f_0(z) + v f_1(z)
\]
where $f_0$ and $f_1$ are, in the coordinates $(z_1, z_2, z_3, z_4)$,

$$
f_0 = \begin{bmatrix} z_2 \\
- z_1 + \varepsilon \sin z_3 \\
\varepsilon x_1 \cos z_3 - k_1 z_3 \\
\end{bmatrix}, \quad f_1 = \begin{bmatrix} 0 \\
0 \\
0 \\
1 \\
\end{bmatrix}.
$$

(46)

Let us define the following positive definite and radially unbounded function $V_0$:

$$
V_0(z) = \frac{1}{2} (z_1 - \varepsilon \sin z_3)^2 + \frac{1}{2} z_2^2 + \frac{k_1}{2} z_3^2 + \frac{1}{2} z_4^2
$$

(47)

with $k_1$ some positive constant.

We have $L_{f_0}V_0 \equiv 0$ and a computation of the $L_{f_0}^jL_{f_1}V_0$ for $j = 1, 2, 3$, shows that this system satisfies the Jurdjevic-Quinn conditions (Assumpt. 3.1); precisely, $W_3(V_0) = \{0\}$.

Unfortunately we can not actually apply our method because this system does not meet the homogeneity assumptions of our theorems. Yet in the following we look for a complete vector field $W$ that satisfies this condition. Indeed, Let $G$ be defined by:

$$
G(x_1, z_2, z_3, z_4) = \begin{bmatrix} -\varepsilon^2 \rho(z_2) \cos^2 z_3 \\
0 \\
2\varepsilon \rho(z_2) \cos z_3 \\
-\varepsilon x_1 (1 + 2\rho'(z_2)) \cos z_3 + k_1 z_3 - 2\varepsilon z_4 \rho(z_2) \sin z_3 \\
\end{bmatrix},
$$

where $\rho$ is a smooth function of $z_2$ that is bounded, whose derivative is positive, bounded and such that:

$$z_2 \neq 0 \Rightarrow z_2 \rho(z_2) > 0.
$$

(48)

A simple computation shows that this vector field satisfies condition (22) (see [10]). Following the idea of our method, we define $W_\lambda$. The following formula gives a $W_\lambda$ that differs from (19), but satisfies (18):

$$
W_\lambda = \frac{1}{2} \left( x_1 - \lambda \varepsilon^2 \rho(z_2) \cos^2 z_3 \right)^2 + \frac{1}{2} z_2^2 + \frac{k_1}{2} \left( z_3 + 2\lambda \varepsilon \rho(z_2) \cos z_3 \right)^2
$$

$$
+ \frac{1}{2} \left( 1 - 2\lambda \varepsilon \rho(z_2) \sin z_3 \right) z_4 - \lambda \varepsilon x_1 (1 + 2\rho'(z_2)) \cos z_3 + \lambda k_1 z_3 \right)^2.
$$

(49)

Recall that $L_{f_1}W_\lambda$ is simply $\partial W_\lambda/\partial z_4$. Hence

$$
L_{f_1}W_\lambda = (1 - 2\lambda \varepsilon \rho(z_2) \sin z_3)^2 \xi_4,
$$

(50)

with

$$
\xi_4 = z_4 + \lambda \frac{k_1 z_3 - \varepsilon x_1 (1 + 2\rho'(z_2)) \cos z_3}{1 - 2\lambda \varepsilon \rho(z_2) \sin z_3}.
$$

(51)

This vanishes either when $\xi_4 = 0$ or when $1 - 2\lambda \varepsilon \rho(z_2) \sin z_3 = 0$. As $\rho$ is bounded we can take $\lambda$ such that $2\lambda \varepsilon \rho(z_2) < 1$. Provided this is satisfied, a careful computation yields,
\[ W_\lambda = -\lambda \left[ k_1 z_3 - \varepsilon \cos z_3 \left( x_1 - \lambda (k_1 + \frac{\varepsilon^2}{2} \cos^2 z_3) \rho(z_2) \right) \right]^2 \]

\[ -\lambda \varepsilon^2 \cos^2 z_3 \rho'(z_2) \left[ x_1 - \lambda \frac{\varepsilon^2}{2} \cos^2 z_3 \rho(z_2) \right]^2 \]

\[ -\lambda \varepsilon^2 \cos^2 z_3 \rho(z_2) \left[ z_2 - \lambda^2 \rho(z_2) \left( \frac{\varepsilon^4}{4} (1 + \rho'(z_2)) \cos^4 z_3 + k_1 \varepsilon^2 \cos^2 z_3 + k_1^2 \right) \right] \]

\[ + \xi_4 \left[ \lambda R(\lambda, \varepsilon, x_1, z_2, z_3, z_4) + k_1 z_3 - \varepsilon x_1 \cos z_3 \right. \]

\[ \times \left. \frac{(1 - 2\lambda \varepsilon \rho(z_2) \sin z_3)^2}{1 - \varepsilon^2 \cos^2 z_3} \left( \varepsilon \cos z_3 (x_1 - \varepsilon z_4^2 \sin z_3) + u \right) \right], \]

where \( R \) is some function, whose expression is somewhat lengthy but can easily be handled with a computer algebra system.

The three first terms depend only on \( x_1, z_2, z_3 \), and they are a negative definite function of these three variables since \( \rho'(z_2) \) is everywhere positive, and \( |\rho(z_2)| \leq \alpha |z_2| \). Note that the requirements on \( \rho \) are met for instance with \( \rho(z_2) = \frac{\pi}{2} \text{Arctan}z_2 \), and that, if \( k_1 = 1 \) and \( \varepsilon = 0.1 \), \( \lambda \) only has to be taken slightly less than 1.

Then equation (52) clearly proves that \( W_\lambda \) is a control Lyapunov function, and it satisfies the small control property since equation (52) allows one to derive very explicitly a continuous stabilizing control by making the last term non-positive, and negative when \( \xi_4 \neq 0 \).

It is a pleasure to thank G. Sallet from INRIA Lorraine, Metz, for discussions on Jurdjevic-Quinn systems and for communicating [21, 22], R. Sepulchre, from Université de Liège for many discussions and suggesting the example in Section 8, and L. Praly, from École des Mines, Paris, for fruitful comments and suggesting references [18, 19].

References