ON THE REPRESENTATION OF EFFECTIVE ENERGY DENSITIES
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Abstract. We consider the question raised in [1] of whether relaxed energy densities involving both bulk and surface energies can be written as a sum of two functions, one depending on the net gradient of admissible functions, and the other on net singular part. We show that, in general, they cannot. In particular, if the bulk density is quasiconvex but not convex, there exists a convex and homogeneous of degree 1 function of the jump such that there is no such representation.
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INTRODUCTION

This paper was motivated by a conjecture in [1] concerning the representation of effective energy densities. Though the statement of the conjecture is limited to densities corresponding to "structured deformations", it raises an interesting question about all densities that result from relaxation in $BV$, as we explain below. The question can be described as follows: suppose we have an energy

$$E(u) := \int_\Omega W(\nabla u)dx + \int_{S_u} \phi([[u]], \nu)d\mathcal{H}^{N-1},$$

where $\Omega \subset \mathbb{R}^N$ is Lipschitz, $u \in SBV(\Omega; \mathbb{R}^m)$, $\nabla u$ is the Radon-Nikodym derivative of $Du$ with respect to $\mathcal{L}^N$, $S_u$ is the complement of the set of Lebesgue points of $u$, $[[u]]$ is the jump in $u$ across $S_u$, $\nu$ is the normal to $S_u$, $\mathcal{H}^{N-1}$ is the $N-1$ dimensional Hausdorff measure, and $W, \phi$ are continuous with some growth assumptions.

We seek to minimize this energy (perhaps subject to some boundary conditions), and so we consider a minimizing sequence $\{u_n\}$, which will converge to some $u$. $u$ may not be a minimizer, but in a sense it does reflect energetic optimality, being the limit of an optimal sequence. We associate the limiting energy of the sequence $\{u_n\}$ with $u$, and call this the relaxed or effective energy $I(u)$. That is, $I(u) = \lim_{n \to \infty} E(u_n)$. $I(u)$ can be defined similarly even if $u$ is not the limit of a minimizing sequence, as follows:

$$I(u) := \inf \left\{ \liminf_{n \to \infty} E(u_n) : u_n \to u \right\}.$$
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A basic question in relaxation theory is to characterize $I(u)$, especially as an integral of new densities: an 
\textit{effective bulk density $W^*$}, an \textit{effective interfacial density $\phi^*$}, and perhaps others, so that, for example,

$$I(u) = \int_{\Omega} W^*(\nabla u)dx + \int_{S_u} \phi^*[|u|, \nu)dH^{N-1}.$$ 

The model proposed in [4] concerns the fact that $\nabla u$ may differ from the appropriate limit of $\{\nabla u_n\}$. The reason for this is that the functions $u_n$ may have a considerable proportion of their variation on their jump sets $S_{u_n}$, so that $\nabla u_n$ does not reflect their variation, yet the limit $u$ may be smooth, or at least smooth in regions in which $u_n$ are not smooth. The point is that when the functions $u: \Omega \to \mathbb{R}^m$ represent deformations, the difference $\nabla u - \lim_{n \to \infty} \nabla u_n$ can be considered to be a measure of deformation due to “disarrangements”. It is then natural to consider one energy density on these disarrangements and a separate density on smooth deformation, reflected in $\lim_{n \to \infty} \nabla u_n$. Motivated by this point of view [1] formulated the relaxation explicitly in terms of the limit of $\{\nabla u_n\}$. With the function $G$ representing a possible limit of $\{\nabla u_n\}$, they define

$$I(u, G) := \inf \left\{ \liminf_{n \to \infty} E(u_n) : u_n \in SBV(\Omega; \mathbb{R}^m), u_n \to u \text{ in } L^1(\Omega; \mathbb{R}^m), \nabla u_n \Rightarrow G \text{ as measures} \right\},$$

where we have ignored some technical requirements on the admissible sequences $\{u_n\}$. They show that the effective bulk term is

$$\int_{\Omega} H(\nabla u(x), G(x))dx$$

and if $\phi$ is homogeneous of degree one, the effective bulk density $H$ is given by

$$H(A, B) := \inf \left\{ E(u) : u \in SBV(Q; \mathbb{R}^m), u|_{\partial Q} = Ax, \text{ and } \int_Q \nabla u dx = B \right\},$$

(0.1)

where $A, B \in \mathbb{M}^{m \times N}$, the space of $m \times N$ matrices, and $Q$ is a unit cube in $\mathbb{R}^N$.

The conjecture is that this density is a sum of a function of $G(x)$ (representing the limit of the elastic parts of the deformations $\{u_n\}$) and a function of $\nabla u(x) - G(x)$ (representing the limit of the disarrangement parts of the deformations). Precisely, $H(A, B) = F_1(B) + F_2(A - B)$ for some functions $F_1$ and $F_2$.

The consequences for general effective energies stem from the fact that typically, the effective bulk density $W^*$ is of the form

$$W^*(A) = \inf \{ E(u) : u \in SBV(Q; \mathbb{R}^m), u|_{\partial Q} = Ax \},$$

which is evidently the same as

$$\inf \{ H(A, B) : B \in \mathbb{M}^{m \times N} \}.$$ 

Since $H$ is generally continuous, any representation for $H$ would translate into a representation for $W^*$. A similar result holds for effective interfacial densities $\phi^*$.

We show that in general, there cannot be such a representation. The idea is the following. From (0.1), we see that $A$ reflects the net total derivative of the admissible functions, while $B$ gives the net gradient of admissible functions. $A - B$ is then the net singular part of admissible functions. The point is that the presence of some singular part of $Du$ can allow a decrease in $\int_Q W(\nabla u)dx$, even without a change in the net gradient. This is due to the fact that “gradients” of $BV$ functions need not be curl-free – they are not true gradients. $\int_Q W(\nabla u)dx$ can then approach the convex envelope of $W$ at $B$, whereas if there is no singular part, the $BV$ “gradient” is a true gradient, and $\int_Q W(\nabla u)dx$ cannot be less than $W(B)$ if $W$ is quasiconvex. But $W(B)$ may be strictly
greater than the convex envelope of $W$ at $B$. Once it makes sense to have some singular part of $Du$, there is no reason to expect it to be energetically optimal to have zero net singular part, yet this is a consequence of the representation.

Consistent with the assumptions in [1], we assume that $W, \phi \geq 0$, $W(0) = \phi(0, \nu) = 0$, and both functions are continuous. For simplicity, we take $N = m = 2$, though the proof is straightforward to extend to higher dimensions. The first step is to prove

**Lemma 0.1.** If $H(A, B) = F_1(B) + F_2(A - B)$ for some functions $F_1$, $F_2$, then

$$\min H(\cdot, B) = H(B, B)$$

for all $B \in \mathbb{M}^{2 \times 2}$.

The contradiction to the representation then follows from

**Theorem 0.2.** If $W : \mathbb{M}^{2 \times 2} \to \mathbb{R}$ is quasiconvex but not convex and has growth $p \geq 1$, there exists $B \in \mathbb{M}^{2 \times 2}$ and a function $\phi : \mathbb{R}^2 \times S^1 \to \mathbb{R}$ that is linearly coercive, positive homogeneous of degree 1, and subadditive in the first variable such that

$$\min H(\cdot, B) \neq H(B, B).$$

These are proved in Section 3 below. Section 1 contains some preliminaries, and Section 2 develops some analysis on sequences in $BV$ that we use to prove Theorem 0.2.

1. Preliminaries

We consider a bounded, open set $\Omega \subset \mathbb{R}^N$ with Lipschitz boundary, and we define the spaces $L^p(\Omega; \mathbb{R}^m)$, the Sobolev spaces $W^{1,p}(\Omega; \mathbb{R}^m)$, and the space $BV(\Omega; \mathbb{R}^m)$ in the usual way (see, e.g. [5]). For $u \in BV(\Omega; \mathbb{R}^m)$, we define $|Du|(\Omega) := \sum_{i=1}^m |Du_i|(\Omega)$. From now on, we will usually just write $L^p(\Omega)$ for $L^p(\Omega; \mathbb{R}^m)$, and similarly for $W^{1,p}$ and $BV$.

For $u \in BV(\Omega)$, we write $Du = Du_{ac} + Du_s$, where $Du_{ac}$ and $Du_s$ stand for, respectively, the absolutely continuous and singular part of $Du$ with respect to $\mathcal{L}^N$. We also consider the set $S_u$ of points which are not Lebesgue points for $u$, and recall that $S_u$ is $N - 1$-rectifiable, and so it has a normal, $\nu$, $\mathcal{H}^{N-1}$-a.e. We use the representations $Du_{ac} = \nabla u \mathcal{L}^N$ and $(Du_s)(S_u) = [u] \otimes \nu \mathcal{H}^{N-1}$ on $S_u$, so we have the decomposition

$$Du = \nabla u \mathcal{L}^N + [u] \otimes \nu \mathcal{H}^{N-1} |S_u| + C(u),$$

where $C(u) := (Du_s)((\Omega \setminus S_u))$, $[u]$ is the jump in $u$ across $S_u$, i.e. $[u] = u^+ - u^-$, where $u^+$ and $u^-$ are the traces of $u$ on either side of $S_u$. If $C(u) = 0$, then we say $u$ is a special function of bounded variation, and we write $u \in SBV(\Omega)$. This space was introduced in [3].

We denote the space of $m \times N$ matrices by $\mathbb{M}^{m \times N}$, and we consider $W : \mathbb{M}^{m \times N} \to \mathbb{R}$ and $\phi : \mathbb{R}^m \times S^{N-1} \to \mathbb{R}$. For $u \in BV(\Omega; \mathbb{R}^m)$, we define

$$E(u) := \int_\Omega W(\nabla u) dx + \int_{S_u} \phi([u], \nu) d\mathcal{H}^{N-1}.$$ 

We say $W$ (and also $E$) has growth $p$ if there exist positive constants $c_1$ and $c_2$ such that

$$c_1 |A|^p - \frac{1}{c_1} \leq W(A) \leq c_2 (|A|^p + 1)$$

for all $A \in \mathbb{M}^{m \times N}$. 
Recall that a function $W: \mathbb{M}^{m \times N} \to \mathbb{R}$ with growth $p$ is quasiconvex if

$$W(A) \leq \int_S W(\nabla \varphi) \, dx$$

for all $\varphi \in A x + W_0^1 p(S; \mathbb{R}^m)$ and all $A \in \mathbb{M}^{m \times N}$, where $S \subseteq \mathbb{R}^N$ is open and satisfies $\mathcal{L}^N(S) = 1$ (see [2]).

Throughout, we use $c$ to designate a constant that may change from line to line, depending only on $N, m$, and perhaps established uniform bounds. We will also use the fact that for $u, v \in BV(\Omega)$, $\nabla u = \nabla v \mathcal{L}^N$ almost everywhere in the set $\{u = v\}$.

2. Sequences in $BV$

We begin with some analysis of sequences in $BV$ that will be useful in proving Theorem 0.2. The following is an extension of Lemma 1.2 in [6] to certain sequences in $BV$.

**Lemma 2.1.** Let $\{u_i\}$ be a bounded sequence in $BV(\Omega)$ such that $\{\nabla u_i\}$ is bounded in $L^p(\Omega)$ for some $p > 1$ and $|D_s u_i|(\Omega) \to 0$. Then there exists a sequence $\{w_i\}$ bounded in $W^{1,p}(\Omega)$ such that $|\nabla w_i|^p$ is equiintegrable and

$$\mathcal{L}^N(\{u_i \neq w_i \text{ or } \nabla u_i \neq \nabla w_i\}) \to 0.$$

**Proof.** The proof is based on ideas from Theorem 2 in Section 6.6.2 and Theorem 3 in Section 6.6.3 of [5], together with Lemma 1.2 of [6]. We first define

$$R_i^\lambda := \left\{ x \in \Omega : \frac{1}{\mathcal{L}^N(B(x, r))} \int_{B(x, r)} \, d|Du_i| \leq \lambda \ \forall r > 0 \right\}$$

and

$$S_i^\lambda := S_i \cup \left\{ x \in \Omega : |\nabla u_i|(x) > \frac{\lambda}{2} \right\},$$

where $S_i$ has measure zero and satisfies $|D_s u_i|(S_i) = |D_s u_i|(\Omega)$. For each $i \in \mathbb{N}$, we see from Vitali’s covering theorem that there exists a countable set of disjoint balls $B(x_j, r_j)$ such that

$$\Omega \setminus R_i^\lambda \subset \bigcup_{j=1}^\infty B(x_j, 5r_j)$$

and

$$\frac{1}{\mathcal{L}^N(B(x_j, r_j))} \int_{B(x_j, r_j)} \, d|Du_i| > \lambda.$$

We then have

$$\lambda \mathcal{L}^N(\bigcup_{j=1}^\infty B(x_j, r_j)) \leq |Du_i|(\bigcup_{j=1}^\infty B(x_j, r_j)). \quad (2.2)$$

Now write

$$|Du_i|(\bigcup_{j=1}^\infty B(x_j, r_j)) = |Du_i|(S_i^\lambda \cap \bigcup_{j=1}^\infty B(x_j, r_j)) + |Du_i|(\Omega \setminus S_i^\lambda \cap \bigcup_{j=1}^\infty B(x_j, r_j)).$$
and it follows from the definition of $S^\lambda_i$ that

$$|Du_i|(\Omega \setminus S^\lambda_i \cap \bigcup_{j=1}^{\infty} B(x_j, r_j)) \leq \frac{\lambda}{2} \mathcal{L}^N(\bigcup_{j=1}^{\infty} B(x_j, r_j)).$$

We therefore have, from (2.2),

$$\lambda \leq \frac{1}{\mathcal{L}^N(\bigcup_{j=1}^{\infty} B(x_j, r_j))} |Du_i|(S^\lambda_i \cap \bigcup_{j=1}^{\infty} B(x_j, r_j)) + \frac{\lambda}{2},$$

and so

$$\lambda \leq \frac{2}{\mathcal{L}^N(\bigcup_{j=1}^{\infty} B(x_j, r_j))} |Du_i|(S^\lambda_i \cap \bigcup_{j=1}^{\infty} B(x_j, r_j))$$

and

$$\mathcal{L}^N(\bigcup_{j=1}^{\infty} B(x_j, r_j)) \leq \frac{2}{\lambda} |Du_i|(S^\lambda_i \cap \bigcup_{j=1}^{\infty} B(x_j, r_j)).$$

We now have that

$$\mathcal{L}^N(\Omega \setminus R^\lambda_i) \leq c \mathcal{L}^N(\bigcup_{j=1}^{\infty} B(x_j, r_j)) \leq \frac{c}{\lambda} |Du_i|(S^\lambda_i \cap \bigcup_{j=1}^{\infty} B(x_j, r_j)) \leq \frac{c}{\lambda} |D_s u_i|((\Omega) + \int_{S^\lambda_i} |\nabla u_i| dx)$$

$$\leq \frac{c}{\lambda} \left[ |D_s u_i|((\Omega) + \left( \int_{S^\lambda_i} |\nabla u_i|^p dx \right)^{\frac{p}{2}} \mathcal{L}^N(S^\lambda_i)^{1-\frac{2}{p}} \right].$$

We are given that $\int_{S^\lambda_i} |\nabla u_i|^p dx \leq M$ for some $M > 0$, and from the definition of $S^\lambda_i$ we have that

$$\int_{S^\lambda_i} |\nabla u_i|^p dx \geq \mathcal{L}^N(S^\lambda_i) \left( \frac{\lambda}{2} \right)^p,$$

so that

$$\mathcal{L}^N(S^\lambda_i) \leq \frac{c}{\lambda^p}.$$ 

We now have

$$\mathcal{L}^N(\Omega \setminus R^\lambda_i) \leq \frac{c}{\lambda} \left[ |D_s u_i|((\Omega) + \left( \int_{S^\lambda_i} |\nabla u_i|^p dx \right)^{\frac{p}{2}} \frac{1}{\lambda^{p-1}} \right] \leq \frac{c}{\lambda} |D_s u_i|((\Omega) + \frac{c}{\lambda^p}.$$ 

Hence,

$$\lambda^p \mathcal{L}^N(\Omega \setminus R^\lambda_i) \leq c \lambda^{p-1} |D_s u_i|((\Omega) + c.$$

We then choose $\lambda(i)$ such that

$$\lambda(i)^{p-1} |D_s u_i|((\Omega) = 1.$$
and $\lambda(i)^p L^N(\Omega \setminus R_i^{\lambda(i)})$ is then bounded. From the proof of Theorem 2 in Section 6.6.2 of [5], we know that there exist Lipschitz functions $v_i$ with $\text{Lip}(v_i) \leq c\lambda(i)$ and $v_i = u_i$ on $R_i^{\lambda(i)}$. Hence,

$$\int_\Omega |\nabla v_i|^p dx \leq \int_{R_i^{\lambda(i)}} |\nabla u_i|^p dx + c\lambda(i)^p L^N(\Omega \setminus R_i^{\lambda(i)})$$

and $\{\nabla v_i\}$ is bounded in $L^p(\Omega)$. Note that since $\{u_i \neq v_i\} \subset \Omega \setminus R_i^{\lambda(i)}$, we have

$$L^N(\{u_i \neq v_i\}) \to 0.$$

It now follows from the fact that $\{u_i\}$ is bounded in $L^1(\Omega)$ and the Poincaré inequality that $\{v_i\}$ is bounded in $W^{1,p}(\Omega)$. To see this, suppose $||v_i||_p \to \infty$. Set $y_i := \frac{v_i}{||v_i||_p}$, so $||y_i||_p = 1$ and $||\nabla y_i||_p \to 0$. Hence, $y_i \to y_\infty$ in $L^p$, and $y_\infty$ is a constant. Now set $z_i := \frac{y_i}{||y_i||_p}$. Then $L^N(\{z_i \neq y_i\}) \to 0$ and $||z_i||_1 \to 0$. Therefore, $y_\infty = 0$, contradicting $||y_i||_p = 1$.

By Lemma 1.2 in [6], there is a sequence $\{w_i\}$ bounded in $W^{1,p}(\Omega)$ with

$$L^N(\{u_i \neq w_i\}) \to 0$$

and $\{||\nabla u_i||^p\}$ is equiintegrable. We then also have $L^N(\{u_i \neq w_i\}) \to 0$, and $\{w_i\}$ satisfies the conclusion of the lemma.

The following is an easy consequence. Note that the conclusion below is false when $p = 1$, the idea being that concentrations in $\{||\nabla u_i||\}$ can serve a purpose — they can cause nonsmooth variations in the limit, whereas effects of concentrations only in $\{||\nabla u_i||^p\}$ disappear in the limit.

**Remark 2.2.** If $\{u_i\}$ is a sequence in $BV(\Omega)$ with $|D_s u_i|(\Omega) \to 0$ and minimizing an energy with growth $p > 1$, then $\{||\nabla u_i||^p\}$ is equiintegrable.

We first note that a sequence $\{u_i\}$ in $W^{1,p}(\Omega)$ minimizing an energy with growth $p > 1$ satisfies the hypotheses of the remark, but equiintegrability for that case could be proved directly from Lemma 1.2 in [6], with no need for Lemma 2.1 here.

To see the conclusion of the remark, suppose we have a sequence $\{u_i\}$ such that $\{||\nabla u_i||^p\}$ is not equiintegrable. Then there exists $\delta > 0$ and a sequence of sets $\{E_i\}$ such that $\int_{E_i} ||\nabla u_i||^p dx \geq \delta$ and $L^N(E_i) \to 0$. We then use Lemma 2.1 to find $\{w_i\}$ equiintegrable and such that, for $T_i := \{u_i \neq w_i\}$, we have $L^N(T_i) \to 0$. Then

$$\int_\Omega W(\nabla u_i) dx = \int_{\Omega \setminus (E_i \cup T_i)} W(\nabla w_i) dx + \int_{E_i \cup T_i} W(\nabla u_i) dx$$

$$= \int_\Omega W(\nabla w_i) dx - \int_{E_i \cup T_i} W(\nabla w_i) dx + \int_{E_i \cup T_i} W(\nabla u_i) dx$$

$$\geq \int_\Omega W(\nabla w_i) dx - c_2 \int_{E_i \cup T_i} ||\nabla w_i||^p dx - c_2 L^N(E_i \cup T_i) + c_1 \delta - \frac{1}{c_1} L^N(E_i \cup T_i)$$

so that, since $\{||\nabla w_i||^p\}$ is equiintegrable,

$$\liminf_{i \to \infty} \int_\Omega W(\nabla u_i) dx \geq \liminf_{i \to \infty} \int_\Omega W(\nabla w_i) dx + c_1 \delta$$

and $\{u_i\}$ is not minimizing.

We now have the following, which is key to proving Theorem 0.2.
Lemma 2.3. Let $\beta > 0$, $W$ quasiconvex with growth $p \geq 1$, and $A \in M^{m \times N}$ be given. Then there exists $C > 0$ such that if $u \in BV(Q)$ and

\begin{align*}
i & \quad u|_{\partial Q} = Ax \\
ii & \quad \int_Q W(\nabla u)dx \leq W(A) - \beta,
\end{align*}

then $|D_s u|(Q) > C$.

Proof. We suppose to the contrary that for $i \in \mathbb{N}$ there exists $u_i \in BV(Q)$ satisfying i) and ii), but $|D_s u_i|(Q) < \frac{1}{i}$. If $p > 1$, then $\{u_i\}$ satisfies the hypotheses of Lemma 2.1, and so we choose a sequence $\{w_i\}$ as allowed by that lemma. Since $\{w_i\}$ is bounded in $W^{1,p}(\Omega)$, there is a subsequence such that $w_i \rightharpoonup w$ in $W^{1,p}(\Omega)$ for some $w$. Since a subsequence of $\{u_i\}$ converges in $L^1(\Omega)$ to the same function with $|D_s u_i|(Q) \to 0$ and $|\nabla u_i|$ bounded in $L^p(\Omega)$, we have

$$w|_{\partial Q} = Ax.$$ 

Yet, since $\mathcal{L}^N(\{u_i \neq w_i\}) \to 0$ and $|\nabla w_i|^p$ is equiintegrable, we have

$$\liminf_{i \to \infty} \int_Q W(\nabla w_i)dx \leq \liminf_{i \to \infty} \int_Q W(\nabla u_i)dx \leq W(A) - \beta.$$ 

From the weak lower semicontinuity of integrals of quasiconvex functions, we then get

$$W(A) \leq \int_Q W(\nabla w)dx \leq \liminf_{i \to \infty} \int_Q W(\nabla w_i)dx \leq W(A) - \beta,$$

a contradiction. We note that, as pointed out by the referee, this case also follows from results in [7], without the need for Lemma 2.1.

For the case $p = 1$, we get the same contradiction using Lemma 3.1 in [8] and rescaling $u_i$ so that the rescaled sequence converges to $Ax$ in $L^1(\Omega)$ without changing $\int_Q W(\nabla u_i)dx$. 

\[
\square
\]

3. The representation theorem

We now use the previous analysis of $BV$ sequences to prove Theorem 0.2. The contradiction to the representation will come from the following.

Lemma 0.1 If $H(A, B) = F_1(B) + F_2(A - B)$ for some functions $F_1$, $F_2$, then

$$\min H(\cdot, B) = H(B, B)$$

for all $B \in M^{2 \times 2}$.

Proof. Suppose there are such $F_1$ and $F_2$. It is immediate from the definition (0.1) and the fact that $W(0) = \phi(0, \nu) = 0$ that $H \geq 0$ and $H(0, 0) = 0$. It follows that $F_1(0) + F_2(0) = 0$, or $F_1(0) = -F_2(0)$. We can then assume that

$$F_1(0) = F_2(0) = 0$$
since by considering
\[
F'_1(A) := F_1(A) - F_1(0)
\]
and corresponding \(F'_2\), we have the representation
\[
H(A, B) = F'_1(B) + F'_2(A - B)
\]
with \(F'_1(0) = F'_2(0) = 0\).

Now, since
\[
H_0, H(B; B) = F_1(B) + F_2(0) = F_1(B),
\]
and
\[
H(A, 0) = F_1(0) + F_2(A) = F_2(A),
\]
it follows that \(F_1 \geq 0\) and \(F_2 \geq 0\). Therefore,
\[
H(A, B) = F_1(B) + F_2(A - B) \geq F_1(B) = H(B, B)
\]
which gives (3.3).

Below we show that (3.3) is not, in general, true. We first note that from [9], we know that there exists a quasiconvex function \(W\) that is homogeneous of degree 1 but not convex, and so \(W\) satisfies the hypotheses of Theorem 0.2.

**Theorem 0.2.** If \(W : \mathbb{M}^{2 \times 2} \to \mathbb{R}\) is quasiconvex but not convex and has growth \(p \geq 1\), then there exists \(B \in \mathbb{M}^{2 \times 2}\) and a continuous function \(\phi : \mathbb{R}^2 \times S^1 \to \mathbb{R}\) that is linearly coercive, positive homogeneous of degree 1, and subadditive in the first variable such that
\[
\min H(\cdot, B) \neq H(B, B).
\]

**Proof.** For \(\varepsilon, K > 0\) to be chosen later, set
\[
\phi(\xi, \nu) := \sum_{j=1}^{2} \left[ \varepsilon \sum_{k=1}^{2} (\xi_k \nu \cdot e_j)^+ + K \sum_{k=1}^{2} (\xi_k \nu \cdot e_j)^- \right],
\]
which is linearly coercive, homogeneous of degree one, and subadditive in \(\xi\). We then choose \(B \in \mathbb{M}^{2 \times 2}\) such that \(CW(B) < W(B)\), where \(CW\) is the convex hull of \(W\). Then we can write \(B\) as a convex combination of \(B_i\)’s, \(B = \sum \lambda_i B_i\), with \(\lambda_i\) rational and such that \(\sum \lambda_i W(B_i) < W(B)\). We will now use this \(B\) to construct matrices \(A\) and \(B'\) and a function \(v'\) admissible for \(H(A, B')\) with energy less than \(H(B, B')\).

Set \(\gamma_k := \max_i ||B_k^i||_{L^\infty(Q)}\), where \(B_k^i\) is the \(k\)th row of \(B_i, k = 1, 2,\) and \(Q\) is the cube \((0, 1)^2\). We then set \(\gamma := \max_k \gamma_k\). Put an \(n \times n\) grid on \(Q\), where \(n\) is a multiple of all the denominators of the \(\lambda_i\) and will be chosen later. We now define \(v \in SBV(Q; \mathbb{R}^2)\). For \(l = 1, \ldots, n\), define \(v\) on \((\frac{k-1}{n}, \frac{k}{n}) \times (0, \frac{1}{n})\) by \(\nabla v = B_l\) and,
writing $v$ in terms of its components, $v = (v_1, v_2)$, we have $\min v_1 = \min v_2 = \frac{(l_1 - 1)}{n} \gamma$. Here the $B_{ij}$ are chosen so that for $l = 1, \ldots, \lambda_1 n$ we have $B_{ij} = B_{1j}$, and so on, so that each $B_i$ is the gradient of $v$ in $\lambda_i n$ of the $n$ squares $(\frac{l - 1}{n}, \frac{l}{n}) \times (0, \frac{1}{n})$, $l = 1, \ldots, n$. We then extend $v$ to $(0, 1) \times (\frac{1}{n}, 1)$ by $v_k(x) := v_k(x - \frac{l_1 - 1}{n} e_2) + \frac{l_1}{n} \gamma$, $k = 1, 2$ for $x \in (0, 1) \times (\frac{l - 1}{n}, \frac{l}{n})$, $l = 2, \ldots, n$.

From the definition of $\gamma$ and the construction of $v$, it follows that $[v_k] \nu \cdot e_j \geq 0$ for $j, k = 1, 2$. Notice that, setting $A$ to be the $2 \times 2$ matrix with every entry $\gamma$, we have $\|v - Ax\|_{L^\infty(\partial Q)} \leq 2 \frac{\gamma}{n}$. It also follows that $|D_s v||Q| < 8 \gamma$. To see this, notice that the variation of each component $v_k$ (by which we mean $\sup v_k - \inf v_k$) in each square of the grid is at most $\frac{\gamma}{n}$, and by construction of $v$, the variation over two adjacent squares is at most $\frac{2 \gamma}{n}$. Therefore, $|[v_k]| \leq 2 \frac{\gamma}{n}$ between adjacent squares. Furthermore, since

$$S_{v_k} \subset \left\{ \frac{1}{n}, \frac{2}{n}, \ldots, \frac{(n - 1)}{n} \right\} \times (0, 1) \cup \left\{ 0, 1 \right\} \times \left\{ \frac{1}{n}, \frac{2}{n}, \ldots, \frac{(n - 1)}{n} \right\},$$

we have $\mathcal{H}^1(S_{v_k}) \leq 2(n - 1)$. Hence, $|D_s v_k||(Q) \leq 2 \frac{\gamma}{n}(n - 1) < 4 \gamma$ and $|D_s v||(Q) < 8 \gamma$.

We extend $v$ outside $Q$ by $v(x) = Ax$, and for $\delta > 0$, define $v_\delta(x) := v((1 + \delta)\{x - \bar{x}\} + \bar{x})$, where $\bar{x}$ is the center of $Q$. Then $W(\int_Q \nabla v_\delta dx) \to W(B)$ and $\int_Q W(\nabla v_\delta dx) \to \sum \lambda_k W(B_k)$ as $\delta \to 0$. We choose $\delta$ so that $W(\int_Q \nabla v_\delta dx) > \int_Q W(\nabla v_\delta dx)$ and rename this $v_\delta' v'$.

Set $\alpha := W(\int_Q \nabla v' dx) - \int_Q W(\nabla v') dx$ and $B' := \int_Q \nabla v' dx$. We now have that $v'$ is admissible for $H(A, B')$ and

$$\int_{S_{v'}} \phi([v'], \nu) d\mathcal{H}^1 < 2 \varepsilon |D_s v||(Q) + 8K \frac{\gamma}{n},$$

where the last term comes from the fact that $\|v - Ax\|_{L^\infty(\partial Q)} \leq 2 \frac{\gamma}{n}$.

We choose $\varepsilon > 0$ such that

$$2 \varepsilon |D_s v||(Q) < \frac{\alpha}{3}.$$ 

Now, any $u$ admissible for $H(B', B')$ requires zero net jump, and so the jumps will be just as much in the minus $e_j$ directions as in the positive. That is,

$$\int_Q |D_s u| = 0$$

implies

$$\int_Q |u_k| \nu \cdot e_j d\mathcal{H}^1 = 0$$

so that

$$\int_Q ([u_k] \nu \cdot e_j)^+ d\mathcal{H}^1 = \int_Q ([u_k] \nu \cdot e_j)^- d\mathcal{H}^1$$

for $j, k \in \{1, 2\}$. Hence

$$E(u) > \frac{1}{2} K |D_s u||(Q).$$

From Lemma 2.3 with $\beta = \frac{\alpha}{3}$, there exists $C > 0$ such that if $u$ is admissible for $H(B', B')$ and satisfies

$$\int_Q W(\nabla u) dx \leq W(B') - \frac{\alpha}{3},$$
then $|D_x u|(Q) \geq C$. An easy calculation shows that if $K > \frac{2}{3}(W(B') - \frac{\alpha}{3})$, then $u \in SBV(Q; \mathbb{R}^2)$ with trace $B'x$ and $\int_Q \nabla u dx = B'$ implies

$$E(u) > W(B') - \frac{\alpha}{3}.$$  

Choosing $n$ large enough so that $8K \gamma n < \frac{\alpha}{3}$ gives $H(A, B') < W(B') - \frac{\alpha}{3}$, contradicting $\min_{B'} H(\cdot, B') = H(B', B')$ from Lemma 0.1.

\[ \square \]
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