STATISTICAL ESTIMATES FOR GENERALIZED SPLINES *
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Abstract. In this paper it is shown that the generalized smoothing spline obtained by solving an optimal control problem for a linear control system converges to a deterministic curve even when the data points are perturbed by random noise. We furthermore show that such a spline acts as a filter for white noise. Examples are constructed that support the practical usefulness of the method as well as give some hints as to the speed of convergence.
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1. INTRODUCTION

We consider a data set of the form \( \{(t_i, f(t_i) + \epsilon_i) : \ i = 1, \ldots, N\} \), where \( t_i, \ i = 1, \ldots, N \), are the fixed sample times, \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a continuous function, and the \( \epsilon_i \)'s are independent, identically normally distributed random variables with mean 0 and variance \( \sigma^2 \). Our goal is to construct a curve using this data that is smooth and is produced from the output of a single-input, single-output dynamical system. The main result, presented in this paper, is that under quite general conditions the constructed curve converges to a deterministic curve that is a function of the curve \( f(t) \). The reason why it does not converge exactly to \( f(t) \) is that we want to be able to guarantee that the curve exhibits certain differentiability properties, which we achieve by minimizing the \( L_2 \)-norm of the control signal, as shown in [6].

In this paper we continue the program, initiated in [9,11], of producing smoothing splines as computationally feasible solutions to optimal control problems. The types of relaxed interpolation problems that we investigate need to be solved for a number of different reasons. For instance, in air traffic control we need to be able to specify the position that the system will be in at a sequence of times. However, in most situations, it is not really crucial that we pass through these points exactly, but rather that we go reasonably close to them, while minimizing the cost functional. This is a desirable property for two apparent reasons. First of all, a small deviation from the prespecified point can result in a significant decrease in the cost, and secondly, when the data that we work with is noise contaminated, which is the case in this paper, it is not even desirable to interpolate through these points exactly. Inspired by [12] and [13], we can incorporate these aspects into our proposed method, and by not demanding exact interpolation, we end up with smoothing splines instead of the
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standard splines. Further generalizations of this work have been developed in a series of papers by Egerstedt and Martin and their collaborators in [1,7,9,11,14] but what is novel in this paper is that we focus explicitly on the convergence aspects of the problem. A somewhat similar approach for interpolating splines has been developed by Crouch and Silva–Leite and their collaborators in [2–5] with emphasis on deriving splines on non-Euclidean spaces.

We assume as given a linear, single-input, single-output control system

$$\dot{x} = Ax + bu, \quad x(0) = 0$$

$$y = cx,$$

(1.1)

where \(x \in \mathbb{R}^n\), \(u, y \in \mathbb{R}\), and \(A, b, c\) are constant matrices and vectors of compatible dimensions. We furthermore assume that the system \((A, b, c)\) is both controllable and observable as well as \(cb = 0\). This last condition assures smoothness of the splines, as shown in [11].

Three distinct cost functions will be central to the development of our theory, and for the sake of easy reference we introduce them already at this point:

**Definition 1.1.**

\[ J_N(u) = \frac{1}{N} \sum_{i=1}^{N} (y(t_i) - f(t_i) - \epsilon_i)^2 + \lambda \int_0^T u(t)^2 dt, \]

where \(\lambda > 0\), \(\epsilon_i \sim N(0, \sigma^2)\), \(i = 1, \ldots, N\), and \(0 \leq t_1 < \cdots < t_N \leq T\).

**Definition 1.2.**

\[ J_N(u) = \frac{1}{N} \sum_{i=1}^{N} (y(t_i) - f(t_i))^2 + \lambda \int_0^T u(t)^2 dt, \]

where \(\lambda > 0\) and \(0 \leq t_1 < \cdots < t_N \leq T\).

**Definition 1.3.**

\[ J(u) = \int_0^T (y(t) - f(t))^2 + \lambda u(t)^2 dt, \]

where \(\lambda > 0\).

We will prove that as \(N\) approaches infinity the solution to the problem of minimizing \(J_N^\epsilon\) with respect to \(u \in L_2[0,T]\), under the dynamics \(\dot{x} = Ax + bu, \quad y = cx, \quad x(0) = 0\), converges to the solution of the corresponding optimal control problem with cost function \(J(u)\). The interpretation of this is that, in the limit, \(\epsilon\) as the number of sample points goes to infinity, the optimal control procedure removes the error from the solution. Thus the generalized smoothing splines act as filters for data corrupted by Gaussian noise.

The proof of this convergence theorem will constitute the main part of this paper: first we show, in Section 3, that if the data consists of noise alone then in the limit the spline approaches the zero function. This takes full advantage of the fact that the noise is assumed to be identically normally distributed and that the different samples are independent. We then show, in Section 4, that the optimal solution of \(J_N^\epsilon\) can be decomposed uniquely as the sum of the pure noise term and the solution of the optimal control problem with cost function \(J_N\). As we have already shown in [11], the optimal solution of \(J_N\) converges to the optimal solution of \(J\), and hence the main theorem follows.

2. Basic results

The material in this section is contained in an equivalent form in [9,11] and is included for the convenience of the reader. We begin by deriving the form of the solution to the optimal control problem under cost function \(J_N^\epsilon\).
We first establish some notation. Let
\[ g_s(t) = \begin{cases} 
  ce^{t(s-t)} & s - t \geq 0 \\
  0 & s - t < 0,
\end{cases} \]
which allow us to define the linear functional
\[ G_s(u) = \int_0^T g_s(t)u(t)dt, \]
which gives \( y(s) = G_s(u) \) since \( x(0) = 0 \). We can rewrite the cost function \( J_{\epsilon N}(u) \) using the functionals \( G_{t_i} \) as
\[ J_{\epsilon N}(u) = \frac{1}{N} \sum_{i=1}^N (G_{t_i}(u) - f(t_i) - \epsilon_i)^2 + \lambda \int_0^T u(t)^2 dt. \]
(2.1)
In this form \( J_{\epsilon N} \) is an explicit quadratic functional of \( u \) and we find the minimizing \( u \) by calculating the Gateaux derivative of \( J_{\epsilon N} \) with respect to \( u \) and setting the result equal to zero. Performing this calculation we get that the optimal \( u^* \) satisfies
\[ \frac{1}{N} \sum_{i=1}^N (G_{t_i}(u^*) - f(t_i) - \epsilon_i)g_{t_i}(u^*) + \lambda u^* = 0. \]
To solve this for \( u^* \), one critical observation is that the expression \( (G_{t_i}(u^*) - f(t_i) - \epsilon_i) \) is constant and hence the optimal control \( u^* \) can be expressed as a linear combination of the basis functions \( g_{t_i} \).

We have thus reduced the optimal control problem from an infinite dimensional problem to a finite dimensional problem.

We can now use the fact that \( u^*(t) = \sum_{i=1}^N \rho_i g_{t_i}(t) \)
(2.2)
to get \( u^* \) by calculating the optimal values of the parameters \( \rho_i \). Equation (2.2) gives, after some straightforward manipulations, the following optimal cost
\[ J_{\epsilon N}(u^*) = \frac{1}{N} \left( \rho^T G^2 \rho - 2(\hat{\epsilon} + \hat{f})^T G \rho + \sum_{i=1}^N (f(t_i) - \epsilon_i)^2 \right) + \lambda \rho^T G \rho. \]
(2.3)
Here, \( G \) is the Grammian \([g_{ij}])_{ij} \) where
\[ g_{ij} = \int_0^T g_{t_i}(t)g_{t_j}(t)dt, \]
and \( \rho \) is the vector of unknown parameters \( \rho_i \), \( \hat{f} \) is the vector of functional values \( f(t_i) \), and \( \hat{\epsilon} \) is the vector of errors \( \epsilon_i, \ i = 1, \ldots, N \). Since \( J_{\epsilon N} \) is quadratic in \( \rho \) we can calculate the minimum value by taking the derivative with respect to \( \rho \). This directly leads to the following equation.
\[ \frac{1}{N} (G \rho - (\hat{\epsilon} + \hat{f})) + \lambda \rho = 0, \]
(2.4)
or in other words
\[ (G + \lambda N I)\rho = (\hat{\epsilon} + \hat{f}). \]
(2.5)
Now, the Grammian $G$ is positive semi-definite (see for example [6]) and hence $G + \lambda NI$ is positive definite. Thus equation (2.5) has a unique solution. For future reference we state this as a lemma.

**Lemma 2.1.** The matrix $G + \lambda NI$ is positive definite and hence the optimal solution of $J_N^*$ is uniquely determined by the parameters $\rho$. The optimal $\rho$ depends only on the values of $\hat{f}, N, \lambda$ and $\hat{\epsilon}$.

We now calculate the response to the optimal control. Since $y(t_i) = G_{i*}(u^*)$ we can substitute the solution of equation (2.5) for $u^*$, which, after some manipulations, gives the following simple expression

$$y(t_i) = e_i^T G\rho,$$

where $e_i$ is the $i$:th unit vector in $\mathbb{R}^N$.

### 3. The data is pure noise

In this section we will show that if the data consists solely of independent, normally distributed, zero-mean random noise then, as the number of samples goes to infinity, the optimal control that minimizes $J_N^*$ goes to zero as well.

We will derive our results under the assumption that $f(t) \equiv 0$, i.e. that the data points are pure noise, and we first note that $y(t_i)$ is a linear function of the noise $\hat{\epsilon}$ and hence the $y(t_i)$’s are normally distributed random variables for $i = 1, \ldots, N$. By linearity of the expectation it inherits the zero-mean property of the noise, and we state this fact as a remark.

**Remark 3.1.** If $y$ is the output of the linear system (1.1) driven by the optimal control that solves $J_N^*$ when $f = 0$, then the sample mean goes to zero as $N$ goes to infinity, i.e.

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} y(t_i) = 0.$$

The second main step is to show that the sample variance converges to zero as well.

**Lemma 3.2.** If $y$ is the output of the linear system (1.1) driven by the optimal control that solves $J_N^*$ when $f = 0$, then the sample variance goes to zero as $N$ goes to infinity, i.e.

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} y(t_i)^2 = 0.$$

**Proof.** We note that $J_N(u_N^*) \leq J_N^*(0)$ due to the fact that $u_N^*$ is optimal. (Here we explicitly use the subscript $N$ to draw attention to the fact that $N$ sample points are used in the optimal control problem $J_N^*$.) We thus have

$$J_N(u_N^*) = \frac{1}{N} \sum_{i=1}^{N} (y(t_i) - \epsilon_i)^2 + \lambda \int_0^T u_N^*(t)^2 dt$$

$$= \frac{1}{N} \sum_{i=1}^{N} y(t_i)^2 - \frac{2}{N} \sum_{i=1}^{N} \epsilon_i y(t_i) + \frac{1}{N} \sum_{i=1}^{N} \epsilon_i^2 + \lambda \int_0^T u_N^*(t)^2 dt$$

$$\leq \frac{1}{N} \sum_{i=1}^{N} \epsilon_i^2,$$

which gives that

$$\frac{1}{N} \sum_{i=1}^{N} y(t_i)^2 \leq \frac{2}{N} \sum_{i=1}^{N} y(t_i) \epsilon_i. \quad (3.1)$$
We now use the fact that \( y(t_i) = e_i^T G \rho \) and concentrate on the right hand side of the inequality in (3.1). We have

\[
\frac{2}{N} \sum_{i=1}^{N} y(t_i) e_i = \frac{2}{N} e^T G \rho.
\]

We furthermore know that \( G + \lambda N I \) is positive definite, and hence that \( \rho \) is given by

\[
\rho = \left( \frac{G}{\lambda N} + I \right)^{-1} \frac{\hat{\epsilon}}{\lambda N},
\]

which gives that

\[
\frac{2}{N} \hat{\epsilon} G \rho = \frac{2}{N} \hat{\epsilon} G \left( \frac{G}{\lambda N} + I \right)^{-1} \frac{\hat{\epsilon}}{\lambda N} = \sum_{i=1}^{N} \sum_{j=1}^{N} \zeta_{ij} \frac{\epsilon_i \epsilon_j}{N^2}.
\]

Here we recall that \( G = [g_{ij}]_{ij} \), where

\[
g_{ij} = \int_{0}^{\min(t_i, t_j)} g(t_1) g(t_2) dt
\]

and hence there exists a uniform bound on all such inner products no matter where the points \( t_i \) and \( t_j \) are located. Thus, since \( \frac{G}{\lambda N} \) goes to zero as \( N \) goes to infinity we have that \( \zeta_{ij} \) must be uniformly bounded, which in turn implies that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} y(t_i)^2 = 0,
\]

due to the nature of the noise.

We can now state as a theorem the main result of this section.

**Theorem 3.3.** The mean and variance of the random variables \( y(t_i) \) are both equal to zero.

### 4. The Main Result

In this section we will prove the following theorem:

**Theorem 4.1.** Let the \( t_i \)'s be such that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} g(t_i) = \int_{0}^{T} g(t) dt
\]

for every continuous function \( g \). Let \( h(t) \) be the optimal response to the optimal control problem with cost function

\[
J(u) = \int_{0}^{T} (y(t) - f(t))^2 dt + \lambda \int_{0}^{T} u(t)^2 dt.
\]

Let \( y_N(t) \) be the optimal solution to the optimal control problem

\[
J_N(u) = \frac{1}{N} \sum_{i=1}^{N} (y(t_i) - f(t_i) - \epsilon_i)^2 + \lambda \int_{0}^{T} u(t)^2 dt.
\]

Then

\[
\lim_{N \to \infty} y_N(t) = h(t),
\]

in probability.
Proof. The proof relies on the fact that we can decompose the optimal solution of $J^*_{\epsilon N}$ into the sum of the optimal solution of $J_N$ and the optimal solution of the pure noise problem. This decomposition follows from the fact that the optimal solution of the pure noise problem is given by the solution of

$$(G + \lambda NI)\hat{\rho}_1 = \hat{\epsilon}$$

and that the optimal solution of $J_N$ is given by

$$(G + \lambda NI)\hat{\rho}_2 = \hat{f}.$$ 

It is immediate that the optimal solution of $J^*_{\epsilon N}$ is given by

$$(G + \lambda NI)(\hat{\rho}_1 + \hat{\rho}_2) = \hat{\epsilon} + \hat{f}.$$ 

Since the matrix $G + \lambda NI$ is positive definite the solution is unique and since $y^*_N$ depends linearly on $\rho$ and we have shown, in Theorem 3.3 that $y^*_N \rightarrow 0$ in probability in the pure noise case, the theorem would follow if we could show that the optimal solution of $J_N$ goes to the optimal solution of $J$. But, in [11] this was shown under the additional assumptions on the sample times as stated in this theorem, which concludes the proof.

This result is already known to hold for standard smooth splines [8], and can thus be thought of as a more general version of that result.

5. Examples

Here we present two examples of the convergence of the splines in the presence of noise. Even though we work with a fairly simple example it is to be thought of as evidence for the practical usefulness of our proposed method. It also sheds some light on the convergence speed, as we will see.

Initially, let the system that we work with be given by

$$A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad b = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad c = \begin{pmatrix} 1 & 0 \end{pmatrix}. $$

Since it is a second order nilpotent system, the spline is a standard cubic spline. (See for example [14].) The underlying curve $f(t)$ is taken to be a sin-function. The noise is furthermore taken to have zero mean and variance 0.05.

In Figure 1 we use four sample points and we see that the tracking is not too bad even with this few points. In other experiments we have noted that if we have one point in the interval $(0, 3)$, one point near $T = 1$, and one point on the right hand side of the curve the tracking is reasonable. As would be expected, if all four points are taken close to zero the spline fails to track at all.

In Figure 2 we use 20 sample points with the same error structure. Here we have quite good tracking and we see that there is a deviation occurring between the spline and the curve close to zero. This is because it takes a little bit of time for the system to start tracking the underlying curve under the assumption that $x(0) = 0$.

In Figure 3 we use 70 sample points. By now the tracking is quite good. There is little deviation between the spline of Figure 2 and the spline of Figure 3. The only difference is occurring near the maximal point of the underlying curve.

Now, consider the case when $A$ is given by

$$A = \begin{pmatrix} 0 & 1 \\ -2 & -3 \end{pmatrix},$$

in which case we have an exponential spline, as shown in [14]. By repeating the experiment on this new system, we get the results shown in Figures 4–6.
Figure 1. Tracking with four points using cubic splines.

Figure 2. Tracking with 20 points using cubic splines.
Figure 3. Tracking with 70 points using cubic splines.

Figure 4. Tracking with four points using exponential splines.
Figure 5. Tracking with 20 points using exponential splines.

Figure 6. Tracking with 70 points using exponential splines.
REFERENCES