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1. Introduction

Let $X$ be a complete metric space, $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, and $\alpha \in \mathbb{R}$, $\beta \in \mathbb{R} \cup \{+\infty\}$ with $\alpha < \beta$. We say that $f$ has a global error bound between the levels $\alpha$ and $\beta$ if there exists a positive real number $\sigma$ such that

$$f(x) - \alpha \geq \sigma \text{dist}(x, [f \leq \alpha]) \quad \text{whenever } f(x) \in [\alpha, \beta],$$

where $[f \leq \alpha] := \{x \in X : f(x) \leq \alpha\}$. In [5], and in the case when $\beta = +\infty$, we gave a sufficient condition for the existence of such global error bounds, in terms of an abstract notion of variational pair, the main property of which being an immediate consequence of Ekeland’s variational principle [10]. Indeed, it is known since the pioneering work of Ioffe [13] in a more specific setting, that the variational principle is the natural tool for such questions. Two main examples of variational pairs were given in [5], the first one involving the strong slope of De Giorgi, Marino, and Tosques [9], the second one being related to subdifferentials of lower semicontinuous functions defined on Banach spaces.

However, it turns out that the strong slope indeed yields a characterization of global error bounds on the one hand (as was observed in [5]), and that it can be appropriately compared with subdifferential operators on the other hand, as explicated in Section 4 of this paper. This suggests that the strong slope is indeed the adequate notion in order to deal with error bounds (either global or local), yielding both accurate and general results.
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This fact was also stressed by Ioffe in [16] after he became aware of the paper [5], in the related context of local metric regularity.

Taking these considerations into account, we provide in this paper a refined approach, with respect to [5], to the characterization of the existence of error bounds, in the afore-mentioned setting. These refinements concern the statements, the presentation, and the proofs as well. The basic notions, tools, and abstract principle (see Th. 2.1) are given in Section 2.

In Section 3, we specialize our main abstract result to the case of convex functions, which has been the object of numerous studies, starting with the pioneering work of Hoffman [12]. In this case, a constant $\sigma$ such that (1) holds true is accordingly called a Hoffman constant, and we refine and extend the abstract part of our previous paper [4]. This allows to recover, and often sharpen, various earlier results on characterization, or on sufficient conditions for the existence, of a global error bound. Moreover, our systematic approach naturally provides simple proofs and, in our opinion, sheds a new light on the matter.

In Section 5, we give local versions of our main abstract result, thus dealing with what may be called local error bounds. As illustrations of these results, we give characterizations of so-called weak sharp local minima, and of the local metric regularity for closed-graph multifunctions between complete metric spaces, that we compare with the corresponding result of [16]. Here again, our results refine and somewhat clarify those already given in [5]. As a whole, we hope that this paper can provide a useful, synthetic view of the subject matter.

Throughout the paper, we let $X$ be a metric space endowed with the metric $d$, and $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, and let $\beta \in \mathbb{R} \cup \{+\infty\}$, we denote by $B_r(U)$ (resp., $\bar{B}_r(U)$) the open (resp., closed) $r$-neighborhood of $U$:

$$B_r(U) := \{ x \in X : d(x, U) < r \} , \quad \bar{B}_r(U) := \{ x \in X : d(x, U) \leq r \} ,$$

where

$$d(x, U) := \inf \{ d(x, y) : y \in U \} ,$$

with the convention that $d(x, \emptyset) = +\infty$ (according to the general convention $\inf \emptyset = +\infty$). If $U = \{ x \}$, we simply write $B_r(x)$, $\bar{B}_r(x)$. For $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R} \cup \{+\infty\}$, we let:

$$[f \leq \alpha] := \{ x \in X : f(x) \leq \alpha \} , \quad [f < \beta] := \{ x \in X : f(x) < \beta \}$$

denote respectively the closed and open sublevel sets of $f$, and if $\alpha < \beta$, we further let

$$[\alpha < f < \beta] := [f < \beta] \setminus [f \leq \alpha]$$

denote the “slice” between $\alpha$ and $\beta$. If $\beta = +\infty$, we shall rather write:

$$[f > \alpha] := [\alpha < f < +\infty] , \quad \text{dom} f := [f < +\infty] ,$$

and say, as usual, that $f$ is proper if dom$f \neq \emptyset$.

## 2. Characterization of global error bounds

We first recall the notion of strong slope introduced by De Giorgi, Marino, and Tosques in [9].

**Definition 2.1.** Let $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, and let $x \in \text{dom} f$. Set:

$$|\nabla f|(x) := \begin{cases} 0 & \text{if } x \text{ is a local minimum of } f , \\ \limsup_{y \to x} \frac{f(x) - f(y)}{d(x, y)} & \text{otherwise} . \end{cases}$$

For $x \notin \text{dom} f$, let $|\nabla f|(x) := +\infty$. The nonnegative extended real number $|\nabla f|(x)$ is called the strong slope of $f$ at $x$. 

The following notion plays a central role in the paper.

**Definition 2.2.** Let \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a lower semicontinuous function. For \( \alpha \in \mathbb{R}, \beta \in \mathbb{R} \cup \{+\infty\} \) with \( \alpha < \beta \), we let \( \sigma_{\alpha,\beta}(f) \) denote the supremum of the \( \sigma \)'s in \([0, +\infty[\) such that

\[
 f(x) - \alpha \geq \sigma d(x, [f \leq \alpha]) \quad \text{for every } x \in [\alpha < f < \beta],
\]

with the conventions:

\[
 \sigma_{\alpha,\beta}(f) = \begin{cases} 
 0 & \text{if } [f \leq \alpha] = \emptyset \text{ and } [\alpha < f < \beta] \neq \emptyset, \\
 +\infty & \text{if } [\alpha < f < \beta] = \emptyset.
\end{cases}
\]

Of course, we have:

\[
 \sigma_{\alpha,\beta}(f) = \inf_{x \in [\alpha < f < \beta]} \frac{f(x) - \alpha}{d(x, [f \leq \alpha])}
\]

(taking the above conventions into account). If \( \beta = +\infty \), we simply write:

\[
 \sigma_{\alpha}(f) := \sigma_{\alpha,+\infty}(f).
\]

Finally, we say that \( f \) has a **global error bound** between the levels \( \alpha \) and \( \beta \), if \( \sigma_{\alpha,\beta}(f) > 0 \).

We first note the following immediate consequence of the above two definitions, which gives, in particular, a necessary condition for the existence of a global error bound.

**Proposition 2.1.** Let \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a lower semicontinuous function, \( U \) be a subset of \( X \), and \( \alpha \in \mathbb{R}, \beta \in \mathbb{R} \cup \{+\infty\} \) with \( \alpha < \beta \). Then:

\[
 \inf_{U \cap [\alpha < f < \beta]} |\nabla f| \geq \inf_{\alpha \leq \gamma < \beta} \inf_{x \in U \cap [\gamma < f < \beta]} \frac{f(x) - \gamma}{d(x, [f \leq \gamma])}.
\]

In particular:

\[
 \inf_{[\alpha < f < \beta]} |\nabla f| \geq \inf_{\alpha \leq \gamma < \beta} \sigma_{\gamma,\beta}(f).
\]  

(3)

**Proof.** We may assume that the left-hand side of the inequality is finite, so that \( U \cap [\alpha < f < \beta] \neq \emptyset \), and that the right-hand side is positive, so that \([f \leq \alpha] \neq \emptyset \) (we use similar conventions as in Def. 2.2). Let \( \sigma > 0 \) be such that

\[
 \inf_{x \in U \cap [\gamma < f < \beta]} \frac{f(x) - \gamma}{d(x, [f \leq \gamma])} > \sigma \quad \text{for every } \gamma \in [\alpha, \beta],
\]

(4)

let \( x \in U \cap [\alpha < f < \beta] \), and set \( \gamma_n := f(x) - 1/n \) for \( n \in \mathbb{N} \) large enough so that \( \gamma_n \geq \alpha \). For each \( n \in \mathbb{N} \), let \( x_n \in [f \leq \gamma_n] \) be such that \( f(x) - \gamma_n \geq \sigma d(x, x_n) \), according to (4). Then, we have:

\[
 0 < d(x, x_n) \leq \frac{f(x) - \gamma_n}{\sigma} \to 0 \quad \text{as } n \to \infty,
\]

so that \( x \) is not a local minimum of \( f \), and

\[
 \frac{f(x) - f(x_n)}{d(x, x_n)} \geq f(x) - \gamma_n \geq \sigma,
\]

showing that \( |\nabla f|(x) \geq \sigma \), and the conclusion follows. \( \square \)

The main tool which is needed for our purposes is, of course, Ekeland’s variational principle [10], of which we now recall an appropriate version, as well as an essential consequence in terms of the strong slope.
Proposition 2.2. Let $X$ be complete, $f : X \to \mathbb{R} \cup \{+\infty\}$ be a (proper) lower semicontinuous function, and let $\bar{x} \in X$, $\sigma > 0$, and $r > 0$, be such that:

$$f(\bar{x}) \leq \inf_X f + \sigma r.$$

Then, there exists $x \in B_r(\bar{x})$ such that $f(x) \leq f(\bar{x})$ and

$$f(x) < f(y) + \sigma d(x, y) \quad \text{for every } y \in X \setminus \{x\}. \quad (5)$$

Corollary 2.1. Let $X$ be complete, $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, and let $\bar{x} \in X$, $\sigma > 0$, and $r > 0$, be such that:

$$f(\bar{x}) < \inf_{B_r(\bar{x})} f + \sigma r.$$

Then, there exists $x \in B_r(\bar{x})$ such that $f(x) \leq f(\bar{x})$ and $|\nabla f|(x) < \sigma$.

Proof. Let $0 < \sigma' < \sigma$ and $0 < r' < r$ be such that

$$f(\bar{x}) \leq \inf_{B_{r'}(\bar{x})} f + \sigma' r'.$$

Applying Proposition 2.2 with $X := B_r(\bar{x})$, we find $x \in B_{r'}(\bar{x}) \subset B_r(\bar{x})$ with $f(x) \leq f(\bar{x})$ and $|\nabla f|_{B_r(\bar{x})}(x) = |\nabla f|(x) \leq \sigma' < \sigma$, as follows from (5) and the definition of the strong slope. \qed

Remark 2.1. (a) We want to emphasize here that, by definition, the strong slope gives the best quantitative estimate of the (lower) behavior of $f$ at the “approximate stationary point” $x$ given by the variational principle. We shall further comment on this fact below, after stating our main abstract result.

(b) Since $f$ is lower semicontinuous, we readily see, from the above corollary, that for any $-\infty < \alpha < \beta \leq +\infty$, we have that $[\alpha < f < \beta] \cap \text{dom}|\nabla f|$ is dense in $[\alpha < f < \beta]$, and that, if the latter set is nonempty, while $[f \leq \alpha] = \emptyset$ (so that $\inf_X f \geq \alpha$), then $\inf_{[\alpha < f < \beta]} |\nabla f| = 0$. Thus:

$$0 < \inf_{[\alpha < f < \beta]} |\nabla f| < +\infty \implies [f \leq \alpha] \neq \emptyset.$$

Indeed, this is contained in the following proposition (that we shall use in Sect. 5), letting $U := X$, $\sigma := \inf_{[\alpha < f < \beta]} |\nabla f|$, and $\rho := \frac{\beta - \alpha}{\sigma}$ (or $+\infty$ if $\beta = +\infty$) in this result.

Proposition 2.3. Let $X$ be complete, $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, $U$ be a subset of $X$, $\alpha \in \mathbb{R}$, and $\sigma, \rho > 0$. Assume that $U \cap [f < \alpha + \sigma \rho] \neq \emptyset$ and that:

$$\inf_{B_{\rho}(U) \cap [\alpha < f < \alpha + \sigma \rho]} |\nabla f| \geq \sigma.$$

Then, $[f \leq \alpha] \neq \emptyset$.

Proof. Assume, for a contradiction, that $[f \leq \alpha] = \emptyset$, and let $\bar{x} \in U \cap [\alpha < f < \alpha + \sigma \rho]$. We have:

$$f(\bar{x}) < \alpha + \sigma \rho \leq \inf_X f + \sigma \rho,$$

and, according to Corollary 2.1, we find $x \in B_{\rho}(\bar{x}) \subset B_{\rho}(U)$ with $\alpha < f(x) \leq f(\bar{x}) < \alpha + \sigma \rho$ and $|\nabla f|(x) < \sigma$, contradicting our assumption. \qed

We now state our main result.
Theorem 2.1. Let $X$ be complete, $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, and $\alpha, \beta \in \mathbb{R}$ with $\alpha < \beta$. Then,

$$\inf_{|\alpha < \beta|} |\nabla f| = \inf_{\alpha \leq \gamma < \beta} \sigma_{\gamma, \beta}(f) = \inf_{\alpha \leq \gamma < \beta} \inf_{x \in [\gamma < \beta]} \frac{f(x) - \gamma}{d(x, [\gamma])}.$$ 

Proof. According to (2) and (3), we just have to show that

$$\sigma_{\gamma, \beta}(f) \geq \inf_{|\alpha < \beta|} |\nabla f| \quad \text{for any } \alpha \leq \gamma < \beta.$$ 

Let $\gamma \in [\alpha, \beta]$ be fixed: we may of course assume that $\sigma_{\gamma, \beta}(f) < +\infty$, so that $[\gamma < \beta] \neq \emptyset$, and that $\inf_{|\alpha < \beta|} |\nabla f| > 0$, so that $[f \leq \alpha] \neq \emptyset$ (see Rem. 2.1(b)). Consider a real number $\sigma > \sigma_{\gamma, \beta}(f)$ and $\bar{x} \in [\gamma < \beta]$ with

$$f(\bar{x}) - \gamma < \sigma d(\bar{x}, [\gamma]).$$

Set $r := d(\bar{x}, [\gamma]) > 0$, $g := (f - \gamma)^+ \geq 0$, i.e., $g(x) := \max\{f(x) - \gamma, 0\}$, so that

$$g(\bar{x}) < \inf_{B_r(\bar{x})} g + \sigma r.$$

According to Corollary 2.1, we find $x \in B_r(\bar{x})$ with $g(x) \leq g(\bar{x})$ and $|\nabla g|(x) < \sigma$. By definition of $r$, we see that $f(x) > \gamma$, so that $f(x) = g(x) + \gamma \leq g(\bar{x}) + \gamma = f(\bar{x}) < \beta$ and $|\nabla f|(x) = |\nabla g|(x) < \sigma$. Thus, $\inf_{|\alpha < \beta|} |\nabla f| < \sigma$, and the conclusion follows. \(\square\)

Remark 2.2. (a) In the case when $\beta = +\infty$, Theorem 2.1 was given in [4], (Th. 2.4) (and can be traced back to [5], (Prop. 2.4, Th. 3.1, Rem. 3.2)). The generalization to arbitrary “slices” $[\alpha < \beta]$ is for free: it is obtained using also the fact (which is not needed if $\beta = +\infty$) that $f(x) \leq f(\bar{x})$ in Corollary 2.1, so that indeed, all the informations given by the variational principle are used. This generalization is useful, too, as we shall see in the next sections.

Let us already mention that Theorem 2.1 shows that

$$+\infty > \inf_{|\alpha < \beta|} |\nabla f| \geq \sigma > 0 \quad \Rightarrow \quad [f \leq \alpha] \neq \emptyset \quad \text{and} \quad \sigma_{\gamma, \beta}(f) \geq \sigma \quad \forall \gamma \in [\alpha, \beta],$$

(6)

that is, it gives a sufficient condition for the existence of a global error bound for $f$ between the levels $\gamma$ and $\beta$, for any $\alpha \leq \gamma < \beta$. It also shows (indeed) that the best possible estimates for global error bounds are given in terms of the strong slope, yielding a necessary condition, and suggesting that other sufficient conditions for a global error bound involving notions such as subdifferentials or directional derivatives, should be a consequence of (6) (recall Rem. 2.1(a)): this will be detailed in Section 4, after we treat the case of convex functions $f$ in Section 3.

(b) Recently, Wu and Ye established in [26] (Th. 3) the following sufficient condition for a global error bound, for a (proper) lower semicontinuous function $f : X \to \mathbb{R} \cup \{+\infty\}$ defined on the complete metric space $X$ (we use our notations):

let $0 < \epsilon \leq +\infty$ and $\sigma > 0$, assume that $[f < \epsilon] \neq \emptyset$, and that for each $x \in [0 < f < \epsilon]$ there exists $y \in X$ with $f(y) \geq 0$ and

$$f(x) - f(y) \geq \sigma d(x, y) > 0.$$ 

Then, $[f \leq 0] \neq \emptyset$ and $\sigma_{0, \epsilon}(f) \geq \sigma.$
While the proof given in [26] is rather involved, it is easy to see that this can be established in a straightforward way, arguing similarly as in Proposition 2.3 and in Theorem 2.1, but using (the stronger) Proposition 2.2 instead of Corollary 2.1. Indeed, if \( \sigma_{0,\varepsilon}(f) < \sigma \), we find \( \bar{x} \in [0,\varepsilon] \) and a positive real \( r \leq d(\bar{x}, [f \leq 0]) \) such that

\[
g(\bar{x}) < \inf_X g + \sigma r,
\]

where \( g := f^+ \). According to Proposition 2.2, we find \( x \in B_r(\bar{x}) \) such that \( g(x) \leq g(\bar{x}) \) and

\[
g(x) - g(y) < \sigma d(x, y) \quad \text{for every } y \neq x.
\]

Then, \( 0 < f(x) = g(x) < \varepsilon \) and \( f(x) - f(y) < \sigma d(x, y) \) for every \( y \in X \) such that \( f(y) = g(y) \geq 0 \). Hence the result.

However, such result does not allow to obtain a characterization of global error bounds – but in the convex case: see Proposition 3.1.

3. THE CONVEX CASE

In this section, \( X \) is a Banach space, endowed with a norm \( \| \cdot \| \). We denote by \( X^\ast \) the topological dual of \( X \), and by \( d_* \) the metric associated with the dual norm. Recall that if \( f : X \to \mathbb{R} \cup \{+\infty\} \) is a convex lower semicontinuous function, the (Fenchel) subdifferential of \( f \) at \( x \in \text{dom} f \) is given by:

\[
\partial f(x) = \{ x^\ast \in X^\ast : f(y) - f(x) \geq \langle x^\ast, y - x \rangle \quad \forall y \in X \},
\]

while the directional derivative of \( f \) at \( x \) in the direction \( y \in X \) is:

\[
f'(x; y) := \lim_{\lambda \downarrow 0} \frac{f(x + \lambda y) - f(x)}{\lambda} = \inf_{\lambda > 0} \frac{f(x + \lambda y) - f(x)}{\lambda}.
\]

If \( x \notin \text{dom} f \), we let (as usual) \( \partial f(x) = \emptyset \), \( f'(x; y) = -\infty \) for any \( y \in X \).

**Proposition 3.1.** Let \( X \) be a Banach space, \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a proper, convex, and lower semicontinuous function, and \( x \in X \) which is not a minimum point of \( f \). Then:

\[
|\nabla f|(x) = \sup_{f(z) < f(x)} \frac{f(x) - f(z)}{\|x - z\|} = \sup_{f(z) < f(x)} \frac{-f'(x; z - x)}{\|x - z\|} = d_*(0, \partial f(x)).
\]

**Proof.** These equalities are well known: for example, the last two are mentioned in [28] (Prop. 3.2), the fact that \( d_*(0, \partial f(x)) = \sup_{f(z) < f(x)} \frac{f(x) - f(z)}{\|x - z\|} \) is in [24], while the fact that \( |\nabla f|(x) = d_*(0, \partial f(x)) \) (which is true for all \( x \in X \), that is, also when \( x \) is a local minimum point of \( f \)) is mentioned in [4] (Prop. 2.2). We give a quick proof for completeness and for the reader’s convenience. Let \( x \in \text{dom} f \) which is not a minimum (hence, not a local minimum) point of \( f \). For every \( z \in X \) with \( f(z) < f(x) \) and for every \( \lambda \in [0,1] \), we have:

\[
\frac{f(x) - f(z)}{\|x - z\|} \leq \frac{f(x) - f(x + \lambda(z - x))}{\lambda\|x - z\|} \leq \|x^\ast\|.
\]

whenever \( x^\ast \in \partial f(x) \), and thus:

\[
|\nabla f|(x) \leq \sup_{f(z) < f(x)} \frac{f(x) - f(z)}{\|x - z\|} \leq \sup_{f(z) < f(x)} \frac{-f'(x; z - x)}{\|x - z\|} \leq d_*(0, \partial f(x)),
\]
we have \( 0 \in \text{minimum point of the (convex) function } z \mapsto f(z) + \sigma \|x - z\| \) for, otherwise, from standard convex calculus, we have \( 0 \in \partial f(x) + \sigma B_\sigma \), where \( B_\sigma \) denotes the closed unit ball of \( X^* \), contradicting the choice of \( \sigma \). Let thus \( z \in X \) be such that \( f(z) + \sigma \|x - z\| < f(x) \), so that for every \( \lambda \in [0, 1] \):

\[
\frac{f(x) - f(x + \lambda(x - z))}{\lambda \|x - z\|} > \sigma,
\]

showing that \( |\nabla f|(x) \geq \sigma \), whence \( |\nabla f|(x) \geq d_*(0, \partial f(x)) \).

We observe in the following that for a convex function, the slope decreases with altitude. For \( \alpha \in \mathbb{R} \), we let:

\[
[f = \alpha] := \{ x \in X : f(x) = \alpha \}.
\]

**Proposition 3.2.** Let \( X \) be a Banach space, \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a convex, lower semicontinuous function, and \( \alpha \in \mathbb{R} \), \( \beta \in \mathbb{R} \cup \{+\infty\} \) with \( \alpha < \beta \). If \( [f \leq \alpha] \neq \emptyset \), then:

\[
\inf_{[f > \alpha]} |\nabla f| \geq \inf_{[f = \alpha]} |\nabla f|.
\]

Consequently, if \( [f < \beta] \neq \emptyset \), then:

\[
\inf_{[f > \alpha]} |\nabla f| = \inf_{[\alpha < f < \beta]} |\nabla f|.
\]

**Proof.** We may assume that \( \inf_{[f = \alpha]} |\nabla f| > 0 \), so that \( \alpha > \inf_X f \), and that \( \inf_{[f > \alpha]} |\nabla f| < +\infty \). Let thus \( x \in [f > \alpha] \) and \( \sigma > 0 \) with \( \sigma > |\nabla f|(x) \). For \( y \in [f \leq \alpha] \), set:

\[
g(y) := f(y) + \sigma \|y - x\|,
\]

so that \( g > f(x) \) if and only if \( y \in [f \leq \alpha] \) be such that \( f(y) + \sigma \|y - x\| \leq f(x) \), then

\[
|\nabla f|(x) \geq \frac{f(x) - f(y)}{\|x - y\|} \geq \sigma,
\]
a contradiction. Let now \( \varepsilon \in (0, \sigma - |\nabla f|(x)] \). According to Proposition 2.2, there exists \( y_\varepsilon \in [f \leq \alpha] \) such that \( g(y) \geq g(y_\varepsilon) - \varepsilon \|y - y_\varepsilon\| \) for all \( y \in [f \leq \alpha] \), that is:

\[
f(y) + \sigma \|y - x\| \geq f(y_\varepsilon) + \sigma \|y_\varepsilon - x\| - \varepsilon \|y - y_\varepsilon\| \quad \text{for all } y \in [f \leq \alpha].
\]

(7) We claim that \( f(y_\varepsilon) = \alpha \). For, if \( f(y_\varepsilon) < \alpha \), let \( \varepsilon \) be a point in the open segment \([x, y_\varepsilon]\) with \( f(z_\varepsilon) = \alpha \); then, writing (7) for \( y := z_\varepsilon \) yields:

\[
f(z_\varepsilon) - f(y_\varepsilon) \geq (\sigma - \varepsilon) \|z_\varepsilon - y_\varepsilon\|,
\]

whence

\[
|\nabla f|(x) \geq \frac{f(x) - f(z_\varepsilon)}{\|x - z_\varepsilon\|} \geq \frac{f(z_\varepsilon) - f(y_\varepsilon)}{\|z_\varepsilon - y_\varepsilon\|} \geq \sigma - \varepsilon,
\]
a contradiction. Now, we derive from (7) again that for all \( y \in [f \leq \alpha] \):

\[
f(y_\varepsilon) - f(y) \leq \sigma(\|y - x\| - \|y_\varepsilon - x\|) + \varepsilon \|y - y_\varepsilon\| \leq (\sigma + \varepsilon) \|y - y_\varepsilon\|,
\]

so that

\[
|\nabla f|(y_\varepsilon) = \sup_{f(y) < f(y_\varepsilon)} \frac{f(y_\varepsilon) - f(y)}{\|y_\varepsilon - y\|} \leq \sigma + \varepsilon,
\]

which shows that \( \inf_{[f = \alpha]} |\nabla f| \leq \sigma \), since \( \varepsilon \) is arbitrarily small, and the first assertion follows.
In order to get the second assertion, we need to show that
\[
\inf_{[f > \alpha]} |\nabla f| \geq \inf_{[\alpha < f < \beta]} |\nabla f|
\]
whenever \( \beta \in \mathbb{R} \). We may assume that \([f > \alpha] \cap \text{dom } f \neq \emptyset\), so that \([\alpha < f < \beta] \neq \emptyset\), since \([f < \beta] \neq \emptyset\). Thus, let \( \gamma \in [\alpha, \beta] \) with \([f = \gamma] \neq \emptyset\), using the first assertion we get:
\[
\inf_{[f > \gamma]} |\nabla f| \geq \inf_{[\alpha < f < \beta]} |\nabla f|, \\
\inf_{[f = \gamma]} |\nabla f| \geq \inf_{[\alpha < f < \beta]} |\nabla f|,
\]
and the conclusion follows. \( \Box \)

**Remark 3.1.** (a) In the case when for every \( x \in [f > \alpha] \) there exists a projection on \([f \leq \alpha]\) (for example, if the Banach space \( X \) is reflexive), the proof of the first assertion in Proposition 3.2 is straightforward: indeed, let \( 0 < \sigma < \inf_{[f = \alpha]} |\nabla f| \) and \( x \in [f > \alpha] \), and let \( y \in [f = \alpha] \) be such that \( \|x - y\| = d(x, [f \leq \alpha]) \). Let then \( z \in [f < \alpha] \) be such that
\[
\frac{f(y) - f(z)}{\|y - z\|} = \frac{\alpha - f(z)}{\|y - z\|} \geq \sigma,
\]
and let \( y' \in [x, z[\cap[f = \alpha] \). Since \( \|x - y\| \leq \|x - y'\| \), we have \( \|y' - z\| \leq \|y - z\| \), so that
\[
\frac{f(x) - f(z)}{\|x - z\|} \geq \frac{f(y') - f(z)}{\|y' - z\|} = \frac{\alpha - f(z)}{\|y' - z\|} \geq \sigma,
\]
hence \( |\nabla f|(x) \geq \sigma \) and the conclusion follows. 

(b) In the case when \( X = \mathbb{R}^n \), and under the additional (but unnecessary) assumption that \([f > \alpha] \cap \text{dom } f\) is contained in the relative interior of \( \text{dom } f \), an equivalent formulation of the first assertion in Proposition 3.2 can be found in [3] (Prop. 4.2.1).

**Proposition 3.3.** Let \( X \) be a Banach space, \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a proper, convex, and lower semicontinuous function, and \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \). Then:
\[
\sigma_{\alpha, \beta}(f) = \inf_{\alpha \leq \gamma < \beta} \sigma_{\gamma, \beta}(f).
\]

**Proof.** This is a slight variant of [4] (Prop. 2.2(b)), where \( \beta = +\infty \), so we just sketch the proof. Given \( \gamma \in [\alpha, \beta] \), we only need to show that \( \sigma_{\gamma, \beta}(f) \geq \sigma_{\alpha, \beta}(f) \), assuming that \( \sigma_{\gamma, \beta}(f) < +\infty \), so that \([\gamma < f < \beta] \neq \emptyset \), and that \( \sigma_{\alpha, \beta}(f) > 0 \), so that \([f \leq \alpha] \neq \emptyset \). Let \( 0 < \sigma < \sigma_{\alpha, \beta}(f) \), \( x \in [\gamma < f < \beta] \), and \( \varepsilon > 0 \) be such that \( \sigma(1 + \varepsilon) \leq \sigma_{\alpha, \beta}(f) \). Let then \( y \in [f \leq \alpha] \) be such that \( \|x - y\| \leq (1 + \varepsilon)d(x, [f \leq \alpha]) \), so that \( f(x) - \alpha \geq \sigma \|x - y\| \). Finally, thanks to the convexity of \( f \), and considering a point \( z \in [x, y[\cap [f = \gamma] \), we obtain:
\[
f(x) - \sigma \geq f(x) \left( 1 - \frac{\|z - y\|}{\|x - y\|} \right) - \|z - x\|_{\alpha}
\]
\[
= (f(x) - \alpha) \frac{\|x - z\|}{\|z - y\|} \geq \sigma \|x - z\| \geq \sigma d(x, [f \leq \gamma]),
\]
showing that \( \sigma_{\gamma, \beta}(f) \geq \sigma \), and the conclusion. \( \Box \)
We now state the main result of this section.

**Theorem 3.1.** Let \( X \) be a Banach space, \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a proper, convex, and lower semicontinuous function, and \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \). Then:

\[
\inf_{x \in [\alpha; f < \beta]} \frac{f(x) - \alpha}{d(x, [f \leq \alpha])} = \inf_{x \in [\alpha; f < \beta]} d_*(-(0, \partial f(x))).
\]

Moreover, if \([f < \beta] \neq \emptyset\), then:

\[
\inf_{x \in [f > \alpha]} \frac{f(x) - \alpha}{d(x, [f \leq \alpha])} = \inf_{x \in [\alpha; f < \beta]} d_*(-(0, \partial f(x))
\]

\((= +\infty \text{ if } [\alpha; f < \beta] = \emptyset; = 0 \text{ if } [f \leq \alpha] = \emptyset)\).

**Proof.** The first conclusion is obtained by combining Theorem 2.1, Proposition 3.1, and Proposition 3.3. The second one is obtained using the first one with \( \beta := +\infty \), the second part of Proposition 3.2, and Proposition 3.1 again. \(\square\)

**Remark 3.2.** (a) In the case when \( \beta = +\infty \), the first conclusion of Theorem 3.1 was already given in [4] (Th. 2.6), while the second one was only mentioned in a particular case (see [4], (Prop. 3.5)), which was sufficient (and used) for the main purposes of [4], as described in the title of that paper. Since then, the conclusions of Theorem 3.1 have been obtained in [26] (Th. 7), where they are expressed in a more customary way, through the equivalence of several properties.

(b) To our knowledge, the first characterization of the existence of a global error bound in the convex case is [8] (Th. 5.1), where it is shown that if \( \arg\min f \neq \emptyset \), \( \alpha := \min_X f \), and \( \sigma > 0 \), then

\[
f(x) - \alpha \geq \sigma d(x, [f \leq \alpha]) \quad \text{for all } x \in X
\]

if and only if

\[
\partial f^*(x^*) \subset \partial f^*(0) \quad \text{for all } x^* \in X^* \text{ such that } \|x^*\|_* < \sigma,
\]

where \( f^* \) denotes the Fenchel conjugate of \( f \). In fact, as \( x \in \partial f^*(x^*) \) if and only if \( x^* \in \partial f(x) \), the latter condition is clearly equivalent to \( \inf_{x \in [f > \alpha]} d_*(-(0, \partial f(x)) \geq \sigma \). The result was stated under this form in [18] (Props. 3.1 and 7.1) (more recently, see also [28] (Cor. 2.2), or the book [29] by the same author). Recall that in Theorem 3.1, the fact that \( \arg\min f \neq \emptyset \) is a consequence of the fact that \( \inf_{x \in [f > \alpha]} d_*(-(0, \partial f(x)) > 0 \), if \( \alpha = \inf_X f > -\infty \).

(c) Let the Banach space \( X \) be reflexive and \( \alpha \in \mathbb{R} \) be such that \([f \leq \alpha] \neq \emptyset \). Let then \( \alpha < \beta \leq +\infty \), \( x \in [f > \alpha] \cap \text{dom} f \), \( y \in [f \leq \alpha] \) be such that \( \|x - y\| = d(x, [f \leq \alpha]) \), so that \( f(y) = \alpha \), and let \( \lambda \in ]0, 1] \) be such that \( f(y + \lambda(x - y)) \in [\alpha, \beta] \) for \( \lambda \in [0, \bar{\lambda}] \). Then, for every such \( \lambda \), we have:

\[
\sigma_{\alpha, \beta}(f) \leq \frac{f(y + \lambda(x - y)) - \alpha}{d(y + \lambda(x - y), [f \leq \alpha])} = \frac{f(y + \lambda(x - y)) - f(y)}{\lambda \|x - y\|} \leq \frac{f(x) - f(y)}{\|x - y\|} = \frac{f(x) - \alpha}{d(x, [f \leq \alpha])},
\]

and thus (since, obviously, \( \sigma_{\alpha}(f) \leq \sigma_{\alpha, \beta}(f) \)):

\[
\sigma_{\alpha, \beta}(f) = \sigma_{\alpha}(f) = \inf \left\{ \frac{f'(y_j)(J^{-1}(y_j))}{\|y_j\|_*^2} : f(y) = \alpha, \ y_j \in N_{[f \leq \alpha]}(y_j) \setminus \{0\} \right\},
\]

where \( J : X \to X^* \) denotes the duality mapping, and \( N_{[f \leq \alpha]}(y) \) denotes the usual normal cone to the convex set \([f \leq \alpha]\) at the point \( y \). This result – in fact, the second equality – was established by Lewis and Pang in [19] (Th. 1, Cor. 1), in the case \( X = \mathbb{R}^n \) (see also [28], (Th. 2.1, Prop. 3.5) in the more general case). Observe that
such characterization of the existence of a global error bound depends only on the definitions (the variational principle is not needed for this).

(d) Finally, and following Auslender and Crouzeix [1] (see also [2]), we recall that the convex lower semicontinuous function \( f : X \to \mathbb{R} \cup \{+\infty\} \) has a good asymptotical behaviour (GAB, for short) if for any sequence \((x_n) \subset X\) we have:

\[
d_*(0, \partial f(x_n)) \to 0 \implies f(x_n) \to \inf_X f.
\]

This notion naturally provides a verifiable sufficient condition for the existence of global error bounds for \( f \). Namely, it readily follows from the first part of Theorem 3.1 (with \( \beta = +\infty \)) that \( f \) has a good asymptotical behaviour if and only if \( \sigma_\alpha(f) > 0 \) for any \( \alpha > \inf_X f \) (recall that \( \alpha > \inf_X f \) reads: \( f \) satisfies the Slater qualification condition at level \( \alpha \), in the terminology of mathematical programming). The condition GAB was used in [6] in order to derive a Hoffman-type estimate in semidefinite optimization.

Combining Theorem 2.1, Propositions 3.1 and 3.2, we obtain the following, yielding a sufficient condition for a global error bound.

**Theorem 3.2.** Let \( X \) be a Banach space, \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a convex, lower semicontinuous function, and \( \alpha \in \mathbb{R} \) such that \( [f \leq \alpha] \neq \emptyset \). Then:

\[
\inf_{x \in [f > \alpha]} \frac{f(x) - \alpha}{d(x, [f \leq \alpha])} \geq \inf_{x \in [f = \alpha]} d_*(0, \partial f(x)).
\]

Of course, we can choose in Theorems 3.1 and 3.2 another estimate of the strong slope than \( d_*(0, \partial f) \), according to Proposition 3.1. For example, we have the following characterization of the existence of a global error bound for convex inequalities, which we state in a “reversed” form, for the sake of comparison with an earlier result in the literature.

**Theorem 3.3.** Let \( X \) be a Banach space, \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a proper, convex, and lower semicontinuous function, and \( \alpha \in \mathbb{R} \), \( \beta \in \mathbb{R} \cup \{+\infty\} \) with \( \alpha < \beta \). Then:

\[
\sup_{x \in [\alpha < f < \beta]} \frac{d(x, [f \leq \alpha])}{f(x) - \alpha} = \sup_{x \in [\alpha < f < \beta]} \inf_{f(z) < f(x)} \frac{\|x - z\|}{f(x) - f(z)}.
\]

Moreover, if \( [f < \beta] \neq \emptyset \), then:

\[
\sup_{x \in [f > \alpha]} \frac{d(x, [f \leq \alpha])}{f(x) - \alpha} = \sup_{x \in [\alpha < f < \beta]} \inf_{f(z) < f(x)} \frac{\|x - z\|}{f(x) - f(z)}.
\]

**Remark 3.3.** (a) The above result is obtained in [26] (Th. 8) (expressed in a different way), under the additional assumption that \( X \) is reflexive. This restriction is probably due to the method employed in [26], which makes use, in particular, of the result described in Remark 2.2(b) (and not of the precise informations given by the strong slope).

(b) Following Mangasarian [20], we say that the proper, convex, lower semicontinuous function \( f : X \to \mathbb{R} \cup \{+\infty\} \) (\( X \) a Banach space) satisfies the strong Slater qualification condition at the level \( \gamma \in \mathbb{R} \) if

\[
\sup_{x \in [f = \gamma]} \inf_{f(z) < \gamma} \frac{\|x - z\|}{\gamma - f(z)} < +\infty.
\]

According to Proposition 3.1, this is equivalent to say that \( \inf_{[f = \gamma]} |\nabla f| > 0 \) (which is true, in particular, if \( [f = \gamma] = \emptyset \)). We also say that \( f \) satisfies the strong Slater qualification condition on an interval \([\alpha, \beta]\)
which is equivalent to \( \inf_{[α<β]} |∇f| > 0 \). Theorem 3.3 says that \( f \) has a global error bound between the levels \( α \) and \( β \) if and only if \( f \) satisfies the strong Slater qualification condition on \([α, β]\), and that if \([f<β] \neq ∅\), the latter condition is equivalent to \( f \) having a global error bound above the level \( α \).

Moreover, it follows from Theorem 3.2 that if \([f≤α] ≠ ∅\) and if \( f \) satisfies the strong Slater qualification condition at the level \( α \), then \( f \) has a global error bound above the level \( α \). This considerably extends the main result of [20], where \( X = \mathbb{R}^n \) and \( f \) is finite-valued (hence continuous).

### 4. Subdifferential operators

As in the previous section, we consider here a Banach space \( X \) endowed with a norm \( \| \cdot \| \), with topological dual \( X^* \), \( d_* \), denoting the metric associated with the norm of \( X^* \).

We further consider an “abstract” subdifferential operator \( ∂ \), which associates to any lower semicontinuous function \( f : X \to \mathbb{R} \cup \{+∞\} \), and any point \( x \in X \), a subset \( ∂f(x) \) of the (topological) dual \( X^* \) of \( X \), in such a way that \( ∂f(x) = ∅ \) if \( x \notin \text{dom}f \), and the following two properties are satisfied:

(P1) if \( f \) is convex, then \( ∂f(x) = \{x^* ∈ X^* : f(y) ≥ f(x) + (x^*, y − x) \forall y ∈ X\} \);

(P2) if \( g : X \to \mathbb{R} \) is convex and Lipschitz continuous, and if \( x^* \in \text{dom}f \) is a local minimum point of \( f + g \) then, for every \( ε > 0 \) there exist \( x, y ∈ X, x^* ∈ ∂f(x), \) and \( y^* ∈ ∂g(y) \) such that

\[
\|x − x^*\| ≤ ε, \quad \|y − x^*\| ≤ ε, \quad f(x) ≤ f(x^*) + ε, \quad \text{and} \quad \|x^* + y^*\| ≤ ε.
\]

**Proposition 4.1.** Let \( X \) be a Banach space and \( ∂ \) be a subdifferential operator such that properties (P1) and (P2) are satisfied. Then, for every lower semicontinuous function \( f : X \to \mathbb{R} \cup \{+∞\} \) and every \( x \in X \), we have:

\[
|∇f|(x) ≥ \liminf_{(y, f(y))→(x, f(x))} d_*(0, ∂f(y)).
\]

Proof. Let \( x \in X \). We may assume that \( x \) is not a local minimum point of \( f \) (for, otherwise, the result readily follows from (P2) with \( g \equiv 0 \)), and that \( |∇f|(x) < +∞ \) (so that \( x \in \text{dom}f \)). Let \( σ > |∇f|(x) \) and \( ε > 0 \), let then \( r > 0 \) such that

\[
f(x) ≤ f(y) + σ\|y − x\| \quad \text{for every} \ y ∈ B_r(x),
\]

so that the function \( f + σ\|·−x\| \) attains a finite local minimum at \( x \). From property (P2), we thus find \( y, z ∈ X \) and \( y^* ∈ ∂f(y), z^* ∈ ∂(σ\|·−x\|)(z) \) such that

\[
\|y − x\| ≤ ε, \quad f(y) ≤ f(x) + ε, \quad \text{and} \quad \|y^* + z^*\| ≤ ε.
\]

From property (P1), \( \|z^*\| ≤ σ \), so that \( \|y^*\|^* ≤ σ + ε \), and the conclusion follows since \( ε > 0 \) is arbitrary, taking into account the lower semicontinuity of \( f \).

As an immediate consequence of Theorem 2.1 and Proposition 4.1 we thus have:

**Corollary 4.1.** Let \( X \) be a Banach space and \( ∂ \) be a subdifferential operator such that (P1) and (P2) hold, \( f : X \to \mathbb{R} \cup \{+∞\} \) be a lower semicontinuous function, and \( α ∈ \mathbb{R}, β ∈ \mathbb{R} \cup \{+∞\} \) with \( α < β \). Then:

\[
\inf_{0≤γ≤β} σ_{γ,β}(f) ≥ \inf_{x∈[α<β]} d_*(0, ∂f(x)).
\]

**Remark 4.1.** (a) Consideration of axiomatically defined subdifferentials, and of so-called fuzzy calculus rules such as (P2), were initiated by Ioffe in the 1980’s, and have since then been widely developed and used. As is well known, and unlike property (P1), property (P2) is usually not an intrinsic property of a specific subdifferential
operator, but a property of the pair \((X, \partial)\), and that such property follows, for specific pairs, either from Ekeland’s variational principle, or from one of its “smooth” variants due to Borwein and Preiss, and to Deville, Godefroy and Zizler (see, e.g., [5, 15, 17] for examples and more details). In [5], we introduced an abstract notion of variational pair, in order to derive results of the type of Theorem 2.1 and of Corollary 4.1 as special cases. We now believe that it is preferable to derive results like Corollary 4.1, via Proposition 4.1, from Theorem 2.1 – which is a truly general, metric result, providing a necessary and sufficient condition for the existence of global error bounds. This was observed by Ioffe after he became aware of the paper [5], and exploited in [16] in the context of metric regularity theory: see Section 5.

(b) Writing property (P2) with \(\varepsilon = 0\), we obtain the following (stronger) exact sum rule:

\[
(P2) \text{ if } g : X \to \mathbb{R} \text{ is convex and Lipschitz continuous, and if } \bar{x} \in \text{dom}f \text{ is a local minimum point of } f + g \text{ then, } 0 \in \partial f (x) + \partial g (x).
\]

Then, arguing as in Proposition 4.1 yields, of course, the stronger conclusion:

\[
|\nabla f|(x) \geq d_*(0, \partial f (x)) \quad \text{for every } x \in X.
\]

See also Remark 5.3(a) below, concerning the reverse inequality, for some specific subdifferential operator.

(c) The strong slope can also be compared, just using the definitions, with various notions of directional derivative. For example, we have:

\[
\|u\| |\nabla f|(x) \geq -f'(x; u) \geq -f^-(x; u) \quad \text{for all } x, u \in X,
\]

where

\[
f'(x; u) := \liminf_{t \searrow 0} \frac{f(x + tu) - f(x)}{t}, \quad f^-(x; u) := \liminf_{t \nearrow 0} \frac{f(x + tu) - f(x)}{t}
\]

are respectively the (lower) contingent and Dini derivative of \(f\) at \(x\) in the direction \(u\).

This shows, for example, that Theorem 2.1 (recall (6)) yields, as a special case, an extension of [23] (Th. 2.5) (see also [26], (Th. 4)).

(d) From the point of view of applications, and when dealing with functions \(f\) which are not convex, a result like Corollary 4.1 may not be so appropriate or meaningful: one would rather need a local version of the result – what we shall deal with in the coming and last section of this paper.

5. Local results and a remark on metric regularity

In this section, we give two results dealing with sufficient conditions for what might be called a local error bound for \(f : X \to \mathbb{R} \cup \{+\infty\}\). The first one is indeed a direct extension of the sufficient condition given by Theorem 2.1, which will be applied (as an example) to the characterization (taking Prop. 2.1 into account) of so-called weak sharp local minima; the second one is a variant which will be specifically applied to the characterization of the local metric regularity of a closed multifunction between complete metric spaces.

**Theorem 5.1.** Let \(X\) be complete, \(f : X \to \mathbb{R} \cup \{+\infty\}\) be a lower semicontinuous function, \(\alpha \in \mathbb{R}, \beta \in \mathbb{R} \cup \{+\infty\}\) with \(\alpha < \beta, U \subset [f \leq \alpha],\) and \(\rho > 0\). Then:

\[
\inf_{\alpha \leq \gamma < \beta} \inf_{x \in \bar{B}_\rho(U) \cap [\gamma < f < \beta]} \frac{f(x) - \gamma}{d(x, [f \leq \gamma])} \geq \inf_{B_{2\rho}(U) \cap [\alpha < f < \beta]} |\nabla f|.
\]

**Proof.** Let \(\gamma \in [\alpha, \beta]\), we shall show that

\[
\inf_{x \in \bar{B}_\rho(U) \cap [\gamma < f < \beta]} \frac{f(x) - \gamma}{d(x, [f \leq \gamma])} \geq \inf_{B_{2\rho}(U) \cap [\gamma < f < \beta]} |\nabla f|,
\]

(9)
which clearly yields the conclusion of the theorem. We may assume that the left-hand side of the inequality is finite, so that $B_{\rho}(U) \cap \gamma < f < \beta$, hence also $[f \leq \gamma]$, is nonempty. As in the proof of Theorem 2.1, consider a real number $\sigma > 0$ and $\bar{x} \in B_{\rho}(U) \cap \gamma < f < \beta$ with

$$f(\bar{x}) - \gamma < \sigma d(\bar{x}, [f \leq \gamma]).$$

Let $0 < r := d(\bar{x}, [f \leq \gamma]) \leq d(\bar{x}, U) \leq \rho$, and $g := (f - \gamma)^+ \geq 0$, so that

$$g(\bar{x}) < \inf_{B_{\rho}(\bar{x})} g + \sigma r.$$

Applying Corollary 2.1, we find $x \in B_{\rho}(\bar{x})$ with $g(x) \leq g(\bar{x})$ and $|\nabla g|(x) < \sigma$. Then, $d(x, U) \leq d(x, \bar{x}) + d(\bar{x}, U) < 2\rho$, while $f(x) > \gamma$, so that $f(x) = g(x) + \gamma \leq g(\bar{x}) + \gamma = f(\bar{x}) < \beta$ and $|\nabla f|(x) = |\nabla g|(x) < \sigma$, establishing (9).

\[ \square \]

**Remark 5.1.** Let $X$ be complete, $f : X \to \mathbb{R} \cup \{+\infty\}$ be lower semicontinuous, $\bar{x} \in \text{dom} f$, and $\rho > 0$ such that $f(\bar{x}) \leq f(x)$ for all $x \in B_{2\rho}(\bar{x})$. For $\varepsilon \geq 0$, let $S_\varepsilon := [f \leq f(\bar{x}) + \varepsilon]$. Theorem 5.1 tells us that if

$$\sigma := \inf_{B_{2\rho}(\bar{x}) \setminus S_\varepsilon} |\nabla f|(x) > 0,$$

then:

$$f(x) - (f(\bar{x}) + \varepsilon) \geq \sigma d(x, S_\varepsilon) \quad \forall x \in B_{\rho}(\bar{x}) \setminus S_\varepsilon, \ \forall \varepsilon \geq 0. \quad (10)$$

In particular:

$$f(x) \geq f(\bar{x}) + \sigma d(x, S) \quad \forall x \in B_{\rho}(\bar{x}), \quad (11)$$

where $S := \{x \in B_{\rho}(\bar{x}) : f(x) = f(\bar{x})\}$. Conversely, if (10) holds true, then

$$\inf_{B_{\rho}(\bar{x}) \setminus S_\varepsilon} |\nabla f| \geq \sigma,$$

thanks to Proposition 2.1, which indeed provides a converse statement to Theorem 5.1. As in [25], and following the terminology introduced by Burke and Ferris [7], we say that $\bar{x}$ is a *weak sharp local minimum* point of $f$ if (10) is satisfied (for some $\sigma > 0$), and this remark thus gives a characterization of such weak sharp local minima. Compare with the results of [25], in particular, [25] (Th. 5.2), giving a sufficient condition, in terms of the so-called Mordukhovich subdifferential, for (11) to be satisfied, for a continuous $f : \mathbb{R}^n \to \mathbb{R}$.

Of course, in the convex case, local becomes global, and the characterization of weak sharp minima becomes even sharper, as given in the results of Section 3.

**Theorem 5.2.** Let $X$ be complete, $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lower semicontinuous function, $U$ be a subset of $X$, $\alpha \in \mathbb{R}$, and $\sigma, \rho > 0$. Assume that $U \cap [f < \alpha + \sigma \rho] \neq \emptyset$ and that

$$\inf_{B_{\rho}(U) \cap [\alpha < f < \alpha + \sigma \rho]} |\nabla f| \geq \sigma.$$

Then, $[f \leq \alpha] \neq \emptyset$, and:

$$\inf_{x \in U \cap [\alpha < f < \alpha + \sigma \rho]} \frac{f(x) - \alpha}{d(x, [f \leq \alpha])} \geq \sigma.$$

**Proof.** The fact that $[f \leq \alpha] \neq \emptyset$ is established in Proposition 2.3. We may now assume that $U \cap [\alpha < f < \alpha + \sigma \rho] \neq \emptyset$. Assume further, for a contradiction, that for some $\bar{x} \in U \cap [\alpha < f < \alpha + \sigma \rho]$ we have:

$$f(\bar{x}) - \alpha < \sigma d(\bar{x}, [f \leq \alpha]).$$
Let $0 < r := \min\{d(\bar{x}, [f \leq \alpha]), \rho\}$, and $g := (f - \alpha)^+$, so that
\[ g(\bar{x}) < \inf_{B_r(\bar{x})} g + \sigma r. \]

Applying Corollary 2.1, we find $x \in B_r(\bar{x})$ with $g(x) \leq g(\bar{x})$ and $|\nabla g|(x) < \sigma$. Then, $x \in B_{\rho}(U) \cap [\alpha \prec f \prec \alpha + \sigma \rho \prec g]$ and $|\nabla f|(x) = |\nabla g|(x) < \sigma$: a contradiction. \hfill \Box

**Remark 5.2.** Thanks to Proposition 4.1, Theorems 5.1 and 5.2 contain, as a special case, [27] (Th. 2.2), where $X$ is a Banach space, $U$ is a singleton, and the sufficient condition is given in terms of a subdifferential operator. We observe again that our proofs are also much simpler, which helps understand such results.

We shall need the following definition, see Remark 5.3(b) below for comments.

**Definition 5.1.** For $z \in X$, let $d_z : X \to \mathbb{R}$ be defined by $d_z(x) := d(z, x)$. We say that the metric space $X$ is **coherent** at $z \in X$ if
\[ |\nabla d_z|(x) = 1 \quad \text{for every } x \neq z. \]

If this is true for every $z \in X$, we just say that $X$ is **coherent**.

Clearly, if $X$ is a convex subset of a normed vector space, then $X$ (with the metric associated with the norm) is coherent. In general, since $d_z$ is $1$-Lipschitzian, so that $|\nabla d_z| \leq 1$, the fact that $X$ is coherent at $z$ is equivalent to:
\[ d(z, x) - \gamma \geq d(x, B_\gamma(z)) \quad \forall x \in X \setminus B_\gamma(z), \; \forall \gamma \geq 0, \quad (12) \]
according to Theorem 2.1.

We now consider two metric spaces $X$ and $Y$ (we shall use the same notation $d$ for both metrics), and, for $\delta > 0$, the product space $X \times Y$ as endowed with the metric:
\[ d_\delta((x, y), (x', y')) := \max\{d(x, x'), \delta d(y', y')\}. \]

Accordingly, if $f : X \times Y \to \mathbb{R} \cup \{+\infty\}$ is a lower semicontinuous function, we shall let $|\nabla f|$ denote the strong slope of $f$ with respect to the metric $d_\delta$.

We further consider a **multifunction** $F \subset X \times Y$: for $x \in X$ and $y \in Y$ we respectively set:
\[ F(x) := \{y \in Y : (x, y) \in F\}, \quad F^{-1}(y) := \{x \in X : (x, y) \in F\}. \]

For $z \in Y$, we define a function $f_z : X \times Y \to \mathbb{R} \cup \{+\infty\}$ by:
\[ f_z(x, y) := \begin{cases} d(z, y) & \text{if } (x, y) \in F \\ +\infty & \text{otherwise,} \end{cases} \]
so that $f_z$ is lower semicontinuous if (and only if) $F$ is closed ($F$ is a **closed-graph** multifunction). Moreover, for every $\gamma \geq 0$, we have:
\[ [f_z \leq \gamma] = \bigcup_{y \in B_\gamma(z)} (F^{-1}(y) \times \{y\}) \quad (13) \]
(where, of course, $F^{-1}(y) \times \{y\} = \emptyset$ if $F^{-1}(y) = \emptyset$).

**Theorem 5.3.** Let $X$ and $Y$ be complete, $F \subset X \times Y$ be a closed multifunction, $(\bar{x}, \bar{y}) \in F$, $V$ and $W$ be neighborhoods of $\bar{x}$ and $\bar{y}$, respectively, $\sigma > 0$, and $0 < \delta \leq 1/\sigma$.

(a) Assume that:
\[ |\nabla d\bar{x}|(x, y) \geq \sigma \quad \forall (x, y, z) \in V \times W \times W, \; y \neq z. \]
Then, there exists \( \varepsilon > 0 \) such that:
\[
d(z, F(x)) \geq \sigma d(x, F^{-1}(z)) \quad \forall (x, z) \in B_\varepsilon(\bar{x}) \times B_\varepsilon(\bar{y}).
\]

(b) Conversely, assume that \( Y \) is coherent in a neighborhood of \( \bar{y} \), and that:
\[
d(z, F(x)) \geq \sigma d(x, F^{-1}(z)) \quad \forall (x, z) \in V \times W.
\] (14)

Then, there exists \( r > 0 \) such that
\[
|\nabla f_z| (x, y) \geq \sigma \quad \forall (x, y, z) \in B_r(\bar{x}) \times B_r(\bar{y}) \times B_r(\bar{y}), \ y \neq z.
\]

Proof.
(a) Let \( \rho > 0 \) be such that \( B_{2\rho}(\bar{x}, \bar{y}) \subset V \times W \), and let \( z \in B_{\sigma \rho}(\bar{y}) \subset W \). Applying Theorem 5.2 to \( f_z \) with \( U := B_\rho(\bar{x}, \bar{y}), \ \alpha := 0 \), and the given \( \sigma \) and \( \rho \), since \( (\bar{x}, \bar{y}) \) ∈ \( U \cap [f_z < \sigma \rho] \) and \( |\nabla f_z| (x, y) \geq \sigma \) for every \( (x, y) \in [f_z > 0] \cap B_\rho(U) \), we obtain:
\[
f_z(x, y) \geq \sigma d_\sigma((x, y), [f_z \leq 0]) \quad \forall (x, y) \in [f_z < \sigma \rho] \cap B_\rho(\bar{x}, \bar{y}).
\] (15)

Let \( 0 < r \leq \rho \) be such that \( B_r(\bar{x}, \bar{y}) \cap F \subset [f_z < \sigma \rho] \) for every \( z \in B_{\sigma r}(\bar{y}) \). Then, taking the definitions of \( f_z \) and of \( d_\sigma \), the fact that \( \sigma \delta \leq 1 \), and (13), into account, (15) yields:
\[
d(z, y) \geq \sigma d(x, F^{-1}(z)) \quad \forall (x, y) \in B_r(\bar{x}, \bar{y}) \cap F, \forall z \in B_{\sigma r}(\bar{y}),
\] (16)

and in particular:
\[
d(z, y) \geq \sigma d(\bar{x}, F^{-1}(z)) \quad \forall z \in B_{\sigma r}(\bar{y}).
\] (17)

Assume now that the conclusion does not hold. Then, there exist sequences \( (x_n, y_n) \subset F \) and \( (z_n) \subset B_{\sigma r}(\bar{y}) \) such that \( d(x_n, \bar{x}) \to 0 \), \( d(z_n, \bar{y}) \to 0 \), and:
\[
d(z_n, y_n) < \sigma d(x_n, F^{-1}(z_n)).
\] (18)

Taking (17) into account yields:
\[
d(y_n, y) - d(z_n, \bar{y}) < \sigma d(x_n, \bar{x}) + \sigma d(\bar{x}, F^{-1}(z_n)) \leq d(x_n, \bar{x}) + d(z_n, \bar{y}),
\]
which shows that \( d(y_n, y) \to 0 \), so that (18) contradicts (16) for large \( n \).

(b) Let \( r > 0 \) be such that \( B_r(\bar{x}) \subset V \), \( B_{\sigma r}(\bar{y}) \subset W \), and \( Y \) is coherent in \( B_{\sigma r}(\bar{y}) \). Let \( z \in B_{\sigma r}(\bar{y}) \) be fixed, let then \( \gamma \geq 0 \) and \( (x, y) \in F \cap (B_r(\bar{x}) \times B_{\sigma r}(\bar{y})) \cap [f_z > \gamma] \), so that \( \gamma < d(z, y) \leq 2r \). Then, for every \( y' \in B_{\gamma}(z) \subset V \), we have:
\[
d(y', y) \geq \sigma d(x, F^{-1}(y'))
\]
(in particular, \( F^{-1}(y') \neq \emptyset \) for every such \( y' \)), hence:
\[
d(y', y) \geq \sigma d_\delta((x, y), F^{-1}(y') \times \{y'\}),
\]
and finally, since \( y' \) is arbitrary in \( B_{\gamma}(z) \):
\[
d(y, B_{\gamma}(z)) \geq \sigma d_\delta((x, y), [f_z \leq \gamma]).
\]

According to (12), we have:
\[
f_z(x, y) - \gamma \geq \sigma d_\delta((x, y), [f_z \leq \gamma]).
Letting \( U := B_r(\bar{x}) \times B_r(\bar{y}) \), we thus have:

\[
\inf_{\gamma > 0} \inf_{(x,y) \in U \cap [f_z > \gamma]} \frac{f_z(x,y) - \gamma}{d_3((x,y),[f_z \leq \gamma])} \geq \sigma,
\]

and the conclusion follows from Proposition 2.1 applied to \( f_z \) with \( \alpha := 0 \) and \( \beta := +\infty \), since \( z \) is arbitrary in \( B_r(\bar{y}) \).

\[ \square \]

**Remark 5.3.** (a) According to the terminology in use, condition (14) in Theorem 5.3 means that the multifunction \( F \) is *metrically regular (with constant \( \sigma \)) near the point \((\bar{x}, \bar{y})\). Part (a) of the result is an abstract version of a number of results dealing with sufficient conditions for local metric regularity, in the context of Banach rather than metric spaces, going back to Ioffe (see [13, 14]), and extending the classical theorem of Lusternik and Graves. A rather general Banach space setting is the following: let \( X \) and \( Y \) be Asplund spaces, and let \( F \subset X \times Y \) be a closed multifunction, and \((\bar{x}, \bar{y}) \in F\). Assume that:

\[
\liminf_{(x,y) \rightarrow (\bar{x}, \bar{y})} d_*(0, D^*_F(x,y)(Sy^*)) > \sigma > 0,
\]

where \( D^*_F \) stands for the Fréchet coderivative of \( F \) in the sense of Mordukhovich [21, 22], \((x,y) \rightarrow (\bar{x}, \bar{y}) \) means that \((x,y)\) converges to \((\bar{x}, \bar{y})\) in \( F \), and \( Sy^* \) denotes the unit sphere in the dual space \( Y^* \). Then, we can use Theorem 5.3(a), choosing \( \delta := \min \{ 1, \frac{\sigma}{2} \} \), to deduce that (14) holds: see [5], especially Corollary 5.7 therein, and use Proposition 4.1 with \( \partial := \partial F \), the Fréchet subdifferential (indeed, property (P2) holds for \( \partial := \partial F \) if and only if the Banach space \( X \) is Asplund, according to [11]). Conversely, since for any Banach space \( X \) and any lower semicontinuous function \( f : X \rightarrow \mathbb{R} \cup \{ +\infty \} \), we have:

\[
|\nabla f| (x) \leq d_*(0, \partial F(x))
\]

(as readily follows from the definitions), Theorem 5.3(b) allows to deduce that (14) implies (19) (with \( \geq \sigma \)). We thus recover as special cases the main results of [22].

(b) In the line of the approach of [5], Ioffe established in [16] (Th. 2) a characterization of local metric regularity for closed multifunctions in metric spaces, using the strong slope. In order to obtain the necessary condition for metric regularity, it is assumed in [16] that the metric space \( Y \) satisfies the following *geodesic property*: for every \( y_1, y_2 \in Y \), \( y_1 \neq y_2 \), and for every \( \varepsilon > 0 \), there exists \( y \in Y \) such that:

\[
d(y, y_1) \leq \frac{d(y_1, y_2)}{2} + \varepsilon, \quad i = 1, 2.
\]

This property is in fact equivalent to \( Y \) being coherent. Indeed, assuming that the geodesic property holds, considering \( z, x \in Y \), \( x \neq z \), and a sequence \((\varepsilon_n) \subset [0, d(z,x)]\) such that \( 2^n \varepsilon_n \to 0 \), it is not difficult to construct, recursively, a sequence \((x_n) \subset Y \) such that:

\[
d(x_n, x) \leq \frac{1}{2^n} d(z, x) + \varepsilon_n, \quad d(x_n, z) \leq \left( 1 - \frac{1}{2^n} \right) d(z, x) + \varepsilon_n,
\]

so that \( x_n \to x, d(z, x_n) < d(z, x) \), and:

\[
|\nabla d_z|(x) \geq \limsup_{n \to \infty} \frac{d(z, x) - d(z, x_n)}{d(x, x_n)} \geq \lim_{n \to \infty} \frac{d(z, x) - 2^n \varepsilon_n}{d(z, x) + 2^n \varepsilon_n} = 1,
\]

showing that \( Y \) is coherent at \( z \). Conversely, considering \( y_1, y_2 \in Y \) with \( y_1 \neq y_2 \), and \( \varepsilon > 0 \), since \( Y \) is coherent
at $y_1$ we deduce from (12) that
\begin{equation*}
\frac{d(y_1, y_2) - \gamma}{\epsilon} \leq d(y_2, \bar{B}_\gamma(y_1)),
\end{equation*}
where $\gamma := \frac{1}{2}d(y_1, y_2)$. We thus see that (20) is satisfied by any $y \in \bar{B}_\gamma(y_1)$ such that $d(y_2, y) \leq d(y_2, \bar{B}_\gamma(y_1)) + \epsilon$.

Thus, Theorem 5.3 is similar to [16] (Th. 2) but, in our opinion, the notion of coherence of a metric space is more in line with the general approach developed in this paper than the geodesic property, and provides a better insight into the above result.
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