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Abstract. The goal of this paper is to prove the first and second order optimality conditions for some control problems governed by semilinear elliptic equations with pointwise control constraints and finitely many equality and inequality pointwise state constraints. To carry out the analysis we formulate a regularity assumption which is equivalent to the first order optimality conditions. Though the presence of pointwise state constraints leads to a discontinuous adjoint state, we prove that the optimal control is Lipschitz in the whole domain. Necessary and sufficient second order conditions are proved with a minimal gap between them.
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1. INTRODUCTION

In this paper we study an optimal control problem governed by a semilinear elliptic equation. Bound constraints on the control and finitely many equality and inequality pointwise state constraints are included in the formulation of the problem. The aim is to derive the necessary and sufficient first and second order conditions for a local minimum, as well as to prove that these local minima are Lipschitz functions. The last property is crucial to derive the error estimates in the numerical approximation of the control problem; see, for instance, [1] and [4]. The sufficient second order optimality conditions are also required to derive these error estimates. The necessary second order optimality conditions are not useful in such a context, but they are the reference that should guide the statement for a sufficient second order condition for optimality. In this sense, it is well known that there is a gap between the necessary and sufficient conditions, but in our formulation the gap will be minimal.

As in any optimization problem submitted to some nonlinear constraints, we need a regularity assumption to get the first and second order necessary optimality conditions, the classical assumption is the linear independence of the gradients of the active constraints, which allows to prove the well known Kuhn-Tucker first order optimality conditions. This regularity assumption is also used to prove the second order necessary conditions, however it
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is not needed to prove the sufficient second order conditions for optimality. We will follow the same steps for our control problem. Our situation is more complicated because we have infinitely many control constraints (the bound constraints), so we need to formulate a regularity assumption for the state constraints compatible with these control constraints. This is done in (3.1). This regularity assumption was first formulated by Casas and Tröltzsch [7,8]; see also Casas [4] and Casas and Mateos [5]. However in these papers the state constraints were of integral type, so that the pointwise constraints were not included. Here we will prove that the regularity assumption (3.1) is the correct one, in the sense that whenever the first order optimality conditions hold, then this assumption is fulfilled. This is a quite surprising result, it says that the first order optimality conditions are fulfilled if and only if (3.1) holds. As a consequence we have that (3.1) is equivalent to the well known Robinson’s regularity condition [18], just for the control problem studied in this paper.

As far as we know there is only one paper dealing with the second-order optimality conditions for pointwise state constrained control problems governed by elliptic partial differential equations; see Casas, Tröltzsch and Unger [10]. Here we consider a particular case of [10], but we improve the results given there in the sense that we prove not only sufficient, but also necessary optimality conditions, with a minimal gap. Indeed the cone of critical directions used in the formulation of the sufficient second-order optimality conditions of [10] is much bigger than the one used in this paper. The parabolic case was considered by Raymond and Tröltzsch [17]. Both papers [10] and [17] rely on the ideas by Maurer and Zowe [16]. In the present paper we use not only the Lagrangian function to write the second order optimality conditions, but also the Hamiltonian, which leads to a better result. The reader is also referred to Casas and Mateos [5] for the use of both functionals in the optimality conditions.

From the first order conditions we deduce that the local minima are Lipschitz functions in the whole domain. This is a surprising property because the adjoint states are discontinuous functions due to the presence of Dirac measures in the adjoint state equation, motivated by the pointwise constraints. Nevertheless we will see that the presence of control constraints along with the well known behavior of Green’s functions around the singularities lead to the Lipschitz regularity of the optimal controls.

The plan of the paper is as follows. In Section 2 the control problem is formulated, then the existence of solutions and the differentiability properties of the functions involved in the problem are stated. In Section 3 the regularity assumption is given, then we derive the first order optimality conditions and we deduce the regularity of the optimal control. Finally in Section 4 we prove the necessary and sufficient second order optimality conditions.

In a forthcoming paper the analysis carried out in the present paper will be used to derive some error estimates in the numerical approximation of the control problem by using finite elements.

2. THE CONTROL PROBLEM

Let Ω be an open bounded set in $\mathbb{R}^n$ ($n = 2$ or $3$), $\Gamma$ its boundary of class $C^{1,1}$ and $A$ an elliptic operator of the form

$$Ay = -\sum_{i,j=1}^{N} \partial_{x_j} [a_{ij} \partial_{x_i} y] + a_0 y,$$

where the coefficients $a_{ij}$ belong to $C^{0,1}(\Omega)$ and satisfy

$$\lambda_A ||\xi||^2 \leq \sum_{i,j=1}^{n} a_{ij}(x) \xi_i \xi_j \quad \forall \xi \in \mathbb{R}^n \text{ and } \forall x \in \Omega$$

for some $\lambda_A > 0$. We also assume that $a_0 \in L^\infty(\Omega)$ and $a_0(x) \geq 0$. Let $f : \Omega \times \mathbb{R} \to \mathbb{R}$ and $L : \Omega \times \mathbb{R}^2 \to \mathbb{R}$ be Carathéodory functions. Given a finite set of points $\{x_j\}_{j=1}^{n_0+n_1} \subset \Omega$ and real numbers $\{\sigma_j\}_{j=1}^{n_0+n_1}$, the control...
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problem is formulated as follows

\[ \begin{align*}
\min J(u) &= \int_{\Omega} L(x, y_u(x), u(x)) \, dx \\
\text{subject to } (y_u, u) &\in (C(\overline{\Omega}) \cap H^1(\Omega)) \times L^\infty(\Omega), \\
\alpha(x) &\leq u(x) \leq \beta(x) \text{ a.e. } x \in \Omega, \\
y_u(x_j) &= \sigma_j, \quad 1 \leq j \leq n_e, \\
y_u(x_j) &\leq \sigma_j, \quad n_e + 1 \leq j \leq n_e + n_i,
\end{align*} \tag{P} \]

where \(-\infty < \alpha(x) < \beta(x) < +\infty\) for every \(x \in \overline{\Omega}\), \(\alpha, \beta \in C^{0,1}(\overline{\Omega})\), and \(y_u\) is the solution of the state equation

\[ \begin{align*}
Ay_u + f(\cdot, y_u) &= u \quad \text{in } \Omega, \\
y_u &= 0 \quad \text{on } \Gamma.
\end{align*} \tag{2.1} \]

Let us state the assumptions on the functionals \(L\) and \(f\).

(A1) \(f\) is of class \(C^2\) with respect to the second variable,

\[ f(\cdot, 0) \in L^p(\Omega), \quad \frac{\partial f}{\partial y}(x, y) \geq 0 \]

for a fixed \(p > n\), and for all \(M > 0\) there exists a constant \(C_{f, M} > 0\) such that

\[ \begin{align*}
\left| \frac{\partial f}{\partial y}(x, y) \right| + \left| \frac{\partial^2 f}{\partial y^2}(x, y) \right| &\leq C_{f, M} \text{ for a.e. } x \in \Omega \text{ and } |y| \leq M \\
\left| \frac{\partial^2 f}{\partial y^2}(x, y_2) - \frac{\partial^2 f}{\partial y^2}(x, y_1) \right| &< C_{f, M} |y_2 - y_1| \text{ for } |y_1|, |y_2| \leq M \text{ and } x \in \Omega.
\end{align*} \]

(A2) \(L : \Omega \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) is of class \(C^2\) with respect to the second and third variables, \(L(\cdot, 0, 0) \in L^1(\Omega)\), and for all \(M > 0\) there exist a constant \(C_{L, M} > 0\) and a function \(\psi_M \in L^p(\Omega)\) (with \(p > n\) given in (A1)) such that

\[ \begin{align*}
\left| \frac{\partial L}{\partial y}(x, y, u) \right| &\leq \psi_M(x), \quad \|D^2_{(y,u)}L(x, y, u)\| \leq C_{L, M}, \\
\left| \frac{\partial L}{\partial x_2}(x_2, y, u) - \frac{\partial L}{\partial u}(x_1, y, u) \right| &\leq C_{L, M} |x_2 - x_1|, \\
\|D^2_{(y,u)}L(x, y_2, u_2) - D^2_{(y,u)}L(x, y_1, u_1)\| &\leq C_{L, M}(|y_2 - y_1| + |u_2 - u_1|),
\end{align*} \]

for a.e. \(x, x_i \in \Omega\) and \(|y|, |y_i|, |u|, |u_i| \leq M\), \(i = 1, 2\), where \(D^2_{(y,u)}L\) denotes the second derivative of \(L\) with respect to \((y, u)\).

Now we have the following result about the existence of a solution for (2.1) as well as for the problem (P).

**Theorem 2.1.** Suppose (A1) holds. Then for every \(u \in L^r(\Omega), 2 \leq r \leq p\), the state equation (2.1) has a unique solution \(y_u\) in the space \(W^{2,r}(\Omega)\). Furthermore if the function \(L\) is convex with respect to the third component, (A2) holds and the set of feasible controls is nonempty, then the control problem has at least one solution.

The existence of a unique solution of (2.1) in \(H^1(\Omega) \cap L^\infty(\Omega)\) is classical and it is a consequence of the monotonicity of \(f\) with respect to the second component. The \(W^{2,r}(\Omega)\) regularity can be got from the results by Grisvard [12]. The bound \(r \leq p\) is a consequence of the hypothesis \(f(\cdot, 0) \in L^p(\Omega)\) (see assumption (A1)). The existence of a solution of (P) follows from the convexity of \(L\) with respect to \(u\); see Casas and Mateos [6] for the proof.

We finish this section by recalling some results about the differentiability of the functionals involved in the control problem. For the detailed proofs the reader is referred to Casas and Mateos [5].
Theorem 2.2. If (A1) holds, then the mapping \( G : L^r(\Omega) \rightarrow W^{2,r}(\Omega) \) \((2 \leq r \leq p)\), defined by \( G(u) = y_u \) is of class \( C^2 \). Moreover for all \( v, u \in L^r(\Omega) \), \( z_v = G'(u)v \) is the solution of

\[
\begin{cases}
Az_v + \frac{\partial f}{\partial y}(x, y_u)z_v = v & \text{in} \ \Omega \\
z_v = 0 & \text{on} \ \Gamma.
\end{cases}
\] (2.2)

Finally, for every \( v_1, v_2 \in L^r(\Omega) \), \( z_{v_1v_2} = G''(u)v_1v_2 \) is the solution of

\[
\begin{cases}
Az_{v_1v_2} + \frac{\partial f}{\partial y}(x, y_u)z_{v_1v_2} + \frac{\partial^2 f}{\partial y^2}(x, y_u)z_{v_1}z_{v_2} = 0 & \text{in} \ \Omega \\
z_{v_1v_2} = 0 & \text{on} \ \Gamma,
\end{cases}
\] (2.3)

where \( z_{v_i} = G'(u)v_i, \ i = 1, 2 \).

The proof can be obtained by using the implicit function theorem.

Theorem 2.3. Let us suppose that (A1) and (A2) hold. Then the functional \( J : L^\infty(\Omega) \rightarrow \mathbb{R} \) is of class \( C^2 \). Moreover, for every \( u, v, v_1, v_2 \in L^r(\Omega) \)

\[
J'(u)v = \int_\Omega \left( \frac{\partial L}{\partial u}(x, y_u, u) + \varphi_u \right) v \, dx
\] (2.4)

and

\[
J''(u)v_1v_2 = \int_\Omega \left[ \frac{\partial^2 L}{\partial y^2}(x, y_u, u)z_{v_1}z_{v_2} + \frac{\partial^2 L}{\partial y\partial u}(x, y_u, u)(z_{v_1}v_2 + z_{v_2}v_1) \\
+ \frac{\partial^2 L}{\partial u^2}(x, y_u, u)v_1v_2 - \varphi_{v_1} \frac{\partial^2 f}{\partial y^2}(x, y_u)z_{v_1}z_{v_2} \right] \, dx
\] (2.5)

where \( y_u = G(u) \) and \( \varphi_u \in W^{2,p}(\Omega) \) is the unique solution of the problem

\[
\begin{cases}
A^\ast \varphi + \frac{\partial f}{\partial y}(x, y_u)\varphi = \frac{\partial L}{\partial y}(x, y_u, u) & \text{in} \ \Omega \\
\varphi = 0 & \text{on} \ \Gamma,
\end{cases}
\] (2.6)

\( A^\ast \) being the adjoint operator of \( A \) and \( z_{v_i} = G'(u)v_i, \ i = 1, 2 \).

Theorem 2.4. Let us suppose that (A1) holds. Then for each \( j \), the functional \( G_j : L^r(\Omega) \rightarrow \mathbb{R} \) \((2 \leq r \leq p)\), defined by \( G_j(u) = y_u(x_j) - \sigma_j \), is of class \( C^2 \). Moreover, for every \( u, v, v_1, v_2 \in L^r(\Omega) \)

\[
G_j'(u)v = z_v(x_j) = \int_\Omega \varphi_{v_j} v \, dx
\] (2.7)

and

\[
G_j''(u)v_1v_2 = - \int_\Omega \varphi_{v_j} \frac{\partial^2 f}{\partial y^2}(x, y_u)z_{v_1}z_{v_2} \, dx
\] (2.8)

where \( y_u = G(u), z_v \in W^{2,r}(\Omega) \) is the solution of (2.2), \( \varphi_{v_j} \in W^{1,s}(\Omega) \), for any \( 1 \leq s < n/(n-1) \), is the unique solution of the problem

\[
\begin{cases}
A^\ast \varphi + \frac{\partial f}{\partial y}(x, y_u)\varphi = \delta_{x_j} & \text{in} \ \Omega \\
\varphi = 0 & \text{on} \ \Gamma,
\end{cases}
\] (2.9)

and \( z_{v_i} = G'(u)v_i, \ i = 1, 2 \).

The last two theorems follow from Theorem 2.2 and the chain rule.
3. FIRST ORDER OPTIMALITY CONDITIONS

We start this section by reformulating problem (P) with the help of the functionals $G_j$ introduced in Theorem 2.4.

\[
(P) \begin{cases} 
\text{Minimize } J(u), \\
\alpha(x) \leq u(x) \leq \beta(x) \ a.e. \ x \in \Omega, \\
G_j(u) = 0, \ 1 \leq j \leq n_c, \\
G_j(u) \leq 0, \ n_c + 1 \leq j \leq n_c + n_n.
\end{cases}
\]

This is a more convenient form to derive the first order optimality conditions. Let us introduce some notation. Fixed a feasible control $\bar{u}$ and given $\varepsilon > 0$, we denote the set of $\varepsilon$-inactive constraints by

\[
\Omega_{\varepsilon} = \{ x \in \Omega : \alpha(x) + \varepsilon < \bar{u}(x) < \beta(x) - \varepsilon \}.
\]

We say that a feasible control $\bar{u}$ is regular if the following assumption is fulfilled

\[
\exists \varepsilon_0 > 0 \text{ and } \{ \bar{w}_j \}_{j \in I_0} \subset L^\infty(\Omega), \text{ with supp } \bar{w}_j \subset \Omega_{\varepsilon_0}, \text{ such that } \]

\[
G_j'(\bar{u})\bar{w}_j = \delta_{ij}, \ \text{ } i, j \in I_0,
\]

(3.1)

where

\[ I_0 = \{ j \leq n_c + n_n | G_j(\bar{u}) = 0 \}. \]

$I_0$ is the set of indices corresponding to active constraints. The question we now set up is whether this regularity assumption is realistic or not. A first answer is given by the following theorem:

**Theorem 3.1.** If $\bar{u}$ is a feasible control for problem (P) and there exists $\varepsilon > 0$ such that $\Omega_{\varepsilon}$ has a nonempty interior, then (3.1) holds. In particular if $\bar{u}$ is continuous and is not identically equal to $\alpha$ or $\beta$, then (3.1) holds.

**Proof.** Let us assume that $\varepsilon > 0$ and $\Omega_{\varepsilon}$ has a nonempty interior. Let $B \subset \Omega_{\varepsilon}$ be any open ball and let us define $\mathcal{S} : L^2(B) \rightarrow \mathbb{R}^{I_0}$ by

\[ \mathcal{S}v = (G_j'(\bar{u})v)_{j \in I_0} = (z_v(x_j))_{j \in I_0} = \left( \int_\Omega \varphi_j v \, dx \right)_{j \in I_0}, \]

where $v$ is extended to $\Omega$ by zero, $z_v \in H^2(\Omega)$ is the solution of (2.2) and $|I_0|$ denotes the cardinal of $I_0$. If $\mathcal{S}$ is surjective, then we deduce the existence of functions $\{ \bar{w}_j \}_{j \in I_0}$, with supp $\bar{w}_j \subset B$, satisfying (3.1), which proves the theorem. Let us argue by contradiction and suppose that $\mathcal{S}$ is not surjective, then there exists a nonzero vector $\xi \in \mathbb{R}^{I_0}$ such that

\[ \sum_{j \in I_0} \xi_j z_v(x_j) = \xi^T \mathcal{S}v = 0 \ \forall v \in L^2(B). \]

Let us take $\varphi \in W^{1,s}(\Omega), \ 1 \leq s < n/(n - 1)$, satisfying

\[
\begin{cases} 
\mathcal{A}^* \varphi + \frac{\partial f}{\partial y}(x, y_\bar{u}) \varphi = \sum_{j \in I_0} \xi_j \delta_{x_j} \text{ in } \Omega \\
\varphi = 0 \text{ on } \Gamma.
\end{cases}
\]

Doing an integration by parts and using (2.2) we get

\[
\int_B \varphi(x)v(x) \, dx = \int_\Omega \left( A_v + \frac{\partial f}{\partial y}(x, y_\bar{u}(x), z_v) \right) \varphi \, dx = \sum_{j \in I_0} \xi_j \langle \delta_{x_j}, z_v \rangle = \sum_{j \in I_0} \xi_j z_v(x_j) = 0 \ \forall v \in L^2(B).
\]
Therefore \( \varphi = 0 \) in \( B \) and
\[
A^* \varphi + \frac{\partial f}{\partial y}(x,y_0)\varphi = 0 \text{ in } \Omega \setminus \{x_j\}_{j \in I_0}.
\]
This implies that \( \varphi = 0 \) in \( \Omega \setminus \{x_j\}_{j \in I_0} \) and also in \( \Omega \); see, for instance, Saut and Scheurer [19]. Then the right hand side of the equation satisfied by \( \varphi \) must be zero and therefore \( \xi = 0 \), which is a contradiction with the choice of \( \xi \).

**Corollary 3.1.** Let \( \tilde{u} \) be a feasible control for problem \( (P) \) and let us assume that \( \Omega_\varepsilon \) has a nonempty interior. Then the functions \( \{\tilde{w}_j\}_{j \in I_0} \) verifying (3.1) can be chosen of class \( C^\infty \) in \( \Omega \) and support in any given ball \( B \subset \Omega_\varepsilon \).

**Proof.** It is enough to remark that \( B \) was taken in the proof of Theorem 2.1 as any ball contained in \( \Omega_\varepsilon \). On the other hand, since the functions of class \( C^\infty \) and support contained in \( B \) are dense in \( L^2(B) \), then \( S \) is also surjective from this class of regular functions to \( \mathbb{R}^{|I_0|} \), which proves the corollary.

Let us write now the first order optimality conditions. Associated with problem \( (P) \) we consider the Lagrangian function \( \mathcal{L} : L^\infty(\Omega) \times \mathbb{R}^{n_e+n_i} \to \mathbb{R} \) given by
\[
\mathcal{L}(u,\lambda) = J(u) + \sum_{j=1}^{n_e+n_i} \lambda_j G_j(u) = J(u) + \sum_{j=1}^{n_e+n_i} \lambda_j (y_u(x_j) - \sigma_j).
\]
Under the regularity assumption (3.1) we can derive the first order necessary conditions for optimality in a qualified form. For the proof the reader is referred to Bonnans and Casas [2] or Clarke [11]; see also Mateos [15].

**Theorem 3.2.** Let us assume that \( \tilde{u} \) is a local solution of \( (P) \) and (3.1) holds. Then there exist real numbers \( \{\lambda_j\}_{j=1}^{n_e+n_i} \) such that
\[
\tilde{\lambda}_j \geq 0 \quad \text{and} \quad \tilde{\lambda}_j G_j(\tilde{u}) = 0, \quad \text{if } n_e + 1 \leq j \leq n_e + n_i \quad (3.2)
\]
\[
\frac{\partial \mathcal{L}}{\partial u}(\tilde{u},\tilde{\lambda})(u - \tilde{u}) \geq 0 \quad \text{for all } \alpha \leq u \leq \beta. \quad (3.3)
\]
Denoting by \( \tilde{\varphi}_0 \) and \( \tilde{\varphi}_j \) the solutions of (2.6) and (2.9) corresponding to \( \tilde{u} \) and setting
\[
\tilde{\varphi} = \tilde{\varphi}_0 + \sum_{j=1}^{n_e+n_i} \tilde{\lambda}_j \tilde{\varphi}_j, \quad (3.4)
\]
we deduce from Theorems 2.3 and 2.4 and the definition of \( \mathcal{L} \) that
\[
\frac{\partial \mathcal{L}}{\partial u}(\tilde{u},\tilde{\lambda})v = \int_\Omega \left( \frac{\partial \mathcal{L}}{\partial u}(x, \tilde{y}, \tilde{u}) + \tilde{\varphi}_0 \right) v \, dx + \sum_{j=1}^{n_e+n_i} \tilde{\lambda}_j \int_\Omega \tilde{\varphi}_j v \, dx
\]
\[
= \int_\Omega \left( \frac{\partial \mathcal{L}}{\partial u}(x, \tilde{y}, \tilde{u}) + \tilde{\varphi} \right) v \, dx = \int_\Omega \tilde{d}(x) v(x) \quad \forall v \in L^2(\Omega),
\]
where \( \tilde{y} = G(\tilde{u}) = y_u \) and
\[
\tilde{d}(x) = \frac{\partial \mathcal{L}}{\partial u}(x, \tilde{y}(x), \tilde{u}(x)) + \tilde{\varphi}(x). \quad (3.5)
\]
From (3.3) we deduce that
\[
\tilde{d}(x) = \begin{cases} 
0 & \text{for } a.e. \ x \in \Omega \ \text{where } \alpha(x) < \tilde{u}(x) < \beta(x), \\
\geq 0 & \text{for } a.e. \ x \in \Omega \ \text{where } \tilde{u}(x) = \alpha(x), \\
\leq 0 & \text{for } a.e. \ x \in \Omega \ \text{where } \tilde{u}(x) = \beta(x).
\end{cases} \quad (3.6)
\]
The following theorem states the uniqueness of the Lagrange multipliers.

**Theorem 3.3.** Under the assumptions of Theorem 3.2, the Lagrange multipliers \( \{ \lambda_j \}_{j=1}^{n+1} \) are unique and they are given by the expressions

\[
\lambda_j = \begin{cases} 
- \int_{\Omega} \left( \frac{\partial L}{\partial u}(x, \bar{y}(x), \bar{u}(x)) + \varphi_0(x) \right) \bar{w}_j(x) \, dx & \text{if } j \in I_0 \\
0 & \text{otherwise},
\end{cases}
\]

(3.7)

where \( \{ \bar{w}_j \}_{j \in I_n} \) are introduced in (3.1).

**Proof.** Let \( j \in I_0 \). Since \( \text{supp} \bar{w}_j \subset \Omega_{\varepsilon_u} \), if we take \( \rho \in \mathbb{R} \) satisfying

\[
|\rho| < \frac{\varepsilon_u}{\| \bar{w}_j \|_{L^\infty(\Omega)}},
\]

we get

\[
\alpha(x) \leq u_\rho(x) = \bar{u}(x) + \rho \bar{w}_j(x) \leq \beta(x) \quad \text{a.e. } x \in \Omega.
\]

Taking \( u = u_\rho \) in (3.3) with \( \rho \) positive and negative respectively, we deduce

\[
\int_{\Omega} \left( \frac{\partial L}{\partial u}(x, \bar{y}(x), \bar{u}(x)) + \varphi_0(x) \right) \bar{w}_j(x) \, dx + \lambda_j = \frac{\partial L}{\partial u}(\bar{u}, \lambda) \bar{w}_j = 0.
\]

If \( j \notin I_0 \), then (3.2) implies that \( \lambda_j = 0 \). \( \square \)

From the first order optimality condition we deduce the regularity of the local minima.

**Theorem 3.4.** Suppose that \( \bar{u} \) be a feasible control of \( (P) \) satisfying (3.2)–(3.3). Moreover let us assume that there exists \( \lambda_L > 0 \) such that

\[
\frac{\partial^2 L}{\partial u^2}(x, y, u) \geq \lambda_L, \quad \text{a.e. } x \in \Omega \text{ and } (y, u) \in \mathbb{R}^2.
\]

(3.8)

Then, for all \( x \in \tilde{\Omega} \setminus \{ x_j \}_{j \in I_n} \), the equation

\[
\varphi(x) + \frac{\partial L}{\partial u}(x, \bar{y}(x), t) = 0,
\]

(3.9)

has a unique solution \( \bar{s}(x) \), where

\[
I_0 = \{ j \in I_0 : \lambda_j \neq 0 \}.
\]

The mapping \( \bar{s} \) belongs to \( C^{0,1}_{\text{loc}}(\tilde{\Omega} \setminus \{ x_j \}_{j \in I_n}) \). Moreover \( \bar{u} \) and \( \bar{s} \) are related by the formula

\[
\bar{u}(x) = \text{Proj}_{[\alpha(x), \beta(x)]}(\bar{s}(x)) = \max(\alpha(x), \min(\beta(x), \bar{s}(x))),
\]

(3.10)

and \( \bar{u} \in C^{0,1}(\tilde{\Omega}) \).

**Proof.** From (3.4), (2.6) and (2.9) we deduce that \( \varphi_0 \in W^{2,p}(\Omega) \subset C^1(\tilde{\Omega}) \) and \( \varphi_j \in W^{2,p}_{\text{loc}}(\Omega \setminus \{ x_j \}) \subset C^1(\tilde{\Omega} \setminus \{ x_j \}) \), \( 1 \leq j \leq n_e + n_r \). Furthermore it is well known, see for instance [14], that the asymptotic behavior of \( \varphi_j(x) \) when \( x \to x_j \) is of type

\[
\varphi_j(x) \approx \begin{cases} 
C_1 \log \frac{1}{|x - x_j|} + C_2 & \text{if } n = 2 \\
C_1 \frac{1}{|x - x_j|^{n-2}} + C_2 & \text{if } n > 2,
\end{cases}
\]

(3.11)
with \( C_1 > 0 \). In particular we have that \( \bar{\phi} \in C^{0,1}_{\text{loc}}(\bar{\Omega} \setminus \{x_j\}_{j \in I_k}) \). Now arguing as in [1], Lemma 3.1, we deduce that (3.9) has a unique solution for every \( x \in \bar{\Omega} \setminus \{x_j\}_{j \in I_k} \), \( \bar{s} \in C^{0,1}_{\text{loc}}(\bar{\Omega} \setminus \{x_j\}_{j \in I_k}) \) and (3.10) holds. Now taking into account (3.11), we deduce that for every \( M > 0 \) there exists \( \varepsilon_M > 0 \) such that

\[
|\bar{d}(x)| > M \quad \forall x \in \bigcup_{j \in I_k} B_{\varepsilon_M}(x_j),
\]

the sign of \( \bar{d}(x) \) in \( B_{\varepsilon_M}(x_j) \) being equal to the sign of the Lagrange multiplier \( \bar{\lambda}_j \). Taking \( M \) large enough, from (3.6) we deduce

\[
\bar{u}(x) = \begin{cases}
\alpha(x) & \text{if } \bar{\lambda}_j > 0 \\
\beta(x) & \text{if } \bar{\lambda}_j < 0
\end{cases} \quad \forall x \in B_{\varepsilon_M}(x_j).
\]

Combining this with (3.10), the regularity of \( \bar{s} \) and the fact that \( \alpha, \beta \in C^{0,1}(\bar{\Omega}) \), then we get \( \bar{u} \in C^{0,1}(\bar{\Omega}) \).

\[\square\]

**Remark 3.1.** The reader should remark that the previous theorem is obvious in the very frequent case where \( L(x, y, u) = \left( (y - y_d(x))^2 + Nu^2 \right)/2 \), with \( N > 0 \). In this case equation (3.9) is written in the way \( \bar{\phi}(x) + Nt = 0 \), then \( \bar{s}(x) = -\bar{\phi}(x)/N \) and

\[
\bar{u}(x) = \text{Proj}_{[\alpha(x), \beta(x)]} \left( -\frac{1}{N} \bar{\phi}(x) \right).
\]

In particular, it is important to remark that the assumption \( N > 0 \), equivalent to (3.8) for this cost functional, is essential to derive the regularity of \( \bar{u} \). In the case \( N = 0 \), the behavior of \( \bar{u} \) is of Bang-Bang type.

**Corollary 3.2.** Under the assumptions of Theorem 3.4, the control \( \bar{u} \) satisfies the regularity assumption (3.1).

This corollary is an immediate consequence of Theorems 3.1 and 3.4. It states, under the extra assumption (3.8), the existence of Lagrange multipliers for a local minimum of (P) if and only if the regularity assumption (3.1) is fulfilled.

## 4. Second order optimality conditions

Associated with function \( \bar{d} \) given by (3.5) we define the set

\[
\Omega^0 = \{ x \in \Omega : |\bar{d}(x)| > 0 \}.
\]

Let \( \bar{u} \) be a feasible control for problem (P) satisfying the first order optimality conditions (3.2)–(3.3). We define the cone of critical directions

\[
C^0_{\bar{u}} = \{ h \in L^2(\Omega) \text{ satisfying (4.3)} \text{ and } h(x) = 0 \text{ for a.e. } x \in \Omega^0 \}
\]

with

\[
\begin{align*}
G_j'(\bar{u})h &= 0 \text{ if } (j \leq n_e) \text{ or } (j > n_e, G_j(\bar{u}) = 0 \text{ and } \bar{\lambda}_j > 0) \\
G_j'(\bar{u})h &\leq 0 \text{ if } (j > n_e, G_j(\bar{u}) = 0 \text{ and } \bar{\lambda}_j = 0) \\
h(x) &= \begin{cases}
\geq 0 & \text{if } \bar{u}(x) = \alpha(x) \\
\leq 0 & \text{if } \bar{u}(x) = \beta(x).
\end{cases}
\end{align*}
\]

Now we are ready to state the second order necessary optimality conditions.
Theorem 4.1. Let us assume that $\bar{u}$ is a local solution of (P), (3.1) holds and $\{\bar{\lambda}_j\}_{j=1}^m$ are the Lagrange multipliers satisfying (3.2) and (3.3). Then the following inequalities are satisfied

$$
\frac{\partial^2 L}{\partial u^2}(x, \bar{y}(x), \bar{u}(x)) \geq 0 \text{ a.e. } x \in \Omega \setminus \Omega^0 \tag{4.4}
$$

$$
\frac{\partial^2 L}{\partial u^2}(\bar{u}, \bar{\lambda})h^2 \geq 0 \quad \forall h \in C^0_a. \tag{4.5}
$$

Proof. Inequality (4.4) can be derived as follows. According to Pontryagin’s principle (see Casas [3] or Casas, Raymond and Zidani [9]) we know that

$$
H(x, \bar{y}(x), \bar{u}(x), \bar{\varphi}(x)) = \min_{k \in [\alpha(x), \beta(x)]} H(x, \bar{y}(x), k, \bar{\varphi}(x)) \text{ a.e. } x \in \Omega,
$$

where $H : \Omega \times \mathbb{R}^3 \to \mathbb{R}$ is the Hamiltonian of (P), defined by

$$
H(x, y, u, \varphi) = L(x, y, u) + \varphi[u - f(x, y)].
$$

Then the classical results on the optimization in $\mathbb{R}$ lead to

$$
\frac{\partial^2 L}{\partial u^2}(x, \bar{y}(x), \bar{u}(x)) = \frac{\partial^2 H}{\partial u^2}(x, \bar{y}(x), \bar{u}(x), \bar{\varphi}(x)) \geq 0
$$

whenever

$$
d(x) = \frac{\partial H}{\partial u}(x, \bar{y}(x), \bar{u}(x), \bar{\varphi}(x)) = 0 \iff x \in \Omega \setminus \Omega^0,
$$

which implies (4.4).

Let us prove (4.5). We first prove (4.5) for functions $h \in C^0_a \cap L^\infty(\Omega)$. In this situation we apply Casas and Tröltzsch [8], Theorem 2.2. It is enough to check the assumptions (A1) and (A2) of such a paper. Assumption (A1) says that $J'(\bar{u})$ and $G'_j(\bar{u})$ must be continuous functionals in $L^2(\Omega)$, which is an immediate consequence of Theorems 2.3 and 2.4. Assumption (A2) of [8] says that

$$
\frac{\partial L}{\partial u^2}(\bar{u}, \bar{\lambda})h^2 \rightarrow \frac{\partial L}{\partial u^2}(\bar{u}, \bar{\lambda})h^2
$$

whenever $\{h_k\}_{k=1}^\infty$ is bounded in $L^\infty(\Omega)$ and $h_k(x) \to h(x)$ a.e. $x \in \Omega$. Again this follows easily from Theorems 2.3 and 2.4.

Now let us assume that $h \in C^0_a$, but $h \notin L^\infty(\Omega)$. For every positive integer $k$ we set $h_k(x) = Proj_{[k-1, k]}(h(x))$ for $x \in \Omega$. It is clear that $\{h_k\}_k \subset L^\infty(\Omega)$, $|h_k(x)| \leq |h(x)|$ and $h_k(x) \to h(x)$ a.e. $x \in \Omega$, therefore $h_k \to h$ in $L^2(\Omega)$. Let us consider the indices

$$
I_0(h) = \{j \in I_0 : G'_j(\bar{u})h = 0\}.
$$

Then we have

$$
\alpha_{kj} = G'_j(\bar{u})h_k \to G'_j(\bar{u})h = 0 \quad \forall j \in I_0(h).
$$

Finally we set

$$
h_k = \hat{h}_k = \sum_{i \in I_0(h)} \alpha_{ki} \bar{w}_i,
$$

where $\{\bar{w}_j\}_{j \in I_0}$ are the functions given in (3.1). Thus we have that $h_k \to h$ in $L^2(\Omega)$ strongly. Let us check that $h_k \in C^0_a$ for every $k$ large enough. If $|d(x)| > 0$, then (3.6) implies that $\tilde{u}(x) = \alpha(x)$ or $\tilde{u}(x) = \beta(x)$, therefore $\tilde{w}_j(x) = 0$ for every $j \in I_0$, hence $|h_k(x)| = |\hat{h}_k(x)| \leq |h(x)| = 0$. So $h_k$ vanishes in $\Omega_0$. Using once again
that \( \bar{w}_j(x) = 0 \) if \( \bar{u}(x) = \alpha(x) \) or \( \bar{u}(x) = \beta(x) \), we get that the sign of \( h_k(x) \) is equal to the sign of \( h(x) \) when \( \bar{u}(x) \) takes the values \( \alpha(x) \) or \( \beta(x) \), therefore the third sign condition of (4.3) holds.

If \( j \in I_0 \) and \( G_j'(\bar{u})h < 0 \), then the convergence \( G_j'(\bar{u})h_k \to G_j'(\bar{u})h \) implies that \( G_j'(\bar{u})h_k < 0 \) for \( k \) large enough. If \( G_j'(\bar{u})h = 0 \), then

\[
G_j'(\bar{u})h_k = G_j'(\bar{u})\hat{h}_k - \sum_{i \in I_0(h)} \alpha_{ki}G_j'(\bar{u})\bar{w}_i = G_j'(\bar{u})\hat{h}_k - \alpha_{kj} = 0.
\]

In any case the relations of (4.3) are fulfilled, therefore \( h_k \in C^0_u \cap L^\infty(\Omega) \) for every \( k \) large enough. Then (4.5) holds for every \( h_k \) and then passing to the limit when \( k \to \infty \), using the expressions obtained for the second derivatives of \( L \) and \( G_j \), we get that \( h \) verifies (4.5) \( \Box \)

Let us remark that inequality (4.4) holds if \( L \) is convex with respect to the third component, which is assumed to prove the existence of a solution for problem (P).

The next theorem states the sufficient conditions for optimality.

**Theorem 4.2.** Let \( \bar{u} \) be an admissible control for problem (P) satisfying (3.2)–(3.3) for some \( \lambda_j, j = 1, \ldots, n_i + n_e \). Let us suppose that there exist \( \tau > 0 \) and \( \mu > 0 \) such that

\[
\frac{\partial^2 L}{\partial u^2}(x, \bar{g}(x), \bar{u}(x)) \geq \mu \quad \text{a.e. } x \in \Omega \setminus \Omega^\tau \\
\frac{\partial^2 L}{\partial u^2}(\bar{u}, \bar{\lambda})h^2 > 0 \quad \text{for all } h \in C^0_u \setminus \{0\},
\]

where \( \Omega^\tau = \{ x \in \Omega : |\bar{d}(x)| > \tau \} \).

Then there exist \( \varepsilon > 0 \) and \( \delta > 0 \) such that

\[
J(\bar{u}) + \frac{\delta}{2}||u - \bar{u}||_{L^2(\Omega)}^2 \leq J(u)
\]

for all admissible control \( u \) with \( ||u - \bar{u}||_{L^\infty(\Omega)} \leq \varepsilon \).

The proof is the same as in Casas and Mateos [5], Theorem 4.3. The reader should note that a more general state equation was studied in [5]. It was written in the way

\[
\begin{align*}
Ay_u &= f(x, y, u) \quad \text{in } \Omega, \\
y_u &= 0 \quad \text{on } \Gamma.
\end{align*}
\]

For this state equation the Hamiltonian becomes

\[
H(x, y, u, \varphi) = L(x, y, u) + \varphi f(x, y, u)
\]

and the second derivative of the Lagrangian is

\[
\frac{\partial^2 L}{\partial u^2}(\bar{u}, \bar{\lambda})h^2 = \int_\Omega \left( \bar{H}_{uu}(x)h^2(x) + 2\bar{H}_{uy}(x)z(x)h(x) + \bar{H}_{yy}(x)z^2(x) \right) dx,
\]

where \( \bar{H}_{uu}(x) = \frac{\partial^2 H}{\partial u^2}(x, \bar{g}(x), \bar{u}(x), \bar{\varphi}(x)) \).
\( \hat{H}_{uu} \) and \( \hat{H}_{yy} \) being defined analogously, and \( z_h \) is the solution of the equation

\[
\begin{aligned}
Az_h &= \frac{\partial f}{\partial y}(x, \bar{y}(x), \bar{u}(x))z_h + \frac{\partial f}{\partial u}(x, \bar{y}(x), \bar{u}(x))h \quad \text{in } \Omega \\
z_h &= 0 \quad \text{on } \Gamma.
\end{aligned}
\]

There is one difficulty with this more general state equation. In the second derivative of the Lagrangian function the following term appears

\[
\int_{\Omega} \hat{H}_{uu}(x) h^2(x) \, dx = \int_{\Omega} \left( \frac{\partial^2 L}{\partial u^2}(x, \bar{y}(x), \bar{u}(x)) + \bar{\varphi}(x) \frac{\partial^2 f}{\partial u^2}(x, \bar{y}(x), \bar{u}(x)) \right) h^2(x) \, dx.
\]

In [5] it was possible to handle this integral because there was no pointwise state constraints and \( \bar{\varphi} \) was a function belonging to \( W^{1,s}(\Omega) \) for some \( s > n \), in particular bounded, and also \( \hat{H}_{uu} \) was a bounded function in \( \Omega \). However in the problem we are studying here, the adjoint state is not bounded because of the Dirac measures appearing on the right hand side of the adjoint state equation. This time we are able to handle the above integral because the control appears linearly in the state equation and then

\[
\hat{H}_{uu}(x) = \frac{\partial^2 H}{\partial u^2}(x, \bar{y}(x), \bar{u}(x), \bar{\varphi}(x)) = \frac{\partial^2 L}{\partial u^2}(x, \bar{y}(x), \bar{u}(x))
\]

which is a bounded function. Just by taking into account this fact, the proof of [5], Theorem 4.3, is still valid here.

**Remark 4.1.** If we assume that \( L \) satisfies (3.8), then the necessary and sufficient conditions for optimality of Theorems 4.1 and 4.2 are reduced to (4.5) and (4.7), respectively. Under this assumption we see that the gap between the necessary and sufficient conditions is minimal. On the other hand, we should remark that the regularity hypothesis (3.1) is required to derive the necessary conditions, but it is not needed to prove the sufficiency of the optimality conditions given in Theorem 4.2. This is the same situation that we find in finite dimension.

In order to carry out the numerical analysis of (P), it is usual to do a sufficient second order optimality condition which seems to be a stronger assumption than (4.6)–(4.7), but we are going to see that it is not the case.

**Theorem 4.3.** Let \( \bar{u} \) be an admissible control for problem (P) satisfying the first order optimality conditions (3.2)–(3.3). If (4.6)–(4.7) hold, then there exist \( \bar{\mu} > 0 \) and \( \bar{\tau} > 0 \) such that

\[
\frac{\partial^2 \mathcal{L}}{\partial u^2}(\bar{u}, \lambda) h^2 \geq \bar{\mu} \|h\|_{L^2(\Omega)}^2 \quad \text{for all } h \in C^2_u,
\]

where

\[
C^2_u = \{ h \in L^2(\Omega) \text{ satisfying (4.3) and } h(x) = 0 \text{ a.e. } x \in \Omega^\tau \},
\]

and

\[
\Omega^\tau = \{ x \in \Omega : |\bar{d}(x)| > \bar{\tau} \}.
\]

Reciprocally, if (3.1) and (4.9) hold, then (4.6)–(4.7) are fulfilled.

**Proof.** (1) Let us prove that (4.6)–(4.7) imply (4.9). Let us argue by contradiction and suppose that (4.9) is not satisfied. Then for every \( \tau' > 0 \) there exists \( h_{\tau'} \in C^2_u \) such that \( \|h_{\tau'}\|_{L^2(\Omega)} = 1 \) and

\[
\frac{\partial^2 \mathcal{L}}{\partial u^2}(\bar{u}, \lambda) h_{\tau'}^2 < \tau'.
\]
Since \{h_{\tau}\} is bounded in \(L^2(\Omega)\), there exists a subsequence, denoted in the same way, such that \(h_{\tau'} \to h\) weakly in \(L^2(\Omega)\). We have that \(h \in C_0^\ast\). Indeed relations (4.3) are obtained for \(h\) by passing to the limit in the corresponding ones satisfied by \(h_{\tau'}\). Let us see that \(h(x) = 0\) in \(\Omega^0\)

\[
\int_{\Omega} |h(x)||\bar{d}(x)| \, dx = \int_{\Omega} h(x)d(x) \, dx = \lim_{\tau' \to 0} \int_{\Omega} h_{\tau'}(x)d(x) \, dx = \lim_{\tau' \to 0} \int_{\Omega(\Omega')^2} |h_{\tau'}(x)||\bar{d}(x)| \, dx \\
\leq \lim_{\tau' \to 0} \tau' \int_{\Omega} |h_{\tau'}(x)| \, dx \leq \lim_{\tau' \to 0} \tau' \sqrt{m(\Omega)}\|h_{\tau'}\|_{L^2(\Omega)} = 0.
\]

Hence \(h(x)d(x) = 0\), therefore \(h(x) = 0\) for a.e. \(x \in \Omega^0\) and then \(h \in C_0^\ast\).

Inequality (4.6) can be written in the way \(H_{uu}(x) \geq \mu > 0\) in \(\Omega \setminus \Omega^r\). Since \(\Omega^r \subset \Omega^r' \subset \Omega^0\) for \(0 < \tau' < \tau\), \(h_{\tau'} = 0\) in \(\Omega^r\) and \(h = 0\) in \(\Omega^0\), we have that

\[
\liminf_{\tau' \to 0} \int_{\Omega} H_{uu}(x)\|h_{\tau'}(x)\|^2 \, dx = \liminf_{\tau' \to 0} \int_{\Omega(\Omega')^2} H_{uu}(x)\|h_{\tau'}(x)\|^2 \, dx \\
\geq \int_{\Omega(\Omega')^2} \bar{H}_{uu}(x)\|h^2(x)\| \, dx = \int_{\Omega} \bar{H}_{uu}(x)\|h^2(x)\| \, dx.
\]

Therefore, using the definition of \(h_{\tau'}\) along with the strong convergence \(z_{h_{\tau'}} \to z_h\) in \(H^1(\Omega) \cap C(\Omega)\), we get

\[
0 \geq \limsup_{\tau' \to 0} \frac{\partial^2 L}{\partial u^2}(\bar{u}, \bar{\lambda})\|h_{\tau'}(x)\|^2 \geq \liminf_{\tau' \to 0} \frac{\partial^2 L}{\partial u^2}(\bar{u}, \bar{\lambda})\|h_{\tau'}(x)\|^2,
\]

which, together with (4.7), implies that \(h = 0\). Finally, using the weak convergence \(h_{\tau'} \to 0\) in \(L^2(\Omega)\) and the strong convergence \(z_{h_{\tau'}} \to 0\) in \(H^1(\Omega) \cap C(\Omega)\), we conclude that

\[
\mu = \mu \limsup_{\tau' \to 0} \frac{\|h_{\tau'}\|^2}{\|x(\Omega)\|} \leq \limsup_{\tau' \to 0} \int_{\Omega} \bar{H}_{uu}(x)\|h_{\tau'}(x)\| \, dx \\
\leq \limsup_{\tau' \to 0} \left\{ \frac{\partial^2 L}{\partial u^2}(\bar{u}, \bar{\lambda})\|h^2(x)\| \, dx - \int_{\Omega} \bar{H}_{yy}(x)\|z_{h_{\tau'}}(x)\|^2 \, dx - 2 \int_{\Omega} \bar{H}_{uy}(x)\|h_{\tau'}(x)z_{h_{\tau'}}(x)\| \, dx \right\} \leq 0.
\]

Thus we have the contradiction.

(2) Let us prove that (4.9) implies (4.6)–(4.7). Since \(C_0^\ast \subset C_0^\ast\) for any \(\bar{\tau} > 0\), it is clear that (4.9) implies (4.7). Let us prove (4.6). Relation (4.8) implies that \(\bar{u}\) is a local solution of problem

\[
(P_3) \begin{cases}
\min \ J_3(u) = J(u) - \frac{\lambda}{2}\|u - \bar{u}\|^2_{L^2(\Omega)} \\
\text{subject to } (\gamma_{\bar{u}}, u) \in (C(\bar{\Omega}) \cap H^1(\Omega)) \times L^\infty(\Omega), \\
\alpha(x) \leq u(x) \leq \beta(x) \quad \text{a.e. } x \in \Omega, \\
y_{\bar{u}}(x_j) = \sigma_j, \quad 1 \leq j \leq n_e, \\
y_{\bar{u}}(x_j) \leq \sigma_j, \quad n_e + 1 \leq j \leq n_e + n_i.
\end{cases}
\]
Since \( \ddot{u} \) satisfies (3.1) and \( J'(\dot{u}) = J'_x(\ddot{u}) \), then the first order optimality conditions (3.2)–(3.3) hold. Moreover we can apply Theorem 4.1 to this problem and deduce

\[
\begin{align*}
\frac{\partial^2 L}{\partial u \partial x}(x, \ddot{u}(x), \ddot{u}(x)) - \delta & \geq 0 \quad \text{a.e. } x \in \Omega \setminus \Omega^0 \\
\frac{\partial^2 L}{\partial u^2}(\ddot{u}, \ddot{u})h^2 - \delta\|h\|_{L^2(\Omega)}^2 & \geq 0 \quad \forall h \in C^0_0.
\end{align*}
\] (4.10)

(4.11)

Obviously inequality (4.11) implies (4.7). Let us prove (4.6). In the case where the bound constraints on the control are active at all, i.e. \( \alpha(x) < \ddot{u}(x) < \beta(x) \) a.e., we have that \( d(x) = 0 \) a.e. in \( \Omega \) and the Lebesgue measure of \( \Omega^0 \) is zero; hence (4.10) implies (4.6). Let us analyze the case where \( \Omega^0 \) has a strictly positive Lebesgue measure. We will proceed by contradiction and we assume that there exist no \( \mu > 0 \) and \( \tau > 0 \) such that (4.6) is satisfied. Then we define for every integer \( k \geq 1/\tau \)

\[
\hat{h}_k(x) = \begin{cases} 
+1 & \text{if } 0 < |\hat{d}(x)| \leq 1/k, \ H_{uu}(x) < 1/k, \ \text{and } \ddot{u}(x) = \alpha(x), \\
-1 & \text{if } 0 < |\hat{d}(x)| \leq 1/k, \ H_{uu}(x) < 1/k, \ \text{and } \ddot{u}(x) = \beta(x), \\
0 & \text{otherwise}.
\end{cases}
\]

Since (4.6) is not satisfied for \( \mu = 1/k \) and \( \tau = 1/k \), with arbitrarily large \( k \), and (4.10) implies that \( H_{uu}(x) \geq \delta \) if \( \hat{d}(x) = 0 \), we have that \( \hat{h}_k \neq 0 \). Then we define \( \bar{h}_k = \hat{h}_k/\|\hat{h}_k\|_{L^2(\Omega)} \). Let us prove that \( \bar{h}_k \rightharpoonup 0 \) weakly in \( L^2(\Omega) \). Taking into account that \( \text{supp } \{\hat{h}_k\} \subset \text{supp } \{\bar{h}_k\} \) for every \( k > k' \) and \( \cap_{k \geq 2} \text{supp } \{\bar{h}_k\} = \emptyset \), we deduce that \( \bar{h}_k(x) \to 0 \) pointwise a.e. in \( \Omega \). On the other hand, \( \{\bar{h}_k\}_{k=1}^{\infty} \) is bounded in \( L^2(\Omega) \); consequently \( \bar{h}_k \rightharpoonup 0 \) weakly in \( L^2(\Omega) \); see Hewitt and Stromberg [13], p. 207. Furthermore we have that \( \bar{h}_k(x) = 0 \) if \( |\hat{d}(x)| > 1/k \) and \( \bar{h}_k \) satisfies the last sign conditions of (4.3). Let us define a new function \( h_k \in C^0_0 \) close to \( \bar{h}_k \). Using the functions \( \{\bar{w}_j\}_{j \in I_0} \) introduced in (3.1), we set

\[
h_k = \bar{h}_k - \sum_{j \in I_0} \alpha_{kj} \bar{w}_j, \quad \text{with } \alpha_{kj} = G'_x(\ddot{u})\bar{h}_k.
\]

As in the proof of Theorem 4.1, we deduce that \( h_k \) satisfies (4.3) and \( h_k(x) = 0 \) if \( |\hat{d}(x)| > 1/k \geq \tau \), hence \( h_k \in C^0_0 \). Moreover, since \( \bar{h}_k \rightharpoonup 0 \) weakly in \( L^2(\Omega) \), we deduce that \( \alpha_{kj} \to 0 \), and therefore \( h_k \rightharpoonup 0 \) weakly in \( L^2(\Omega) \) too. On the other hand, since \( \text{supp } \{\bar{h}_k\} \) is included in the set of points of \( \Omega \) where the bound constraints on the control are active, which has an empty intersection with the support of each function \( \bar{w}_j \) \((j \in I_0)\), it follows

\[
\|h_k\|_{L^2(\Omega)} = \left\{ \int_{\text{supp } \{\bar{h}_k\}} h_k^2 \, dx + \int_{\Omega \setminus \text{supp } \{\bar{h}_k\}} h_k^2 \, dx \right\}^{1/2}
\]

\[
= \left\{ \int_{\text{supp } \{\bar{h}_k\}} h_k^2 \, dx + \int_{\Omega \setminus \text{supp } \{\bar{h}_k\}} \left( \sum_{j \in I_0} \alpha_{kj} \bar{w}_j \right)^2 \, dx \right\}^{1/2}
\]

\[
= \left\{ \|\bar{h}_k\|_{L^2(\Omega)}^2 + \left\| \sum_{j \in I_0} \alpha_{kj} \bar{w}_j \right\|_{L^2(\Omega)}^2 \right\}^{1/2}
\]

\[
\geq \left\{ 1 - 2 \sum_{j \in I_0} \alpha_{kj}^2 \|\bar{w}_j\|_{L^2(\Omega)}^2 \right\}^{1/2} \to 1.
\]
From this relation and (4.9) with \( h = h_k \), we get

\[
\delta \leq \delta \liminf_{k \to \infty} \|h_k\|_{L^2(\Omega)}^2 \leq \liminf_{k \to \infty} \frac{\partial^2 \mathcal{L}}{\partial u^2}(\tilde{u}, \tilde{\lambda})h_k^2. \tag{4.12}
\]

On the other hand, the weak convergence \( h_k \to 0 \) in \( L^2(\Omega) \) implies the strong convergence \( z_{hk} \to 0 \) in \( H^1(\Omega) \cap C(\Omega) \). Now taking into account that \( H_{uu}(x) < 1/k \) in the support of \( \tilde{h}_k \) and \( \alpha_{kj} \to 0 \), we get

\[
\liminf_{k \to \infty} \frac{\partial^2 \mathcal{L}}{\partial u^2}(\tilde{u}, \tilde{\lambda})h_k^2 \leq \limsup_{k \to \infty} \int_\Omega \tilde{H}_{uu}(x)h_k^2(x) \, dx + \limsup_{k \to \infty} \int_\Omega \tilde{H}_{yy}(x)z_{hk}^2(x) \, dx
\]

\[
+ 2\limsup_{k \to \infty} \int_\Omega \tilde{H}_{yy}(x)h_k(x)z_{hk}(x) \, dx \leq \limsup_{k \to \infty} \int_{\text{supp}(\tilde{h}_k)} \tilde{H}_{uu}(x)h_k^2(x) \, dx
\]

\[
+ \limsup_{k \to \infty} \int_{\Omega \setminus \text{supp}(\tilde{h}_k)} \tilde{H}_{uu}(x)h_k^2(x) \, dx \leq \limsup_{k \to \infty} \frac{1}{k} \int_{\text{supp}(\tilde{h}_k)} h_k^2(x) \, dx
\]

\[
+ \limsup_{k \to \infty} \int_{\Omega \setminus \text{supp}(\tilde{h}_k)} \tilde{H}_{uu}(x) \left[ \sum_{j \in I_k} \alpha_{kj} \bar{w}_j(x) \right]^2 \, dx = \limsup_{k \to \infty} \frac{1}{k} \int_{\Omega} \tilde{h}_k^2(x) \, dx = \lim_{k \to \infty} \frac{1}{k} = 0,
\]

which contradicts (4.12).

\[\square\]
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