NONLINEAR DIFFUSION EQUATIONS WITH VARIABLE COEFFICIENTS AS GRADIENT FLOWS IN WASSERSTEIN SPACES *
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Abstract. We study existence and approximation of non-negative solutions of partial differential equations of the type
\[ \partial_t u - \text{div}(A(\nabla(f(u)) + u\nabla V)) = 0 \quad \text{in } (0, +\infty) \times \mathbb{R}^n, \] (0.1)
where \(A\) is a symmetric matrix-valued function of the spatial variable satisfying a uniform ellipticity condition, \(f : [0, +\infty) \to [0, +\infty)\) is a suitable non decreasing function, \(V : \mathbb{R}^n \to \mathbb{R}\) is a convex function. Introducing the energy functional \(\phi(u) = \int_{\mathbb{R}^n} F(u(x)) \, dx + \int_{\mathbb{R}^n} V(x) u(x) \, dx\), where \(F\) is a convex function linked to \(f\) by \(f(u) = uF'(u) - F(u)\), we show that \(u\) is the "gradient flow" of \(\phi\) with respect to the 2-Wasserstein distance between probability measures on the space \(\mathbb{R}^n\), endowed with the Riemannian distance induced by \(A^{-1}\).
In the case of uniform convexity of \(V\), long time asymptotic behaviour and decay rate to the stationary state for solutions of equation (0.1) are studied. A contraction property in Wasserstein distance for solutions of equation (0.1) is also studied in a particular case.
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1. INTRODUCTION

The aim of this paper is to study existence, approximation and asymptotic behaviour of non-negative solutions of evolution equations of the type
\[ \partial_t u(t, x) - \text{div}(A(x)(\nabla(f(u(t, x))) + u(t, x)\nabla V(x))) = 0 \quad \text{in } (0, +\infty) \times \mathbb{R}^n, \] (1.1)
with initial datum \(u_0\) satisfying
\[ u_0 \in L^1(\mathbb{R}^n), \quad u_0 \geq 0, \quad \|u_0\|_{L^1(\mathbb{R}^n)} = 1, \quad \int_{\mathbb{R}^n} |x|^2 u_0(x) \, dx < +\infty. \] (1.2)
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Here $A : \mathbb{R}^n \to M_{n \times n}$ is a Borel measurable, symmetric matrix valued function satisfying a uniform ellipticity condition,

$$\lambda |\xi|^2 \leq \langle A(x)\xi, \xi \rangle \leq \Lambda |\xi|^2, \quad \forall x \in \mathbb{R}^n, \quad \forall \xi \in \mathbb{R}^n, \quad \lambda > 0,$$

(1.3)

$V : \mathbb{R}^n \to (-\infty, +\infty]$ is a function satisfying

$$V \text{ is convex, lower semi continuous, bounded from below},$$

(1.4)

$f : [0, +\infty) \to [0, +\infty)$ is a non-decreasing function given by

$$f(u) := F'(u)u - F(u),$$

where $F : [0, +\infty) \to \mathbb{R}$ satisfies

$$F \in C^1(0, +\infty), \quad F \text{ is convex, continuous at } 0, \quad F(0) = 0,$$

(1.5)

the condition of superlinear growth at infinity and a condition on behaviour near zero:

$$\lim_{z \to +\infty} \frac{F(z)}{z} = +\infty, \quad \lim_{z \to 0} \frac{F(z)}{z^\alpha} > -\infty, \quad \text{for some } \alpha > \frac{n}{n+2},$$

(1.6)

the McCann convexity condition (see [25]):

$$\text{the map } z \mapsto z^n F(z^{-n}) \text{ is convex}^1,$$

(1.7)

and a technical assumption of doubling: there exists a constant $C > 0$ such that

$$F(z + w) \leq C(1 + F(z) + F(w)) \quad \forall z, w \in [0, +\infty).$$

(1.8)

The existence and approximation of solutions of (1.1) with initial datum (1.2) is obtained interpreting (1.1) as “gradient flow”, with respect to a suitable Wasserstein distance, of the energy functional (sum of internal and potential energy functionals)

$$\phi(u) := \int_{\mathbb{R}^n} F(u(x)) \, dx + \int_{\mathbb{R}^n} V(x)u(x) \, dx$$

(1.9)

defined on the set

$$D(\phi) := \{ u \in L^1(\mathbb{R}^n) : u \geq 0, \|u\|_{L^1(\mathbb{R}^n)} = 1, \int_{\mathbb{R}^n} |x|^2 u(x) \, dx < +\infty, \phi(u) < +\infty\}. \quad \text{(1.10)}$$

The choice of the domain of $\phi$ is justified by the fact that the equation (1.1) is parabolic of second order and in divergence form. When the initial datum satisfies (1.2) it is natural to look for solutions $u \geq 0$ with $\|u(t, \cdot)\|_{L^1(\mathbb{R}^n)} = 1$. In other words $u(t, \cdot)$ is a probability density.

The equation (1.1) describes nonlinear (linear in the particular case $f(u) = u$) diffusion with drift in non-homogeneous and anisotropic material (see for instance [13] for models of diffusion).

The simplest example of such equation is the heat-porous medium equation with variable coefficients (see [31] for a complete up-to-date reference on porous medium equation)

$$\partial_t u - \text{div}(A\nabla u^m) = 0,$$

(1.11)

1The McCann condition include also that the mapping $z \mapsto z^n F(z^{-n})$ is non-increasing. This property follows from $F(0) = 0$ and $F$ convex.
which corresponds to the choice

$$F(z) = \begin{cases} z \log z & \text{for } m = 1 \\ \frac{1}{m-1}z^m & \text{for } m > 1, \end{cases} \quad V = 0. \quad (1.12)$$

In the case of $A(x) \equiv I$, where $I$ denotes the identity matrix, the Wasserstein gradient flow structure of the equation (1.1) was pointed out for the first time in [22] in the case of linear diffusion, and in [28] in the case of porous medium equation. This point of view was further developed in [5] and [12].

1.1. Gradient flow in Riemannian manifolds

In order to clarify the gradient flow interpretation of equation (1.1) we recall the definition of gradient flow in a smooth Riemannian manifold.

Given a Riemannian manifold $M$, with metric tensor $g$, we denote by $\langle \cdot, \cdot \rangle_x$ and $| \cdot |_x$ the scalar product and its associated norm on the tangent space $T_x M$. Given a smooth functional $\phi : M \to \mathbb{R}$, the gradient of $\phi$ in $M$, denoted by $\nabla_x \phi$, is the tangent vector field defined by $\langle \nabla_x \phi(x), v(x) \rangle_x = \text{diff} \phi(v(x))$, for every vector field $v$.

The gradient flow of $\phi$ in $M$ is the dynamical system whose trajectories are solutions of the differential equation

$$\dot{y}(t) = -\nabla_x \phi(y(t)) \quad \text{in } T_{y(t)} M. \quad (1.13)$$

Along the gradient flow trajectories the functional $\phi$ decreases “as fast as possible”, according with the metric structure. Indeed, given a smooth curve $y : [0, +\infty) \to M$, by the chain rule and Cauchy-Schwartz inequality we have

$$\frac{d}{dt} \phi(y(t)) = \text{diff} \phi(y(t)) \dot{y}(t) = \langle \nabla_x \phi(y(t)), \dot{y}(t) \rangle_{y(t)} \geq -|\nabla_x \phi(y(t))|_{y(t)}|\dot{y}(t)|_{y(t)} \geq -\frac{1}{2}|\nabla_x \phi(y(t))|^2_{y(t)} - \frac{1}{2}|\dot{y}(t)|^2_{y(t)}. \quad (1.14)$$

Since in every real vector space with scalar product we have that

$$\langle w, v \rangle = \frac{1}{2}|w|^2 - \frac{1}{2}|v|^2 \iff w = -v, \quad (1.15)$$

equality holds in (1.14) if and only if $y$ solves (1.13). Consequently the gradient flow trajectories of $\phi$ in $M$ can be characterized by the energy identity

$$\frac{d}{dt} \phi(y(t)) = -\frac{1}{2} |\nabla_x \phi(y(t))|^2_{y(t)} - \frac{1}{2} |\dot{y}(t)|^2_{y(t)}. \quad (1.16)$$

With suitable notions of modulus of the gradient and modulus of the derivative in metric spaces, the analogous of the identity (1.16) can be taken as definition of gradient flow trajectory in metric spaces. This generalization was performed by De Giorgi’s school in [18,19] with the theory of curves of maximal slope (see [5] where the theory is reformulated).

1.2. The formal interpretation of Otto

In [28] Otto proposed a formal interpretation of the space of probability measures on $\mathbb{R}^n$ as a sort of infinite dimensional Riemannian manifold. The “tangent space” at the “point” $\mu = u \mathcal{L}^n$ can be identified with a subspace of $L^2(\mu; \mathbb{R}^n)$ with the standard scalar product

$$\langle v, w \rangle_{L^2(\mu; \mathbb{R}^n)} := \int_{\mathbb{R}^n} \langle v, w \rangle u \, dx, \quad (1.17)$$

where $\langle \cdot, \cdot \rangle$ denotes the standard scalar product on $\mathbb{R}^n$. 
Given a smooth curve $t \mapsto u_t$ of probability densities, the associated tangent vector $v_t$ can be characterized as the vector field satisfying the continuity equation

$$\partial_t u + \text{div}(u_t v_t) = 0 \quad (1.18)$$

and minimizing

$$\|v_t\|_{L^2(\mu_t; \mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} |v_t(x)|^2 u_t(x) \, dx,$$

where $\mu_t = u_t \mathcal{L}^n$. Differentiating the energy functional (1.9) along a smooth curve $t \mapsto u_t$ with tangent vector $v_t$, we formally obtain the chain rule

$$\frac{d}{dt} \phi(u_t) = \int_{\mathbb{R}^n} (F'(u_t) + V) \partial_t u_t \, dx = -\int_{\mathbb{R}^n} (F'(u_t) + V) \text{div}(v_t u_t) \, dx$$

$$= \int_{\mathbb{R}^n} \langle \nabla F'(u_t) + \nabla V, v_t \rangle u_t \, dx = \left\langle \frac{\nabla f(u_t)}{u_t} + \nabla V, v_t \right\rangle_{L^2(\mu_t; \mathbb{R}^n)}, \quad (1.19)$$

where the last equality is obtained by observing that

$$u \nabla F'(u) = \nabla (u F'(u) - F(u)) = \nabla f(u). \quad (1.20)$$

Since

$$\left\langle \frac{\nabla f(u_t)}{u_t} + \nabla V, v_t \right\rangle_{L^2(\mu_t; \mathbb{R}^n)} \geq -\left\| \frac{\nabla f(u_t)}{u_t} + \nabla V \right\|_{L^2(\mu_t; \mathbb{R}^n)} \|v_t\|_{L^2(\mu_t; \mathbb{R}^n)}$$

$$\geq -\frac{1}{2} \left\| \frac{\nabla f(u_t)}{u_t} + \nabla V \right\|^2_{L^2(\mu_t; \mathbb{R}^n)} - \frac{1}{2} \|v_t\|_{L^2(\mu_t; \mathbb{R}^n)}^2, \quad (1.21)$$

we can say, in formal analogy to (1.16), that $u$ is a trajectory of the gradient flow of $\phi$ with respect to the formal Otto’s structure if

$$\frac{d}{dt} \phi(u_t) = -\frac{1}{2} \left\| \frac{\nabla f(u_t)}{u_t} + \nabla V \right\|^2_{L^2(\mu_t; \mathbb{R}^n)} - \frac{1}{2} \|v_t\|_{L^2(\mu_t; \mathbb{R}^n)}^2. \quad (1.22)$$

Taking into account the chain rule (1.19) and (1.15), we can deduce that $u$ satisfies (1.22) if and only if

$$v_t = -\left( \frac{\nabla f(u_t)}{u_t} + \nabla V \right) \quad (1.23)$$

(the equality in (1.23) is understood in $L^2(\mu_t; \mathbb{R}^n)$). Recalling that $u$ satisfies (1.18), from (1.23) we can deduce that a gradient flow trajectory $u$ solves the partial differential equation (1.1) with $A \equiv I$.

Formally, the natural distance between two probability densities $u^0, u^1$ induced by the Otto’s structure is

$$d^2(u^0, u^1) = \inf \left\{ \int_0^1 \|v_t\|^2_{L^2(\mu_t; \mathbb{R}^n)} \, dt : \partial_t u_t + \text{div}(v_t u_t) = 0, u_0 = u^0, u_1 = u^1 \right\}. \quad (1.24)$$

As showed in [5,7], the distance (1.24) coincides with the already known Wasserstein distance between probability measures in $\mathbb{R}^n$.

In general the equation (1.1) with $A \not\equiv I$ has the structure

$$\partial_t u + \text{div}(u_t v_t) = 0, \quad (1.25)$$

$$v_t = -A \left( \frac{\nabla f(u_t)}{u_t} + \nabla V \right). \quad (1.26)$$
In order to obtain an inequality like (1.21) with the vector (1.26) instead of (1.23) it is sufficient to change the scalar product (1.17), on the “tangent space” of the space of probability densities at the “point” \( \mu = u \mathcal{L}^n \), with the new scalar product, induced by the matrix \( G := A^{-1} \),

\[
\langle v, w \rangle_{L^2_\gamma(\mu, \mathbb{R}^n)} := \int_{\mathbb{R}^n} \langle Gv, w \rangle \, du
\]

(1.27)

The chain rule (1.19) can be rewritten as

\[
\frac{d}{dt} \phi(u_t) = \left\langle \frac{A \nabla f(u_t)}{u_t} + A \nabla V, v_t \right\rangle_{L^2_\gamma(\mu, \mathbb{R}^n)}
\]

(1.28)

and, denoting as usual \( \|v\|^2_{L^2_\gamma(\mu, \mathbb{R}^n)} := \langle v, v \rangle_{L^2_\gamma(\mu, \mathbb{R}^n)} \), the inequality (1.21) reads

\[
\left\langle \frac{A \nabla f(u_t)}{u_t} + A \nabla V, v_t \right\rangle_{L^2_\gamma(\mu, \mathbb{R}^n)} \geq -\frac{1}{2} \left\| \frac{A \nabla f(u_t)}{u_t} + A \nabla V \right\|^2_{L^2_\gamma(\mu, \mathbb{R}^n)} - \frac{1}{2} \|v_t\|^2_{L^2_\gamma(\mu, \mathbb{R}^n)}.
\]

(1.29)

Analogously to (1.22) we can say that \( u \) is a trajectory of the gradient flow of \( \phi \) with respect to this modified formal Otto’s structure if

\[
\frac{d}{dt} \phi(u_t) = -\frac{1}{2} \left\| \frac{A \nabla f(u_t)}{u_t} + A \nabla V \right\|^2_{L^2_\gamma(\mu, \mathbb{R}^n)} - \frac{1}{2} \|v_t\|^2_{L^2_\gamma(\mu, \mathbb{R}^n)}.
\]

(1.30)

Also in this case, from (1.28), (1.30) and (1.15) we obtain that for a trajectory \( u \) of the gradient flow of \( \phi \) with respect this new structure, (1.26) holds. Finally from (1.25) we obtain that \( u \) solves (1.1).

The natural distance between two probability densities \( u^0, u^1 \), associated to this modified Otto’s structure, is

\[
d^2_G(u^0, u^1) = \inf \left\{ \int_0^1 \|v_t\|^2_{L^2_\gamma(\mu_t, \mathbb{R}^n)} \, dt : \partial_t u_t + \text{div}(v_t u_t) = 0, u_0 = u^0, u_1 = u^1 \right\}
\]

(1.31)

We will show in Corollary 2.5, in the same spirit of Benamou-Brenier and [5], that the distance \( d_G \) in (1.31) coincides with a particular Wasserstein distance in \( \mathbb{R}^n \) that we will define in the next paragraph and we will denote by \( W_G \).

### 1.3. Wasserstein distance

We first introduce the Borel measurable symmetric metric tensor \( G(x) := A^{-1}(x) \) satisfying (thanks to (1.3)) the uniform ellipticity condition:

\[
\Lambda^{-1} |\xi|^2 \leq \langle G(x) \xi, \xi \rangle \leq \Lambda^{-1} |\xi|^2, \quad \forall x \in \mathbb{R}^n, \quad \forall \xi \in \mathbb{R}^n.
\]

(1.32)

The Riemannian distance on \( \mathbb{R}^n \) induced by \( G \) is then defined by

\[
d(x, y) = \inf \left\{ \int_0^1 \sqrt{\langle G(\gamma(t)) \dot{\gamma}(t), \dot{\gamma}(t) \rangle} \, dt : \gamma \in AC([0, 1]; \mathbb{R}^n), \, \gamma(0) = x, \, \gamma(1) = y \right\},
\]

(1.33)

where \( AC([0, 1]; \mathbb{R}^n) \) denotes the set of absolutely continuous curves in \( \mathbb{R}^n \) parameterized in the interval \([0, 1]\). We denote by \( \mathbb{R}^n_G \) the metric space \( \mathbb{R}^n \) endowed with the distance \( d \).

The Wasserstein distance between two Borel probability measures \( \mu, \nu \) on \( \mathbb{R}^n_G \), with finite second moment, is defined by

\[
W_G(\mu, \nu) := \left( \min \left\{ \int_{\mathbb{R}^n \times \mathbb{R}^n} d^2(x, y) \, d\gamma(x, y) : \gamma \in \Gamma(\mu, \nu) \right\} \right)^{\frac{1}{2}},
\]

(1.34)
where $\Gamma(\mu, \nu)$, called the set of admissible plans between $\mu$ and $\nu$, is the set of all Borel probability measures on $\mathbb{R}^n \times \mathbb{R}^n$ with first marginal $\mu$ and second marginal $\nu$, i.e.

$$\Gamma(\mu, \nu) := \{ \gamma \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}^n) : \pi^1_\gamma = \mu, \pi^2_\gamma = \nu \},$$

where $\pi^1(x, y) := x$ and $\pi^2(x, y) := y$ are, respectively, the projections on the first and the second component and $\#$ denotes the push-forward operator on measures (see Sect. 2.2)

We denote by $\mathcal{P}_2(\mathbb{R}^n_2)$ the complete, separable metric space of Borel probability measures with finite 2-moment, endowed with the distance $W_G$ (for an introduction to Wasserstein distance see, e.g., [32]). We say that a curve $\mu : [0, 1] \to \mathcal{P}_2(\mathbb{R}^n_2)$, $t \mapsto \mu_t$ is a constant speed geodesic of the metric space $\mathcal{P}_2(\mathbb{R}^n_2)$ if

$$W_G(\mu_s, \mu_t) = |s - t| W_G(\mu_0, \mu_1), \quad \forall s, t \in [0, 1].$$

In the sequel we often identify the measures which are absolutely continuous with respect to the Lebesgue measure $\mathcal{L}^n$ with their densities.

1.4. The approximation scheme for gradient flows

The standard approach to show existence of solutions of equations having a gradient flow structure, is the variational formulation of the time discretization implicit Euler scheme. This method, in fact, was generalized to metric spaces in [17] with the theory of minimizing movements, and further developed in [2,5]. In our particular case the method can be stated as follows.

Given a time step $\tau > 0$ and an initial datum $u_0 \in D(\phi)$, define a sequence $u^k_\tau$ obtained by solving recursively

$$u^k_\tau \text{ minimizes in } D(\phi) \text{ the functional } u \mapsto \frac{1}{2\tau} W^2_G(u, u^{k-1}_\tau) + \phi(u), \quad k = 1, 2, 3, \ldots$$

starting from $u^0_\tau = u_0$. Defining the piecewise constant function

$$\pi_\tau(t) := u^k_\tau \quad \text{if} \quad t \in ((k-1)\tau, k\tau],$$

a limit point (with respect to the narrow convergence in the space of probability measures) of $\pi_\tau$ for $\tau \to 0$, is a candidate to solve the variational formulation of (1.1). We recall that a sequence of Borel probability measures on $\mathbb{R}^n$, $\mu_k \in \mathcal{P}(\mathbb{R}^n)$ narrowly converges to $\mu \in \mathcal{P}(\mathbb{R}^n)$ if

$$\lim_{k \to +\infty} \int_{\mathbb{R}^n} \varphi(x) d\mu_k(x) = \int_{\mathbb{R}^n} \varphi(x) d\mu(x), \quad \forall \varphi \in C_b(\mathbb{R}^n),$$

where $C_b(\mathbb{R}^n)$ is the space of continuous bounded functions.

When $A \equiv I$, the convergence of $\pi_\tau$ to a solution of (1.1) is proved in [22] in the case of linear diffusion and [5] in the general case. In recent years, for other class of evolution equations, this kind of problem has attracted a lot of attention. Among many papers dealing with similar problems, particularly significant are [1,8,9,26,27]. The case of nonlinear diffusion equations with time-dependent coefficients is considered in [29]. A particular case of one dimensional variable coefficient Fokker-Planck equation is considered in [23].

We point out that the proof of [22], in the case of linear diffusion and a smooth potential $V$, is based on a sort of "first variation" of the functional $u \mapsto \frac{1}{2\tau} W^2_G(u, u^{k-1}_\tau) + \phi(u)$. It would not be too difficult to extend this technique when $A$ is of class $C^2$. Here, motivated by the desire to work with lower regularity assumptions on $A$, we adopt a purely metric approach, which works when $G = A^{-1}$ satisfies the following lower semi-continuity property:

$$\text{the map } x \mapsto \langle G(x)\xi, \xi \rangle \text{ is lower semi-continuous } \forall \xi \in \mathbb{R}^n$$

(see also Rem. 1.2 for other conditions). Our approach is based on the theory of minimizing movements and the theory of curves of maximal slope in metric spaces taking as a reference [5].
1.5. Statement of the main result

With the usual identification of the absolutely continuous measures with their densities, the energy functional \( \phi \) can be thought as a functional defined on the metric space \( \mathcal{P}_2(\mathbb{R}^n_G) \) in this way, \( \phi : \mathcal{P}_2(\mathbb{R}^n_G) \to (\infty, +\infty) \)

\[
\phi(\mu) = \left\{ \begin{array}{ll}
\int_{\mathbb{R}^n} F(u(x)) \, dx + \int_{\mathbb{R}^n} V(x)u(x) \, dx & \text{if } \mu = u\mathcal{L}^n \in \mathcal{P}_2(\mathbb{R}^n_G) \\
\infty & \text{otherwise},
\end{array} \right.
\]

where \( \mathcal{P}_2(\mathbb{R}^n_G) \) denotes the subset of \( \mathcal{P}_2(\mathbb{R}^n_G) \) consisting of absolutely continuous measures with respect to the Lebesgue measure \( \mathcal{L}^n \). With this convention, the effective domain of \( \phi \), i.e. the set \( \{ \mu \in \mathcal{P}_2(\mathbb{R}^n_G) : \phi(\mu) < +\infty \} \) coincides with (1.10).

In order to motivate the following definition we observe that for a smooth solution \( u \) of the equation (1.1), by the same calculation leading to (1.19), we obtain that the rate of decay of the energy \( \phi \) along the solution \( u \) is

\[
\frac{d}{dt} \phi(\mu_t) = -\left\| \frac{\nabla f(u)}{u} + \frac{\nabla V}{L^2(\mu_t;\mathbb{R}^n)} \right\|^2.
\]

It is then natural to define the functional

\[
g(\mu) := \left\{ \begin{array}{ll}
\left\| \frac{\nabla f(u)}{u} + \frac{\nabla V}{L^2(\mu;\mathbb{R}^n)} \right\| & \text{if } \mu = u\mathcal{L}^n \in D(g) \\
\infty & \text{otherwise},
\end{array} \right.
\]

where the domain of \( g \) is defined by

\[
D(g) := \{ \mu = u\mathcal{L}^n \in D(\phi) : f(u) \in W^{1,1}_{\text{loc}}(\mathbb{R}^n), \frac{\nabla f(u)}{u} + \nabla V \in L^2(\mu;\mathbb{R}^n) \}.
\]

We observe that the definition of \( g \) makes sense. Indeed the set where \( u = 0 \) has null \( \mu \) measure and the internal part of the domain of \( V \), \( \Omega := \text{Int}(D(V)) \) is not empty when \( \phi \) is proper. The gradient of \( V \), \( \nabla V \), is defined \( \mathcal{L}^n \)-a.e. in \( \Omega \) (indeed the convexity of \( V \) implies that \( V \) is locally Lipschitz in \( \Omega \) and consequently \( \mathcal{L}^n \)-a.e. differentiable in \( \Omega \) (see, e.g., [21])). Moreover for every \( \mu \in D(\phi) \) the support of \( \mu \) has to be contained in \( \Omega \), and then all the integrals on the whole \( \mathbb{R}^n \) with respect to the measure \( \mu \) are in effect integrals on \( \Omega \), where \( \nabla V \) is defined.

We recall that a curve \( \mu : I \to \mathcal{P}_2(\mathbb{R}^n_G) \), where \( I \) is an interval, is called absolutely continuous if there exists \( m \in L^1(I) \) such that \( W_G(\mu_t;\mu_s) \leq \int_s^t m(r) \, dr \) for every \( s, t \in I, \ s < t \). For any absolutely continuous curve \( \mu : I \to \mathcal{P}_2(\mathbb{R}^n_G) \), there exists the metric derivative (see [5]) defined by

\[
|\mu'(t)| := \lim_{h \to 0} \frac{W_G(\mu_{t+h};\mu_t)}{|h|}, \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I.
\]

We denote by \( AC^2_{\text{loc}}([0, +\infty); \mathcal{P}_2(\mathbb{R}^n_G)) \) the space of locally absolutely continuous curves \( \mu : [0, +\infty) \to \mathcal{P}_2(\mathbb{R}^n_G) \), (i.e. \( \mu \) is absolutely continuous in any bounded subinterval of \([0, +\infty)\)) such that \( |\mu'| \) belongs to \( L^2_{\text{loc}}([0, +\infty)) \).

**Theorem 1.1** (existence and convergence). Assume that \( A \) satisfies (1.3) and (1.39), \( F \) satisfies (1.5), (1.6), (1.7), (1.8) and \( V \) satisfies (1.4).

Then for every sequence \( \tau_n \to 0 \) there exists a subsequence (still denoted by \( \tau_n \)) and a curve \( \mu \in AC^2_{\text{loc}}([0, +\infty); \mathcal{P}_2(\mathbb{R}^n_G)) \) such that

\[
\mathcal{W}_{\tau_n}(t) \text{ narrowly converges to } \mu_t, \quad \forall t \in [0, +\infty).
\]
For every $t \in [0, +\infty)$ the measure $\mu_t$ is absolutely continuous with respect to the Lebesgue measure, and the function $u$ defined by $\mu_t = u_t \mathcal{L}^n$ satisfies

$$f(u) \in L^1_{\text{loc}}([0, +\infty); W^{1, 1}_{\text{loc}}(\mathbb{R}^n)), \quad t \mapsto g(\mu_t) \in L^2_{\text{loc}}([0, +\infty)),$$

the function $t \mapsto \phi(\mu_t)$ is locally absolutely continuous and the energy identity holds

$$\frac{d}{dt} \phi(\mu_t) = -\frac{1}{2} g(\mu_t)^2 - \frac{1}{2} |\mu'|^2(t) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in [0, +\infty),$$

and $u$ is a weak solution of the variable coefficients nonlinear diffusion equation (1.1), in the sense that

$$\frac{d}{dt} \int_{\mathbb{R}^n} \varphi(x) u_t(x) \, dx = \int_{\mathbb{R}^n} \langle A(x) \nabla (f(u_t(x))) + A(x) \nabla V(x) u_t(x), \nabla \varphi(x) \rangle \, dx \quad \forall \varphi \in C^2_c(\mathbb{R}^n),$$

where the equality is understood in the sense of distributions in $(0, +\infty)$.

Moreover the following convergence results hold:

$$\lim_{n \to \infty} \phi(M_{\tau_n}(t)) = \phi(\mu_t) \quad \forall t \in [0, +\infty),$$

$$\lim_{n \to \infty} g(M_{\tau_n}(t)) = g(\mu_t) \quad \text{in } L^2_{\text{loc}}([0, +\infty)),$$

$$\lim_{n \to \infty} |M'_{\tau_n}| = |\mu'| \quad \text{in } L^2_{\text{loc}}([0, +\infty)),$$

where $|M'_{\tau}|$ is the piecewise constant function defined by

$$|M'_{\tau}|(t) := \frac{W_G(M^0_{\tau}, M^{n-1}_{\tau})}{\tau} \quad \text{if } t \in ((n-1)\tau, n\tau).$$

### 1.6. Strategy of the proof

The general strategy used here is that of make rigorous the formal assertions given in the paragraph of the Otto’s interpretation. This strategy was used in the case $A \equiv I$ in [5]. In our case, new difficulties arise because the Wasserstein distance $W_G$ is induced by a non-flat metric, and the functional $\phi$ is in general not convex along geodesics in $\mathcal{P}_2(\mathbb{R}^n)$. On the other hand, under our assumptions on $F$ and $V$, the metric theory in [5] ensures the well-posedness of the scheme (1.36) and yields the existence of a curve of probability measures $\mu : [0, +\infty) \to \mathcal{P}_2(\mathbb{R}^n)$, $t \mapsto \mu_t$, belonging to the space $AC^2_{\text{loc}}([0, +\infty); \mathcal{P}_2(\mathbb{R}^n))$, which is a so-called curve of maximal slope for $\phi$ in $\mathcal{P}_2(\mathbb{R}^n)$. Roughly speaking, a curve of maximal slope is an absolutely continuous curve satisfying a metric version of the energy identity (1.30), more precisely

$$\frac{d}{dt} \phi(\mu_t) = -\frac{1}{2} |\mu'|^2(t) - \frac{1}{2} |\partial^- \phi|_G^2(\mu_t),$$

where $|\partial^- \phi|_G$ is an abstract object, defined in (3.10), which generalizes the modulus of the gradient and $|\mu'|$ is the metric derivative defined in (1.44). In order to recover the energy identity (1.30) from the metric energy identity (1.53) and to show that $u$ solves (1.1), we will take the following three steps.

The first step, performed in Section 2 and interesting by itself, consists in the study of the existence and uniqueness of a vector field $v$ associated to a curve $\mu \in AC^2([0, T]; \mathcal{P}_2(\mathbb{R}^n))$ such that the continuity equation holds

$$\partial_t \mu_t + \text{div}(v_t \mu_t) = 0$$

and the following equality holds

$$|\mu'(t)| = \|v_t\|_{L^2_G(\mu_t, \mathbb{R}^n)}.$$
The vector field \( \mathbf{v} \) associated to the curve \( \mu \) plays the role of the tangent vector field to the curve \( \mu \). The content of Section 2 is a non trivial extension of the analogous theory in the space \( \mathcal{P}_2(\mathbb{R}^n) \) developed in Chapter 8 of [5].

Remark 1.2. Theorem 1.1 provides also the existence of a weak solution of equation (1.1) when the matrix energy identity (1.30), and (1.54), we obtain that

\[
|\partial^\mu \phi|_{G}(\mu_t) = \left| \frac{A\nabla f(u_t)}{u_t} + A\nabla V \right|_{L^2_{\mu}(\mu, \mathbb{R}^n)},
\]  

which is obtained in (3.27) of Section 3.

In the second step we establish the following equality along the curve \( \mu_t \)

\[
\frac{d}{dt} \phi(\mu_t) = \int_{\mathbb{R}^n} \left\langle \frac{\nabla f(u_t)}{u_t} + \nabla V, \mathbf{v}_t \right\rangle u_t \, dx = \left\langle \frac{A\nabla f(u_t)}{u_t} + A\nabla V, \mathbf{v}_t \right\rangle_{L^2_{\mu}(\mu, \mathbb{R}^n)},
\]

and this follows without difficulties from the analogous result in the space \( \mathcal{P}_2(\mathbb{R}^n) \) as shown in Lemma 3.4.

Thanks to (1.55) and (1.56), the energy identity (1.30) follows from (1.53). From the chain rule (1.57), the energy identity (1.30) and (1.54), we obtain that \( u \) is a weak solution of (1.1).

Remark 1.6, \( \text{Asymptotic behaviour} \)

Theorem 1.3 (asymptotic behaviour). In addition to the assumptions of Theorem 1.1 we assume that the potential \( V \) is \( \alpha \)-convex for some \( \alpha > 0 \), i.e.

\[
V(tx + (1 - t)y) \leq tV(x) + (1 - t)V(y) - \frac{1}{2}\alpha t(1 - t)|x - y|^2, \quad \forall x, y \in \mathbb{R}^n, \quad \forall t \in [0, 1].
\]

Then there exists a unique minimizer \( \mu_\infty = u_\infty \mathcal{L}^n \) of the functional \( \phi \) (\( \mu_\infty \) is called stationary state) and we have

\[
g(\mu)^2 \geq 2\lambda \alpha (\phi(\mu) - \phi(\mu_\infty)) \quad \forall \mu \in D(\phi),
\]

where \( \lambda \) is the ellipticity constant of the matrix \( A \) in (1.3). Moreover, for every \( \mu_0 \in D(\phi) \), denoting by \( \mu_t \) the corresponding solution given by Theorem 1.1, we have

\[
\phi(\mu_t) - \phi(\mu_\infty) \leq e^{-2\lambda \alpha t}(\phi(\mu_0) - \phi(\mu_\infty)) \quad \forall t \in (0, +\infty)
\]
Remark 1.4. The convergence in generalized entropy (1.59) yields, in the most relevant cases, the strong $L^1(\mathbb{R}^n)$ convergence with rates depending, in general, on the nonlinearity of $F$ and the properties of $\mu_\infty$. In the case of linear diffusion $F(u) = u \log u$, by means of the Csiszár-Kullback inequality
\[
\|u_t - u_\infty\|_{L^1(\mathbb{R}^n)} \leq 2(\phi(\mu_t) - \phi(\mu_\infty)),
\]
we obtain
\[
\|u_t - u_\infty\|_{L^1(\mathbb{R}^n)} \leq e^{-\lambda t} \sqrt{2(\phi(\mu_0) - \phi(\mu_\infty))} \quad \forall t \in (0, +\infty).
\] (1.61)
In the case of porous medium type diffusion $F(u) = u^n$, Theorem 31 of [10] (see also [28]) can be applied in the case $m \leq 2$ (see the case (d) after the theorem) and yields
\[
\|u_t - u_\infty\|_{L^1(\mathbb{R}^n)} \leq C(\phi(\mu_t) - \phi(\mu_\infty))^{1/2},
\] (1.62)
whereas Theorem 32 of [10] can be applied in the case $m \geq 2$ and yields
\[
\|u_t - u_\infty\|_{L^1(\mathbb{R}^n)} \leq C(\phi(\mu_t) - \phi(\mu_\infty))^{1/m}.
\] (1.63)
In the general nonlinear case, under some assumptions relating the nonlinear function $F$ and $\mu_\infty$ that must be checked in every particular case, Theorem 25 in [10] yields the inequality
\[
\|u_t - u_\infty\|_{L^1(\mathbb{R}^n)} \leq U(\phi(\mu_t) - \phi(\mu_\infty))
\] (1.64)
where the function $U : [0, +\infty) \to [0, +\infty)$ is an increasing function continuous at 0, depending on the nonlinearity $F$ and, in a non explicit way, on the properties of $u_\infty$.

1.8. Contractivity

In recent years, the issue of the Wasserstein distance contractivity for the solutions of several classes of evolution equations has attracted a lot of attention. In general the $\alpha$-contractivity of the gradient flow of a functional $\phi$ in a geodesic metric space is frequently a consequence of the $\alpha$-convexity of the functional $\phi$ along geodesics of the metric space (see [12] in the space $\mathcal{P}_2(\mathbb{R}_+)$, [33] in $\mathcal{P}_2(\mathcal{M})$ where $\mathcal{M}$ is a Riemannian manifold, and [5] in the abstract metric context). As we will observe in Remark 1.6 below, $\phi$ is, in general, not convex along geodesics in $\mathcal{P}_2(\mathbb{R}_+)$ and the condition characterizing the $\alpha$-convexity of $\phi$ in the linear case in $\mathcal{P}_2(\mathbb{R}_+)$ is (1.69). This condition implies the $\alpha$-contractivity of the gradient flow of $\phi$ with respect to $W_G$ (see [30,33]). The condition (1.69), which requires the $C^2$ regularity of $A$ and $V$, could be hard to check and difficult to write in terms of the coefficients of $A$ and their partial derivatives. In the following theorem we present a condition that could be easier to check than (1.69) and implies $\alpha$-contractivity with respect to the Wasserstein distance $W_I$.

Theorem 1.5. Assume that $A = \alpha I$ with $\alpha \in C^1(\mathbb{R}^n)$ and the condition (1.3) holds, and let $F(u) = u \log u$.

Let $\mu^0_1 = u^0_1 \mathcal{L}^n \in D(\phi)$, $\mu^0_2 = u^0_2 \mathcal{L}^n \in D(\phi)$ and $\mu^1_t = u_1^t \mathcal{L}^n$, $\mu^2_t = u_2^t \mathcal{L}^n$ the solutions given by Theorem 1.1. If there exists $\alpha \in \mathbb{R}$ such that
\[
\langle \nabla a(x) - \nabla a(y), x - y \rangle - \langle a(x) \nabla V(x) - a(y) \nabla V(y), x - y \rangle + \alpha \sqrt{a(x) - a(y)} ^2 \leq -\alpha |x - y|^2 \quad \forall x, y \in \mathbb{R}^n,
\] (1.65)
then
\[
W_I(\mu^1_t, \mu^2_t) \leq e^{-\alpha t} W_I(\mu^0_1, \mu^0_2) \quad \forall t \in (0, +\infty).
\] (1.66)
We observe that, by the equivalence of the Wasserstein distances 
\[ \sqrt{\lambda^{-1}} W_t(\mu, \nu) \leq W_G(\mu, \nu) \leq \sqrt{\lambda^{-1}} W_t(\mu, \nu), \]
from (1.66) we obtain immediately that 
\[ W_G(\mu^1_t, \mu^2_t) \leq \sqrt{\lambda/\lambda} e^{-\alpha t} W_G(\mu^1_0, \mu^2_0) \quad \forall t \in (0, +\infty). \] (1.67)
Clearly the most interesting case in Theorem 1.5 is \( \alpha > 0 \), where \( W_G(\mu^1_t, \mu^2_t) \to 0 \) with exponential decay as \( t \to +\infty \).

**Remark 1.6** (convexity of the entropy and Ricci curvature). The space \( \mathbb{R}^n_G \) with the metric tensor \( G \) is a Riemannian manifold of class \( C^k \) when the dependence of \( A \) on \( x \in \mathbb{R}^n \) is of class \( C^{k-1} \). The intrinsic measure on \( \mathbb{R}^n_G \) is the Riemannian volume measure \( \gamma = (\det G)^{1/2} \mu_G \).

Given a Borel probability measure \( \mu \) on \( \mathbb{R}^n \), absolutely continuous with respect to \( \mathcal{L}^n \) (or equivalently with respect to \( \gamma \)), we denote by \( \mu = \rho \gamma \) and \( \mu = u \mathcal{L}^n \) its densities. Clearly we have that \( u = (\det G)^{1/2} \rho \). The relative entropy of \( \mu \) with respect to \( \gamma \) is defined by
\[ H_\gamma(\mu) := \int_{\mathbb{R}^n} \rho \log \rho \, d\gamma, \]
and it can be rewritten as 
\[ H_\gamma(\mu) = \int_{\mathbb{R}^n} u \log u \, dx - \frac{1}{2} \int_{\mathbb{R}^n} \log(\det G) u \, dx. \]
By the result of [30], defining \( V_G(x) := \frac{1}{2} \log(\det G(x)) \), the functional
\[ \phi(\mu) := \int_{\mathbb{R}^n} u \log u \, dx + \int_{\mathbb{R}^n} V \, d\mu = H_\gamma(\mu) + \int_{\mathbb{R}^n} (V_G + V) \, d\mu, \]
is \( \alpha \)-convex along geodesics in \( \mathcal{P}_2(\mathbb{R}^n_G) \), i.e.
\[ \phi(\mu_t) \leq (1 - t)\phi(\mu_0) + t\phi(\mu_1) - \frac{1}{2} \alpha t(1 - t) W_G^2(\mu_0, \mu_1), \quad \forall \mu_0, \mu_1 \in D(\phi), \]
\[ \forall t : [0, 1] \to \mathcal{P}_2(\mathbb{R}^n_G) \] constant speed geodesic connecting \( \mu_0 \) to \( \mu_1 \), \( \forall t \in [0, 1] \),
if and only if
\[ \text{Ric}_x + \text{Hess}_x(V_G + V) \geq \alpha. \] (1.69)
In (1.69) \( \text{Ric}_x \) denotes the quadratic form associated to the Ricci tensor in the Riemannian manifold \( \mathbb{R}^n_G \) and \( \text{Hess}_x \) is the Hessian quadratic form of \( V \) (with respect to the Riemannian structure).

In general the expression of condition (1.69) in coordinates is complicated and hard to check. For instance we explicit condition (1.69) in the case \( n = 2 \) and \( G(x) = g(x)I \). The components of the Ricci tensor are \( R_{ij} = R^s_{ij} \) (the sum is understood when the index are repeated) where \( R^s_{ijk} = \Gamma^s_{ik} \Gamma^j_{jm} - \Gamma^s_{jm} \Gamma^j_{ik} + \partial_k \Gamma^s_{ij} - \partial_i \Gamma^s_{jk} \) are the components of the Riemann curvature tensor and \( \Gamma^s_{ij} = \frac{1}{2}(\partial_i \partial_j g - \partial_i g \partial_j) \) are the Christoffel symbols. The components of the Hess of \( V \) are \( H_{ij} = \partial^2_{x_i x_j} V - \Gamma^k_{ij} \partial_k V \). Computing the Christoffel symbols we obtain \( \Gamma^1_{11} = \Gamma^2_{12} = \Gamma^2_{22} = -\Gamma^1_{22} = \frac{1}{2} \partial_{x_2} \log g \) and \( \Gamma^2_{22} = \Gamma^1_{12} = \Gamma^2_{12} = -\Gamma^1_{12} = \frac{1}{2} \partial_{x_2} \log g \). Substituting in the components of the Ricci tensor we obtain \( R_{11} = R_{22} = -\frac{1}{2} \Delta \log g = -\frac{1}{2} \partial^2_{x_1 x_1} \log g + \partial^2_{x_1 x_2} \log g \) and \( R_{12} = R_{21} = 0 \). The condition (1.69) can be written as
\[ -\frac{1}{2} \Delta \log g I + H(\log g) - \frac{1}{2} \nabla \log g \otimes \nabla \log g + \frac{1}{2} \nabla \nabla \log g \otimes \nabla \nabla \log g + H(V) - \frac{1}{2} \nabla \log g \otimes \nabla V + \frac{1}{2} \nabla \nabla \log g \otimes \nabla V - \alpha g I \geq 0 \]
in the sense of positive definite matrix, where \( H(\varphi) \) is the Hessian matrix with respect to the euclidean metric and \( \nabla^2 \varphi = (\partial_{x_2} \varphi, -\partial_{x_1} \varphi) \). This condition is exactly the Bakry-Emery condition for logarithmic Sobolev inequalities (see condition (A1) in [6]), precisely
\[
\frac{1}{2} \Delta a I - \frac{1}{2} \langle \nabla a, \nabla V \rangle I - H(a) + a H(V) + \frac{1}{2} \nabla a \otimes \nabla V + \frac{1}{2} \nabla V \otimes \nabla a - \alpha I \geq 0.
\]
The equivalence between the two conditions can be proved by using the relations \( \partial_x a = -\frac{1}{2} \partial_x \log g \), \( \partial_x \partial_x a = \frac{1}{2} \partial_x \log g \partial_x \log g - \partial_x^2 \varphi \), and \( \nabla \varphi \otimes \nabla \psi - \nabla^2 \varphi \otimes \nabla^2 \psi = \nabla \varphi \otimes \nabla \psi + \nabla \psi \otimes \nabla \varphi - \langle \nabla \varphi, \nabla \psi \rangle I \).

1.9. Contents of the rest of the paper

The proofs of Theorems 1.1, 1.3 and 1.5 are given in Section 3, together with some lemmata and the definition of curve of maximal slope. In the following Section 2 we study the continuity equation and its link with Wasserstein distance in \( \mathbb{R}^n \) with the non smooth Riemannian metric \( G \).

2. Continuity equation in \( \mathbb{R}^n \) with a non smooth Riemannian metric

2.1. Metric derivative of absolutely continuous curves in \( \mathbb{R}^n_G \)

We recall that \( \mathbb{R}^n_G \) denotes the metric space \( \mathbb{R}^n \) endowed with the distance \( d \) defined in (1.33). Given an interval \( I \), a curve \( u : I \to \mathbb{R}^n_G \) is called absolutely continuous if there exists \( m \in L^1(I) \) such that \( d(u(t), u(s)) \leq \int_s^t m(\tau) d\tau \) for every \( s, t \in I \), \( s < t \). We denote by \( AC(I; \mathbb{R}^n_G) \) the class of absolutely continuous curves from the interval \( I \) on \( \mathbb{R}^n_G \). Clearly the condition (1.32) implies that the distance \( d \) is equivalent to the euclidean one. Then it follows that \( AC(I; \mathbb{R}^n_G) = AC(I; \mathbb{R}^n) \). We recall that for every absolutely continuous curve \( u \in AC(I; \mathbb{R}^n_G) \) there exists the metric derivative (see [5]) defined and denoted by
\[
|u'(t)| := \lim_{h \to 0} \frac{d(u(t + h), u(t))}{|h|} \quad \text{for } \mathcal{L}^1 \text{-a.e. } t \in I. \quad (2.1)
\]

The following proposition shows that, under a suitable lower semi continuity assumption on \( G \), the metric derivative of absolutely continuous curves in \( \mathbb{R}^n_G \) coincides with the norm (on the tangent space of the Riemannian manifold \( \mathbb{R}^n_G \)) of the pointwise derivative.

**Proposition 2.1.** We assume that the application
\[
x \mapsto (G(x)\xi, \xi) \quad \text{is lower semi continuous} \quad \forall \xi \in \mathbb{R}^n. \quad (2.2)
\]

If \( u \in AC(I; \mathbb{R}^n_G) \), where \( I \) is an interval, then \( \dot{u}(t) := \lim_{h \to 0} \frac{u(t + h) - u(t)}{h} \) exists for \( \mathcal{L}^1 \)-a.e. \( t \in I \) and
\[
|u'(t)| = \sqrt{(G(u(t)) \dot{u}(t), \dot{u}(t))} \quad \text{for } \mathcal{L}^1 \text{-a.e. } t \in I. \quad (2.3)
\]

**Proof.** The existence of \( \dot{u}(t) \) and \( |u'(t)| \) for \( \mathcal{L}^1 \)-a.e. \( t \in I \) is well known.

In order to prove (2.3) we choose \( t \in I \) such that \( |u'(t)| \) and \( \dot{u}(t) \) exist. Using the curve \( s \in [0, 1] \mapsto u(t + sh) \), which connects \( u(t) \) to \( u(t + h) \), we can estimate
\[
d(u(t + h), u(t)) \leq \int_0^1 \sqrt{(G(u(t + sh)) \dot{u}(t + sh), \dot{u}(t + sh))} \, ds
\]
\[
= \left| \int_0^{t+h} \sqrt{(G(u(\tau)) \dot{u}(\tau), \dot{u}(\tau))} \, d\tau \right|.
\]
Then it follows that
\[ |u'(t)| \leq \sqrt{\langle G(u(t)) \dot{u}(t), \dot{u}(t) \rangle} \]
for any Lebesgue point of \( \tau \mapsto \sqrt{\langle G(u(\tau)) \dot{u}(\tau), \dot{u}(\tau) \rangle} \).

Conversely, by the assumption of lower semi continuity (2.2), for every \( \varepsilon > 0 \) and every \( \xi_0 \in S^{n-1} := \{ \xi \in \mathbb{R}^n : |\xi| = 1 \} \), there exists \( \delta_\varepsilon(\xi_0) > 0 \) such that
\[ \langle G(x)\xi_0, \xi_0 \rangle \geq \langle G(u(t))\xi_0, \xi_0 \rangle - \varepsilon/2 \quad \forall x \in B_{\delta_\varepsilon(\xi_0)}(u(t)), \tag{2.4} \]
where \( B_\delta(y) := \{ z \in \mathbb{R}^n : |z - y| < \delta \} \).

By the bilinearity and the symmetry of the map \( (\xi, \tilde{\xi}) \mapsto \langle G(y)\xi, \tilde{\xi} \rangle \) and the Cauchy-Schwartz inequality we have that
\[ |\langle G(y)\xi_1, \xi_1 \rangle - \langle G(y)\xi_2, \xi_2 \rangle| = |\langle G(y)(\xi_1 + \xi_2), \xi_1 - \xi_2 \rangle| \]
\[ \leq \langle G(y)(\xi_1 + \xi_2), \xi_1 + \xi_2 \rangle^{1/2} \langle G(y)(\xi_1 - \xi_2), \xi_1 - \xi_2 \rangle^{1/2} \]
and using the ellipticity condition (1.32) we obtain that
\[ |\langle G(y)\xi_1, \xi_1 \rangle - \langle G(y)\xi_2, \xi_2 \rangle| \leq 2\lambda^{-1}|\xi_1 - \xi_2|, \quad \forall y \in \mathbb{R}^n, \quad \forall \xi_1, \xi_2 \in S^{n-1}. \tag{2.5} \]

From (2.4) and (2.5) it follows that
\[ \langle G(x)\xi, \xi \rangle \geq \langle G(u(t))\xi, \xi \rangle - \varepsilon \quad \forall x \in B_{\delta_\varepsilon(\xi_0)}(u(t)), \quad \forall \xi \in B_{2\lambda/\delta}(\xi_0) \cap S^{n-1}. \tag{2.6} \]

Choosing a finite set \( \{ \xi_i \in S^{n-1} : i = 0, 1, \ldots, N_\varepsilon \} \) such that the family \( \{ B_{2\lambda/\delta}(\xi_i) \cap S^{n-1} \}_{i=0,1,\ldots,N_\varepsilon} \) covers \( S^{n-1} \), and setting \( \delta_\varepsilon := \min\{ \delta_\varepsilon(\xi_i) : i = 0, 1, \ldots, N_\varepsilon \} \), from (2.6) we obtain
\[ \langle G(x)\xi, \xi \rangle \geq \langle G(u(t))\xi, \xi \rangle - \varepsilon \quad \forall x \in B_{\delta_\varepsilon}(u(t)), \quad \forall \xi \in S^{n-1} \tag{2.7} \]
Finally the bilinearity of the map \( \xi \mapsto \langle G\xi, \xi \rangle \), shows that
\[ \langle G(x)\xi, \xi \rangle \geq \langle G(u(t))\xi, \xi \rangle - \varepsilon |\xi|^2 \quad \forall x \in B_{\delta_\varepsilon}(u(t)), \quad \forall \xi \in \mathbb{R}^n. \tag{2.7} \]

By the continuity of \( u \) there exists \( h_\varepsilon > 0 \) such that for every \( h, |h| < h_\varepsilon \) we have \( u(t + h) \in B_{\delta_\varepsilon}(u(t)) \). By the ellipticity assumption (1.32), the symmetric matrix \( G(u(t)) - \varepsilon I \) is positive definite when \( \varepsilon < \Lambda^{-1} \). Since the Riemannian distance induced by \( \tilde{G} \) in \( B_{\delta_\varepsilon}(u(t)) \) coincides with \( d \) and \( G(u(t)) - \varepsilon I \) is a constant metric tensor in \( B_{\delta_\varepsilon}(u(t)) \) (the geodesics in this last case are the segments), (2.7) yields
\[ d(u(t + h), u(t)) \geq \sqrt{\langle (G(u(t)) - \varepsilon I)(u(t + h) - u(t)), u(t + h) - u(t) \rangle}. \]
Dividing by $|h|$ and passing to the limit for $h \to 0$ we obtain

$$|u'(t)| \geq \sqrt{\langle (G(u(t)) - \varepsilon I) \dot{u}(t), \dot{u}(t) \rangle}.$$ 

Being $\varepsilon$ arbitrary we conclude. □

**Remark 2.2.** We observe that the property of lower semi continuity (2.2) has been assumed only to prove the inequality

$$|u'(t)| \geq \sqrt{\langle G(u(t)) \dot{u}(t), \dot{u}(t) \rangle}.$$

The validity of the equality (2.3) is strictly linked to the possibility of reconstruct the metric $G$ by derivation of the distance $d$. More precisely the metric $G$ can be reconstructed by derivation of the distance $d$ if

$$\sqrt{\langle G(x, \xi) \rangle} = \lim_{t \to 0^+} \frac{d(x, \mu_t(\xi), x)}{t} \quad \forall \xi \in \mathbb{R}^n, \quad \forall x \in \mathbb{R}^n. \quad (2.8)$$

If the coefficients of $G$ are only Borel, there are examples where this property is not satisfied for $x$ in a set of positive Lebesgue measure (see [16]). For instance in $\mathbb{R}^2$, if we choose $G(x) = g(x)I$, $g(x) := 2 \chi_{E}(x) + 2 \chi_{\mathbb{R}^2 \setminus E}(x)$ where $E := \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \in \mathbb{Q} \text{ or } x_2 \in \mathbb{Q}\}$ and $\chi_A$ is the characteristic function of the set $A$, we have that $d(x, y) = |x_1 - y_1| + |x_2 - y_2|$, and the equality (2.8) is not satisfied for every $x \in \mathbb{R}^2$. Also for the intrinsic distance, defined in [14], which is independent of the equivalence class of $G$, in general this property is not satisfied in a set of positive Lebesgue measure as showed in [15] (example 5).

### 2.2. Absolutely continuous curves in Wasserstein spaces and continuity equation

#### 2.2.1. Push forward of measures

In this paragraph we recall the definition of the push forward operator on measures, frequently used throughout the paper.

We denote by $\mathcal{P}(X)$ the set of Borel probability measures on the separable metric space $X$. If $Y, Z$ are separable metric spaces, $\mu \in \mathcal{P}(Y)$ and $F : Y \to Z$ is a Borel map, the push forward of $\mu$ through $F$, denoted by $F#\mu \in \mathcal{P}(Z)$, is defined as follows:

$$F#\mu(B) := \mu(F^{-1}(B)) \quad \forall B \in \mathcal{B}(Z), \quad (2.9)$$

where $\mathcal{B}(Z)$ is the family of Borel subsets of $Z$. It is not difficult to check that this definition is equivalent to

$$\int_Z \psi(z) d(F#\mu)(z) = \int_Y \psi(F(y)) d\mu(y) \quad \forall \psi \in C_b(Z). \quad (2.10)$$

More generally the previous formula holds even if $\psi : Z \to \mathbb{R}$ is a bounded Borel function or an $F#\mu$-integrable function.

We also recall the following composition rule:

$$(G \circ F)#\mu = G#(F#\mu) \quad \forall \mu \in \mathcal{P}(Y), \quad \forall F : Y \to Z, G : Z \to W \text{ Borel maps.} \quad (2.11)$$

#### 2.2.2. Representation of absolutely continuous curves in Wasserstein spaces

Let $I := [0, T]$. In the case of the Wasserstein metric space $\mathcal{P}_2(\mathbb{R}^n)$, the curves of $AC^2(I ; \mathcal{P}_2(\mathbb{R}^n))$ (i.e. the absolutely continuous curves from $I$ to $\mathcal{P}_2(\mathbb{R}^n)$) such that their metric derivative, defined in (1.44), $|\mu'|$ belongs to $L^2(I)$) can be represented as superposition of curves of the same kind in the space $\mathbb{R}^n$. The superposition is represented by means of a probability measure on the space of continuous curves in $\mathbb{R}^n$, concentrated on the subset $AC^2(I; \mathbb{R}^n)$. This point of view was studied in [24] for arbitrary metric spaces. We recall here the main result adapted to our purposes.
We denote by $\Gamma$ the separable, complete metric space of continuous curves from the compact interval $I$ to $\mathbb{R}_G^n$, metrized by the distance of the uniform convergence $d_\infty(u,v) := \sup_{t \in I} d(u(t), v(t))$. We denote by $e_t$ the evaluation map, defined as follows:

$$
e_t: \Gamma \to \mathbb{R}_G^n, \quad e_t(u) := u(t), \quad t \in [0,T].$$

**Theorem 2.3.** If $\mu \in AC^2(I; \mathcal{P}_2(\mathbb{R}_G^n))$, then there exists $\eta \in \mathcal{P}(\Gamma)$ such that

(i) $\eta$ is concentrated on $AC^2(I; \mathbb{R}_G^n)$;

(ii) $(e_t)_{\#} \eta = \mu_t, \quad \forall t \in I$;

(iii) 

$$|\mu'(t)|^2 = \int_I |u'|^2(t) \, d\nu(u) \quad \text{for } L^1\text{-a.e. } t \in I.

2.2.3. Continuity equation and minimal vector field

Let $I = [0,T]$. Given a narrowly continuous (i.e. sequentially continuous with respect to the narrow convergence) curve $\mu: I \to \mathcal{P}_2(\mathbb{R}_G^n)$, $t \mapsto \mu_t$, we can associate to it the probability measure $\bar{\mu} \in \mathcal{P}(I \times \mathbb{R}^n)$ defined by

$$\int_{I \times \mathbb{R}^n} \psi(t,x) \, d\bar{\mu}(t,x) := \frac{1}{T} \int_0^T \int_{\mathbb{R}^n} \psi(t,x) \, d\mu_t(x) \, dt \quad (2.12)$$

for every bounded Borel function $\psi: I \times \mathbb{R}^n \to \mathbb{R}$. If $\nu: I \times \mathbb{R}^n \to \mathbb{R}^n$ is a time dependent vector field such that $\nu \in L^2(\bar{\mu}; \mathbb{R}^n)$, we say that $(\mu, \nu)$ satisfies the continuity equation

$$\partial_t \mu_t + \text{div}(\nu \mu_t) = 0 \quad (2.13)$$

if the relation

$$\frac{d}{dt} \int_{\mathbb{R}^n} \varphi \, d\mu_t = \int_{\mathbb{R}^n} \langle \nabla \varphi, \nu_t \rangle \, d\mu_t \quad \forall \varphi \in C_c^\infty(\mathbb{R}^n) \quad (2.14)$$

holds in the sense of distributions in the interval $(0,T)$.

For notational convenience, we define the following set,

$$EC(\mathbb{R}^n) := \{ (\mu, \nu): \mu: I \to \mathcal{P}_2(\mathbb{R}^n) \text{ is narrowly continuous, } \nu \in L^2(\bar{\mu}; \mathbb{R}^n), \text{(}}\mu, \nu\text{) satisfies the continuity equation} \}. \quad (2.16)$$

Given $\nu \in L^2(\bar{\mu}; \mathbb{R}^n)$, we observe that

$$\|\nu\|_{L^2(\bar{\mu}; \mathbb{R}^n)}^2 := \int_{\mathbb{R}^n} (G(x)\nu_t(x), \nu_t(x)) \, d\mu_t(x) < +\infty \quad \text{for } L^1\text{-a.e. } t \in I.$$

**Theorem 2.4.** Assume that $G$ satisfies (1.32) and (2.2).

If $\mu \in AC^2(I; \mathcal{P}_2(\mathbb{R}_G^n))$ then there exists a unique vector field $\tilde{\nu}: I \times \mathbb{R}^n \to \mathbb{R}^n$ such that $(\mu, \tilde{\nu}) \in EC(\mathbb{R}^n)$ and

$$|\mu'(t)|(t) = \|\tilde{\nu}_t\|_{L^2(\mu_t; \mathbb{R}^n)} \quad \text{for } L^1\text{-a.e. } t \in I. \quad (2.15)$$

Moreover $\tilde{\nu}$ satisfies

$$\|\tilde{\nu}_t\|_{L^2(\mu_t; \mathbb{R}^n)} \leq \|\nu_t\|_{L^2(\mu_t; \mathbb{R}^n)} \quad \text{for } L^1\text{-a.e. } t \in I, \quad (2.16)$$

for every vector field $\nu$ such that $(\mu, \nu) \in EC(\mathbb{R}^n)$.

**Proof.** Let $\eta \in \mathcal{P}(\Gamma)$ be a measure satisfying (i), (ii) and (iii) of Theorem 2.3. We set $\tilde{\eta} := \frac{1}{T} \cdot \mathcal{L}^1_t \otimes \eta \in \mathcal{P}(I \times \Gamma)$. Defining the evaluation map $e: I \times \Gamma \to I \times \mathbb{R}_G^n$ by $e(t,u) = (t, e_t(u))$, it is immediate to check that $e_{\#} \tilde{\eta} = \bar{\mu}$. The disintegration of $\tilde{\eta}$ with respect to $e$ (see e.g. [20] for the disintegration theorem) yields a Borel family of
probability measures $\mu_{t,x}$ on $\Gamma$ concentrated on $\{ u \in \Gamma : e_t(u) = x \}$ such that for every $\varphi \in L^1(\tilde{\eta}), \varphi : I \times \Gamma \to \mathbb{R}$, we have

\begin{equation}
\begin{aligned}
\varphi(t,u) &\in L^1(\mu_{t,x})\text{ for } \tilde{\mu}\text{-a.e. } (t,x) \in I \times \mathbb{R}^n, \\
(t,x) &\mapsto \int_{\Gamma} \varphi(t,u) \, d\tilde{\eta}_{t,x}(u) \in L^1(\tilde{\mu}),
\end{aligned}
\end{equation}

(2.17)

(2.18)

\begin{equation}
\int_{I \times \Gamma} \varphi(t,u) \, d\tilde{\eta}(t,u) = \int_{I \times \mathbb{R}^n} \int_{\Gamma} \varphi(t,u) \, d\tilde{\eta}_{t,x}(u) \, d\tilde{\mu}(t,x)
\end{equation}

(2.19)

and the measures $\tilde{\eta}_{t,x}$ are uniquely determined for $\tilde{\mu}$-a.e. $(t,x) \in I \times \mathbb{R}^n$.

We define the vector field $\tilde{v}$ in the following way

\begin{equation}
\tilde{v}_t(x) := \int_{\Gamma} \tilde{u}(t) \, d\tilde{\eta}_{t,x}(u) \quad \text{for } \tilde{\mu}\text{-a.e. } (t,x) \in I \times \mathbb{R}^n,
\end{equation}

(2.20)

and we check that $\tilde{v}$ satisfies the required properties.

First of all $\tilde{v}$ is well defined. Indeed the set

\[ S := \{ (t,u) \in I \times \Gamma : \tilde{u}(t) \text{ exists}, |u'|(t) \text{ exists}, \sqrt{(G(u(t)))\tilde{u}(t),\tilde{u}(t))} = |u'|(t) \} \]

is a Borel set and, by Proposition 2.1 and Fubini’s Theorem, being $\tilde{\eta}$ concentrated on $I \times AC^2(I,\mathbb{R}^n)$, we obtain that $\tilde{\eta}(I \times \Gamma \setminus S) = 0$. Then the map $(t,u) \in I \times \Gamma \mapsto \tilde{u}(t) \in \mathbb{R}^n$ is well defined for $\tilde{\eta}$-a.e. $(t,u) \in I \times \Gamma$. For $\tilde{\mu}$-a.e. $(t,x) \in I \times \mathbb{R}^n$, we have that $\tilde{\eta}_{t,x}(\{ u : (t,u) \in I \times \Gamma \setminus S \}) = 0$, and the map $u \mapsto \tilde{u}(t)$ is well defined for $\tilde{\eta}_{t,x}$-a.e. $u \in \Gamma$.

Now we show that $\tilde{v} \in L^2(\tilde{\mu};\mathbb{R}^n)$. Using Jensen’s inequality, (2.19), the property $\tilde{\eta}(S) = 1$ and (iii) of Theorem 2.3 we obtain

\begin{equation}
\begin{aligned}
\frac{1}{T} \int_0^T \| \tilde{v}_t \|^2_{L^2(\tilde{\mu};\mathbb{R}^n)} \, dt &= \int_{I \times \mathbb{R}^n} \langle G(x)\tilde{v}_t(x),\tilde{v}_t(x) \rangle \, d\tilde{\mu}(t,x) \\
&= \int_{I \times \mathbb{R}^n} \langle G(x) \int_{\Gamma} \tilde{u}(t) \, d\tilde{\eta}_{t,x}(u), \int_{\Gamma} \tilde{u}(t) \, d\tilde{\eta}_{t,x}(u) \rangle \, d\tilde{\mu}(t,x) \\
&\leq \int_{I \times \mathbb{R}^n} \int_{\Gamma} \langle G(x)\tilde{u}(t),\tilde{u}(t) \rangle \, d\tilde{\eta}_{t,x}(u) \, d\tilde{\mu}(t,x) \\
&= \int_{I \times \Gamma} \langle G(u(t))\tilde{u}(t),\tilde{u}(t) \rangle \, d\tilde{\eta}(t,u) \\
&= \int_{I \times \Gamma} |u'|^2(t) \, d\tilde{\eta}(t,u) = \frac{1}{T} \int_0^T |\mu'|^2(t) \, dt < +\infty.
\end{aligned}
\end{equation}

(2.21)

Now we prove that (2.14) holds. Taking $\varphi \in C^\infty(\mathbb{R}^n)$, the mapping $t \mapsto \int_{\mathbb{R}^n} \varphi \, d\mu_t$ is absolutely continuous. Indeed, for every $s, t \in I$, taking an optimal plan $(i.e., a \text{ minimizer in (1.34)) } \gamma_{s,t} \in \Gamma(\mu_s,\mu_t)$, we have

\[ \left| \int_{\mathbb{R}^n} \varphi \, d\mu_t - \int_{\mathbb{R}^n} \varphi \, d\mu_s \right| \leq \int_{\mathbb{R}^n \times \mathbb{R}^n} |\varphi(y) - \varphi(x)| \, d\gamma_{s,t}(x,y) \]

\[ \leq C \sup_{x \in \mathbb{R}^n} \| \nabla \varphi(x) \| \int_{\mathbb{R}^n \times \mathbb{R}^n} d(x,y) \, d\gamma_{s,t}(x,y) \]

\[ \leq C \sup_{x \in \mathbb{R}^n} \| \nabla \varphi(x) \| W_G(\mu_s,\mu_t). \]

Then, for $L^1$-a.e. $t \in I$,

\[ \frac{d}{dt} \int_{\mathbb{R}^n} \varphi \, d\mu_t = \frac{d}{dt} \int_{\Gamma} \varphi(e_t(u)) \, d\eta(u) = \int_{\Gamma} \langle \nabla \varphi(e_t(u)), \tilde{u}(t) \rangle \, d\eta(u) \]
and taking into account the definition of \( \tilde{v} \) we obtain

\[
\frac{d}{dt} \int_{\mathbb{R}^n} \varphi \, d\mu_t = \int_{\mathbb{R}^n} \langle \nabla \varphi, \tilde{v}_t \rangle \, d\mu_t \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I.
\]  

(2.22)

Since this pointwise derivative is also a distributional derivative, we can conclude.

Now we prove (2.15) and (2.16). Using the same argument of the proof of (2.21) we obtain that for every \([a,b] \subset I\)

\[
\int_a^b \| \tilde{v}_t \|_{L^2_G(\mu_t; \mathbb{R}^n)}^2 \, dt \leq \int_a^b |\mu'|^2(t) \, dt
\]

and it follows that

\[
\| \tilde{v}_t \|_{L^2_G(\mu_t; \mathbb{R}^n)} \leq |\mu'|(t) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I.
\]  

(2.24)

On the other hand for every \( v \in L^2(\mu; \mathbb{R}^n) \) such that \( \langle \mu, v \rangle \) satisfies the continuity equation, by Theorem 8.2.1 of [5] (see also Thm. 12 of [3]) there exists \( \zeta \in \mathcal{P}(\Gamma) \) such that \( (e_t)_{\#} \zeta = \mu_t \) and \( \zeta \) is concentrated on the set \( \{ u \in AC^0(I; \mathbb{R}^n) : u \text{ is an integral solution of } \dot{u}(t) = v_t(u(t)) \} \). Taking \( s, t \in I \) with \( s < t \) and \( \gamma_{s,t} := (e_{s,t})_{\#} \zeta \in \Gamma(\mu_s, \mu_t) \), we have

\[
W^G_G(\mu_s, \mu_t) \leq \int_{\mathbb{R}^n \times \mathbb{R}^n} d^2(x, y) \, d\gamma_{s,t}(x, y) = \int_G d^2(e_s(u), e_t(u)) \, d\zeta(u)
\]

\[
\leq \int_G (t - s) \int_0^t (G(u(r)) \dot{u}(r), \dot{u}(r)) \, dr \, d\zeta(u)
\]

\[
= \int_G (t - s) \int_0^t (G(u(r)) v_r(u(r)), v_r(u(r))) \, dr \, d\zeta(u)
\]

\[
= (t - s) \int_0^1 \int_G (G(x) v_r(x), v_r(x)) \, d\mu_r(x) \, dr
\]

where the last equality follows by Fubini-Tonelli Theorem. Lebesgue differentiation Theorem implies that

\[
|\mu'|(t) \leq \| v_t \|_{L^2_G(\mu_t; \mathbb{R}^n)} \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I,
\]  

(2.26)

and (2.16) follows recalling (2.24). Now (2.15) is an obvious consequence of (2.24) and (2.26) applied to \( \tilde{v} \).

The uniqueness of \( \tilde{v} \) is a consequence of the linearity of the continuity equation with respect to the vector field, the uniform convexity of the norm of \( L^2_G(\mu_t, \mathbb{R}^n) \) (indeed it is a Hilbert space) and the minimality property (2.16).

\[\square\]

**Corollary 2.5** (Benamou-Brenier formula for \( W_G \)). For every \( \mu^0, \mu^1 \in \mathcal{P}_2(\mathbb{R}^n) \) we have

\[
W^G_G(\mu^0, \mu^1) = \inf \left\{ \int_0^1 \| v_t \|^2_{L^2_G(\mu_t; \mathbb{R}^n)} \, dt : (\mu, v) \in EC(\mathbb{R}^n), \mu_0 = \mu^0, \mu_1 = \mu^1 \right\}.
\]  

(2.27)

**Proof.** If \( (\mu, v) \in EC(\mathbb{R}^n) \) and \( \mu \) connects \( \mu^0 \) to \( \mu^1 \), by (2.25) we obtain

\[
W^G_G(\mu^0, \mu^1) \leq \int_0^1 \| v_t \|^2_{L^2_G(\mu_t; \mathbb{R}^n)} \, dt.
\]

On the other hand, since \( \mathbb{R}^n \) is a geodesic space, by Proposition 1 in [24], \( \mathcal{P}_2(\mathbb{R}^n) \) is a geodesic space too. Taking \( \mu \) a constant speed geodesic connecting \( \mu^0 \) to \( \mu^1 \) and \( v \) the associated vector field given by Theorem 2.4 we obtain

\[
W^G_G(\mu^0, \mu^1) = \int_0^1 |\mu'|^2(t) \, dt = \int_0^1 \| \tilde{v}_t \|^2_{L^2_G(\mu_t; \mathbb{R}^n)} \, dt.
\]  

\[\square\]
3. PROOF OF THE MAIN RESULTS

The proof of Theorem 1.1 is based on the general theory of curves of maximal slope in metric spaces as developed in [5]. Here we recall the definition of curve of maximal slope for \( \phi \) together with the notions of slope of \( \phi \) and upper gradient for \( \phi \).

**Definition 3.1** (local slope). The functional \( |\partial \phi|_G : \mathcal{P}_2(\mathbb{R}^n_G) \to [0, +\infty] \) defined by

\[
|\partial \phi|_G(\mu) := \limsup_{W_G(\mu, \nu) \to 0} \frac{(\phi(\mu) - \phi(\nu))^+}{W_G(\mu, \nu)}
\]

is called the **local slope** of the functional \( \phi \).

Clearly \( D(|\partial \phi|_G) \subset D(\phi) \).

In the case \( A = I \), under our assumptions on \( F \) and \( V \), the local slope of \( \phi \) can be characterized by (see [5], Thm. 10.4.6)

\[
|\partial \phi|_I(\mu) = \begin{cases} \| \nabla f(u) \|_{L^1_I(\mu; \mathbb{R}^n)} + \nabla V & \text{if } \mu = u\mathcal{L}^n \in D(|\partial \phi|_I) \\ +\infty & \text{otherwise}, \end{cases}
\]

where the effective domain of the local slope is

\[
D(|\partial \phi|_I) = \{ \mu = u\mathcal{L}^n \in D(\phi) : f(u) \in W^{1,1}_{\text{loc}}(\mathbb{R}^n), \nabla f(u) \in L^2(\mu; \mathbb{R}^n) \}. \tag{3.3}
\]

The derivation of the explicit expression (3.2) of the slope is based on the convexity of \( \phi \) along geodesics on \( \mathcal{P}_2(\mathbb{R}^n_G) \) with respect to the distance \( W_I \) (the convexity is ensured by the assumption (1.7) on \( F \) and the convexity of \( V \)). Since, in general, the functional \( \phi \) is not convex along geodesics on \( \mathcal{P}_2(\mathbb{R}^n_G) \) with respect to the distance \( W_G \) (see Rem. 1.6), the computation of the slope could be more difficult.

A possible generalization of the modulus of the gradient for functionals defined in the metric space \( \mathcal{P}_2(\mathbb{R}^n_G) \) is the following notion of upper gradient.

**Definition 3.2** (upper gradient). A Borel function \( g : \mathcal{P}_2(\mathbb{R}^n_G) \to [0, +\infty] \) is called a **strong upper gradient** for \( \phi \) if, for every \( \mu \in AC^{2}_{\text{loc}}(I; \mathcal{P}_2(\mathbb{R}^n_G)) \) such that \( g(\mu)|\mu'| \in L^1_{\text{loc}}(I) \) we have

\[
|\phi(\mu_t) - \phi(\mu_s)| \leq \int_s^t g(\mu_r)|\mu'_r|(|r)\,dr \quad \forall s, t \in I, \ s < t. \tag{3.4}
\]

In particular, if \( g(\mu)|\mu'| \in L^1_{\text{loc}}(I) \) then \( \phi \circ \mu \) is locally absolutely continuous and

\[
\left| \frac{d}{dt} \phi(\mu_t) \right| \leq g(\mu_t)|\mu'|(t) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I. \tag{3.5}
\]

As showed in [5], \( |\partial \phi|_I \) is a strong upper gradient for \( \phi \) in the space \( \mathcal{P}_2(\mathbb{R}^n_G) \).

The notions of metric derivative (see (1.44)) and upper gradient allow to define the concept of curve of maximal slope. We refer to the introduction and [5] for the motivation of this definition.

**Definition 3.3** (curve of maximal slope). We say that \( \mu : [0, +\infty) \to \mathcal{P}_2(\mathbb{R}^n_G) \) is a **curve of maximal slope** for \( \phi \), with respect to the strong upper gradient \( g \), if \( \mu \in AC^{2}_{\text{loc}}([0, +\infty); \mathcal{P}_2(\mathbb{R}^n_G)) \) and

\[
\frac{1}{2} \int_s^t g^2(\mu_r)\,dr + \frac{1}{2} \int_s^t |\mu'_r|^2(\,r)\,dr = |\phi(\mu_s) - \phi(\mu_t)| \quad \forall s, t \in [0, +\infty), \ s < t. \tag{3.6}
\]
The equality (3.6) is called energy identity.

The first fundamental Lemma 3.4 is a sort of chain rule in the space $\mathcal{P}_2(\mathbb{R}^2)$). The proof of this lemma uses the similar result in the “flat” space $\mathbb{R}^2$, which holds since the functional $\phi$ is geodesically convex in the space $\mathcal{P}_2(\mathbb{R}^2)$.

Lemma 3.4. Let $\mu \in AC^2_{loc}(I; \mathcal{P}_2(\mathbb{R}^2))$, $\tilde{\varphi}_t$ be the vector field given by Theorem 2.4 and $g$ be defined in (1.42). If
\[
t \mapsto g(\mu_t)|\mu'_t|(t) \in L^1_{loc}(I)
\]
then $t \mapsto \phi \circ \mu_t$ is locally absolutely continuous and the chain rule holds:
\[
\frac{d}{dt} \phi(\mu_t) = \int_{\mathbb{R}^n} \left( \frac{\nabla f(u_t(x))}{u_t(x)} + \nabla V(x), \tilde{\varphi}_t(x) \right) d\mu_t(x)
\]
for $L^1$-a.e. $t \in I$, (3.8)

where $\mu_t = u_t\mathcal{L}^n$.

Proof. By the equivalence of the distances $W_G$ and $W_1$, (3.2), (1.42) and (3.7) we have that $\int_J |\partial \phi|_I(\mu_t)|\mu'_t|(t) \, dt < +\infty$ for every bounded interval $J \subset I$, where $|\mu'|_I$ denotes the metric derivative of $\mu$ with respect to $W_1$. Since $\phi$ is convex along geodesics in $\mathcal{P}_2(\mathbb{R}^2)$, the Wasserstein chain rule result of Section 10.1.2 of [5] shows that $\phi \circ \mu_t$ is absolutely continuous and
\[
\frac{d}{dt} \phi(\mu_t) = \int_{\mathbb{R}^n} \left( \frac{\nabla f(u_t(x))}{u_t(x)} + \nabla V(x), \varphi_t(x) \right) d\mu_t(x)
\]
for a.e. $t \in I$, (3.9)

where $\varphi_t$ is the vector field associated to the curve $\mu_t$ given by Theorem 2.4 in the case of the identity matrix $G = I$.

Moreover, by Corollary 10.3.15 of [5], the vector field $\nabla f(u_t(x)) \frac{\partial}{\partial u(t)}$ belongs to the closure of $\{\nabla \varphi : \varphi \in C_c^\infty(\mathbb{R}^n)\}$ in the topology of $L^2(\mu_t; \mathbb{R}^n)$. Since Theorem 2.4 implies that $\text{div}((\varphi_t - \tilde{\varphi}_t)\mu_t) = 0$ in the sense of distribution, then by density
\[
\int_{\mathbb{R}^n} \left( \frac{\nabla f(u_t(x))}{u_t(x)} + \nabla V(x), \varphi_t(x) \right) d\mu_t(x) = \int_{\mathbb{R}^n} \left( \frac{\nabla f(u_t(x))}{u_t(x)} + \nabla V(x), \tilde{\varphi}_t(x) \right) d\mu_t(x),
\]
and (3.8) follows from (3.9).

In order to state the second lemma, we define the relaxed slope $|\partial^- \phi|_G$ by
\[
|\partial^- \phi|_G(\mu) := \inf \left\{ \liminf_{n \to \infty} |\partial \phi|_G(\mu_n) : \mu_n \to \mu \text{ narrowly, } \sup_n W_G(\mu_n, \mu) < +\infty, \sup_n \phi(\mu_n) < +\infty \right\}.
\]

Lemma 3.5. The function $g$ defined in (1.42) is a strong upper gradient for $\phi$, and the following inequality holds
\[
g(\mu) \leq |\partial^- \phi|_G(\mu) \quad \forall \mu \in D(g).
\]

In the following proofs the functional $\phi$ is often written as $\phi(\mu) = \mathcal{F}(\mu) + \mathcal{V}(\mu)$, where the internal energy functional $\mathcal{F} : \mathcal{P}_2(\mathbb{R}^2_n) \to (-\infty, +\infty]$ is defined by
\[
\mathcal{F}(\mu) := \left\{ \begin{array}{ll}
\int_{\mathbb{R}^n} F(u(x)) \, dx & \text{if } \mu = u\mathcal{L}^n \in \mathcal{P}_2(\mathbb{R}^n) \\
\infty & \text{otherwise,}
\end{array} \right.
\]
and the potential energy functional $\mathcal{V} : \mathcal{P}_2(\mathbb{R}^2_n) \to (-\infty, +\infty]$ by
\[
\mathcal{V}(\mu) := \int_{\mathbb{R}^n} V(x) \, d\mu(x).
\]
We postpone the proof of Lemma 3.5 until after the proof of Theorem 1.1.

**Proof of Theorem 1.1.** By (1.5) and (1.6), the functional $\mathcal{F}$ is lower semi continuous with respect to the narrow convergence in $W^\Gamma$-bounded sets, i.e. it satisfies

$$\sup_n W^\Gamma(\mu_n, \mu) < +\infty, \quad \mu_n \rightharpoonup \mu \quad \Rightarrow \quad \liminf_{n \to +\infty} \mathcal{F}(\mu_n) \geq \mathcal{F}(\mu)$$  (3.12)

(see e.g. Chap. 9 of [5] and also general lower semi-continuity results in [4]); by (1.4), the functional $\mathcal{V}$ is lower semi continuous with respect to the narrow convergence, i.e.

$$\mu_n \rightharpoonup \mu \quad \Rightarrow \quad \liminf_{n \to +\infty} \mathcal{V}(\mu_n) \geq \mathcal{V}(\mu)$$  (3.13)

(see Chap. 5 in [5]); the Wasserstein distance $W^\Gamma$ is lower semi continuous with respect to the narrow convergence, i.e.

$$\mu_n \rightharpoonup \mu, \nu_n \rightharpoonup \nu \quad \Rightarrow \quad \liminf_{n \to +\infty} W^\Gamma(\mu_n, \nu_n) \geq W^\Gamma(\mu, \nu)$$  (3.14)

(it is a standard basic property that can be found e.g. in [32]). The application of Dunford Pettis theorem yields that $W^\Gamma$-bounded sublevel sets of $\phi$ are narrowly sequentially compact, i.e.

$$\text{if } \{\mu_n\} \text{ is a sequence in } \mathcal{P}_2(\mathbb{R}^\Gamma) \text{ with } \sup_{m,n} W^\Gamma(\mu_n, \mu_m) < +\infty, \quad \sup_{n} \phi(\mu_n) < +\infty$$

then $\{\mu_n\}$ admits a narrowly convergent subsequence.

The functional

$$\Phi(\mu) := \frac{1}{2\tau} W^2_G(\mu, M) + \phi(\mu)$$  (3.16)

defined in $\mathcal{P}_2(\mathbb{R}^\Gamma)$ for fixed $M \in D(\phi)$ and $\tau > 0$, is bounded from below. Indeed by the condition on behaviour near zero in (1.6) we have that there exist $c_1, c_2 \geq 0$ such that the negative part of $\mathcal{F} \circ u$ satisfies

$$F^-(u(x)) \leq c_1 u(x)^\alpha + c_2 u(x).$$  (3.17)

Then, for $\mu = u\mathcal{L}^\alpha \in D(\mathcal{F})$, we have

$$\mathcal{F}(\mu) = \int_{\mathbb{R}^\Gamma} F^+(u(x)) \, dx - \int_{\mathbb{R}^\Gamma} F^-(u(x)) \, dx \geq -c_1 \int_{\mathbb{R}^\Gamma} u(x)^\alpha \, dx - c_2 \int_{\mathbb{R}^\Gamma} u(x) \, dx$$

$$= -c_1 \int_{\mathbb{R}^\Gamma} u(x)^\alpha \, dx - c_2.$$  (3.18)

Since it is not restrictive to assume $\alpha < 1$, an application of Hölder’s inequality yields

$$\int_{\mathbb{R}^\Gamma} u(x)^\alpha \, dx \leq \left( \int_{\mathbb{R}^\Gamma} (1 + |x|^2) u(x) \, dx \right)^\alpha \left( \int_{\mathbb{R}^\Gamma} (1 + |x|^2)^{-\alpha/(1-\alpha)} \, dx \right)^{1-\alpha} < +\infty$$  (3.19)

because of the condition $\alpha > \frac{n+2}{n-2}$ and $\mu \in \mathcal{P}_2(\mathbb{R}^\Gamma)$. The inequality $d^2(x, y) \geq \lambda |x - y|^2 \geq \lambda(\frac{4}{\lambda} |y| - |x|^2)$ yields

$$W^2_G(\mu, M) \geq \frac{\lambda}{2} \int_{\mathbb{R}^\Gamma} |x|^2 \, d\mu(x) - \frac{\lambda}{2} \int_{\mathbb{R}^\Gamma} |x|^2 \, dM(x).$$  (3.20)

From (3.18), (3.19), (3.20) and (1.4) we obtain

$$\phi(\mu) + \frac{1}{2\tau} W^2_G(\mu, M) \geq -c_2 + \inf V - c_3 \left( 1 + \int_{\mathbb{R}^\Gamma} |x|^2 \, d\mu(x) \right)^\alpha$$

$$+ \frac{\lambda}{4\tau} \int_{\mathbb{R}^\Gamma} |x|^2 \, d\mu(x) - \frac{\lambda}{2\tau} \int_{\mathbb{R}^\Gamma} |x|^2 \, dM(x),$$  (3.21)
which implies that
\[ \inf_{\mu \in \mathcal{P}_2(\mathbb{R}^N)} \Phi(\mu) > -\infty. \] (3.22)
Since the properties (3.12), (3.13), (3.14), (3.15) show that the functional \( \Phi \) defined in (3.16) for fixed \( M \in D(\phi) \) and \( \tau > 0 \), is narrow lower semi continuous in sublevel sets of \( \Phi \), and the sublevel sets of \( \Phi \) are narrowly sequentially relatively compact, for (3.22) a minimum of \( \Phi \) exists.

The properties (3.12), (3.13), (3.14), (3.15), (3.22) are exactly the assumptions needed in Chapter 2 of [5] to work with the theory of gradient flows in metric spaces (in our case the metric space is \( \mathcal{P}_2(\mathbb{R}^N) \) and the weak topology \( \sigma \) is the narrow topology). In particular the narrow compactness of the family of piecewise constant solutions \( \mathcal{M}_\tau \), and consequently the existence of the curve \( \mu \in AC^2_{\text{loc}}([0, +\infty); \mathcal{P}_2(\mathbb{R}^N)) \) satisfying the property (1.46) is a consequence of Proposition 2.2.3 of [5].

We recall now Theorem 2.3.3 of [5]. It states that under the assumptions (3.12), (3.13), (3.14), (3.15), (3.22), if \( |\partial^- \phi|_G \) is a strong upper gradient for \( \phi \) and \( \mu \in AC^2_{\text{loc}}([0, +\infty); \mathcal{P}_2(\mathbb{R}^N)) \) is a limit point, in the sense of (1.46), of the approximate piecewise constant \( \mathcal{M}_\tau \), then \( \mu \) is a curve of maximal slope for \( \phi \) with respect to the upper gradient \( |\partial^- \phi|_G \) and the convergence properties (1.50), (1.51), (1.52) hold.

Since Lemma 3.5 yields that \( |\partial^- \phi|_G \) is a strong upper gradient for \( \phi \), Theorem 2.3.3 of [5] can be applied. Consequently the following energy identity holds
\[ \frac{1}{2} \int_s^t |\partial^- \phi|_G^2(\mu_r) \, dr + \frac{1}{2} \int_s^t |\mu'|^2(r) \, dr = \phi(\mu_s) - \phi(\mu_t) \quad \forall s, t \in [0, +\infty), \ s < t, \] (3.23)
and (1.50), (1.51), (1.52) hold. By (3.11) we obtain that
\[ \frac{1}{2} \int_s^t g^2(\mu_r) \, dr + \frac{1}{2} \int_s^t |\mu'|^2(r) \, dr \leq \phi(\mu_s) - \phi(\mu_t) \quad \forall s, t \in [0, +\infty), \ s < t \] (3.24)
and \( g(\mu) \in L^1_{\text{loc}}([0, +\infty)) \). Since by Lemma 3.5 \( g \) is a strong upper gradient for \( \phi \), we have that
\[ \phi(\mu_s) - \phi(\mu_t) \leq \int_s^t |\mu'|(r) g(\mu_r) \, dr \leq \frac{1}{2} \int_s^t g^2(\mu_r) \, dr + \frac{1}{2} \int_s^t |\mu'|^2(r) \, dr, \] (3.25)
then (3.6) follows by (3.24) and (3.25).

Now by (3.23), (3.24) and (3.25) we have that
\[ \phi(\mu_s) - \phi(\mu_t) = \frac{1}{2} \int_s^t |\partial^- \phi|_G^2(\mu_r) \, dr + \frac{1}{2} \int_s^t |\mu'|^2(r) \, dr \]
\[ = \frac{1}{2} \int_s^t g^2(\mu_r) \, dr + \frac{1}{2} \int_s^t |\mu'|^2(r) \, dr \]
\[ = \int_s^t |\mu'|(r) g(\mu_r) \, dr \quad \forall s, t \in [0, +\infty), \ s < t. \] (3.26)

Since \( |\mu'| g(\mu) \in L^1_{\text{loc}}(0, +\infty) \), then \( \phi(\mu) \) is locally absolutely continuous and (1.48) follow easily from (3.26). It is a direct consequence of (3.26) that
\[ |\partial^- \phi|_G^2(\mu_t) = g^2(\mu_t) \quad \text{for } \mathcal{L}^1-\text{a.e. } t \in (0, +\infty). \] (3.27)

Now we show that \( \mu_t = u_t \mathcal{L}^n \) is a weak solution of the equation (1.1).

Let \( \mathbf{v} \) be the vector field associated to \( \mu \) given by Theorem 2.4. From (3.26) we have
\[ -\frac{d}{dt} \phi(\mu_t) = \frac{1}{2} |\mu'|^2(t) + \frac{1}{2} g^2(\mu_t) \quad \text{for } \mathcal{L}^1-\text{a.e. } t \in (0, +\infty) \]
Fixing the unique solution of the Cauchy problem

\begin{equation}
\frac{d}{dt} \phi(\mu_t) = \frac{1}{2} \left\| \nabla \phi(x) \right\|_{L^2_0(\mu_t; \mathbb{R}^n)}^2 + \frac{1}{2} \left\| A \frac{\nabla f(u_t)}{u_t} + A \nabla V \right\|_{L^2_0(\mu_t; \mathbb{R}^n)}^2 \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in (0, +\infty).
\end{equation}

On the other hand (3.8) implies that

\begin{equation}
\frac{d}{dt} \phi(\mu_t) = \int_{\mathbb{R}^n} (G(x) A(x) \left( \frac{\nabla f(u_t(x))}{u_t(x)} + \nabla V(x) \right), \tilde{v}_t(x)) \, d\mu_t(x) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in (0, +\infty).
\end{equation}

Then equality holds in Cauchy-Schwartz inequality in the Hilbert space $L^2_0(\mu_t; \mathbb{R}^n)$, and this implies that

\begin{equation}
\tilde{v}_t(x) = -A(x) \frac{\nabla f(u_t(x))}{u_t(x)} - A(x) \nabla V(x) \quad \text{for } \mu_t\text{-a.e. } x \in \mathbb{R}^n. \tag{3.28}
\end{equation}

Now (1.49) follows from (3.28) since $(\mu, \tilde{v})$ satisfies the continuity equation in the sense of (2.14).

\textbf{Proof of Lemma 3.5.} First of all we prove that $g$ is an upper gradient.

Let $\mu \in AC^2_{\text{loc}}(I; \mathcal{P}_2(\mathbb{R}^n))$ such that $t \mapsto g(\mu_t) |\mu'|(t) \in L^1_{\text{loc}}(I)$. By Lemma 3.4, Cauchy-Schwartz inequality and Theorem 2.4, we have

\begin{align*}
\left| \frac{d}{dt} \phi(\mu_t) \right| & = \int_{\mathbb{R}^n} \left\langle \nabla f(u_t(x)), \nabla V(x), \tilde{v}_t(x) \right\rangle \, d\mu_t(x) \\
& = \int_{\mathbb{R}^n} (G(x) A(x) \left( \frac{\nabla f(u_t(x))}{u_t(x)} + \nabla V(x) \right), \tilde{v}_t(x)) \, d\mu_t(x) \\
& \leq \left\| A \frac{\nabla f(u_t)}{u_t} + A \nabla V \right\|_{L^2_0(\mu_t; \mathbb{R}^n)} \left\| \tilde{v}_t \right\|_{L^2_0(\mu_t; \mathbb{R}^n)} \equiv g(\mu_t) |\mu'|(t)
\end{align*}

which states that $g$ is an upper gradient.

Now we prove that

\begin{equation}
g(\mu) \leq |\partial \phi(\mu)| \quad \forall \mu \in D(g). \tag{3.29}
\end{equation}

Let $\xi \in C^\infty_c(\Omega; \mathbb{R}^n)$ be a regular vector field, where $\Omega := \text{Int}(D(V))$, and let $X(t, x)$ be the flow associated to $\xi$; i.e. the unique solution of the Cauchy problem

\begin{equation}
\dot{X}(t, x) = \xi(X(t, x)), \quad X(0, x) = x, \quad t \in \mathbb{R}. \tag{3.30}
\end{equation}

Fixing $\mu \in D(g)$ we consider the curve $\mu_t := X(t, \cdot)_{\#} \mu$ and we observe that for $t$ sufficiently small $\mu_t \in D(\phi)$. Denoting, as usual, by $\mu = u_\mathcal{L}^n$ and $\mu_t = u_{\mathcal{L}_t}^n$, we observe that $u_t \rightharpoonup u$ weakly in $L^1(\Omega)$ as $t \to 0$ (indeed $\mu_t$ narrowly converges to $\mu$ and the family $\{u_t\}_{t \in (-\varepsilon, \varepsilon)}$ is equiintegrable). By the $L^1$ weak convergence of $u_t$ to $u$, the regularity of $\xi$ and the ellipticity condition (1.3), the mapping $t \mapsto \left\| \xi \right\|_{L^2_0(\mu_t; \mathbb{R}^n)}^2$ is continuous at 0. Consequently we have

\begin{equation}
\lim_{t \to 0} \frac{1}{t} \int_0^t \left\| \xi \right\|_{L^2_0(\mu_s; \mathbb{R}^n)}^2 \, ds = \left\| \xi \right\|_{L^2_0(\mu; \mathbb{R}^n)}^2. \tag{3.31}
\end{equation}
By the definition of $W_G$, using the admissible plan $(i(\cdot), X(t,\cdot))\#\mu$, where $i$ denotes the identity map on $\mathbb{R}^n$, the definition of Riemannian distance $d$, and (3.31) we have

$$W_G^2(\mu, \mu_t) \leq \int_{\mathbb{R}^n} d^2(x, X(t, x)) \, d\mu(x) \leq \int_{\mathbb{R}^n} t \int_0^t \langle G(X(s, x)) \dot{X}(s, x), \dot{X}(s, x) \rangle \, ds \, d\mu(x)$$

$$= t \int_{\mathbb{R}^n} \int_0^t \langle G(X(s, x)) \xi(X(s, x)), \xi(X(s, x)) \rangle \, ds \, d\mu(x)$$

$$= t \int_0^t \|\xi\|^2_{L^2_G(\mu, \mathbb{R}^n)} \, ds = t^2(\|\xi\|^2_{L^2_G(\mu, \mathbb{R}^n)} + o(t)).$$

The definition of $|\partial \phi|_G$ and (3.32) yield

$$|\partial \phi|_G(\mu) \geq \lim_{t\downarrow 0} \frac{\phi(\mu_t) - \phi(\mu)}{W_G(\mu_t, \mu)} \geq \frac{1}{\|\xi\|^2_{L^2_G(\mu, \mathbb{R}^n)}} \lim_{t\downarrow 0} \frac{\phi(\mu_t) - \phi(\mu)}{t}. \quad (3.33)$$

In order to compute $\lim_{t\downarrow 0} \frac{\phi(\mu_t) - \phi(\mu)}{W_G(\mu_t, \mu)}$ we consider the decomposition $\phi(\mu) = \mathcal{F}(\mu) + \mathcal{V}(\mu)$. By the regularity of the flow $X(t, \cdot)$, changing variable in the integral, for $t$ sufficiently small we obtain

$$\mathcal{F}(\mu_t) - \mathcal{F}(\mu) = \int_{\mathbb{R}^n} F\left(\frac{u(x)}{\det(\nabla(X(t, x)))}\right) \det(\nabla(X(t, x))) - F(u(x)) \, dx$$

$$= \int_{\mathbb{R}^n} \Psi(u(x), \det(\nabla(X(t, x)))) - \Psi(u(x), 1) \, dx,$$

where $\Psi(z, s) := sF'(\frac{z}{s})$ is defined for $z \in [0, +\infty)$ and $s \in (0, +\infty)$. An elementary computation shows that $\frac{\partial}{\partial s} \Psi(z, s) = -f(\frac{z}{s})$. Using the monotonicity of $f$, the doubling condition (1.8) and the inequality

$$F(w) \leq wF'(w) \leq F(2w) - F(w),$$

for $s > 1/2$ we have

$$0 \leq f\left(\frac{z}{s}\right) \leq f(2z) = F'(2z)2z - F(2z) \leq F(4z) - 2F(2z) \leq F(4z) - 4F(z)$$

$$\leq C(1 + 4F(z)) + 4F^-(z). \quad (3.34)$$

Since $\det(\nabla(X(0, x))) = 1$ and $\frac{d}{dt} \det(\nabla(X(t, x))) = \text{div} \xi(X(t, x)) \det(\nabla(X(t, x)))$, and $\xi$ has compact support, by (3.34) we can pass to the limit

$$\lim_{t\downarrow 0} \frac{\mathcal{F}(\mu_t) - \mathcal{F}(\mu)}{t} = \int_{\mathbb{R}^n} \frac{d}{dt} \Psi(u(x), \det(\nabla(X(t, x))))\big|_{t=0} \, dx$$

$$= - \int_{\mathbb{R}^n} \left(\frac{d}{dt} \det(\nabla(X(t, x)))\big|_{t=0}\right) \, dx$$

$$= - \int_{\mathbb{R}^n} f(u(x)) \text{div} \xi(x) \, dx$$

$$= \int_{\mathbb{R}^n} \langle \nabla f(u(x)), \xi(x) \rangle \, dx. \quad (3.35)$$
Moreover, since $V$ is locally Lipschitz in $\Omega$ and $\xi$ has compact support in $\Omega$, we have
\[
\lim_{t \downarrow 0} \frac{\mathcal{Y}(\mu_t) - \mathcal{Y}(\mu)}{t} = \lim_{t \downarrow 0} \frac{1}{t} \int_{\mathbb{R}^n} (V(X(t, x)) - V(x))u(x) \, dx = \int_{\mathbb{R}^n} \langle \nabla V(x), \xi(x) \rangle u(x) \, dx.
\]
(3.36)

Finally (3.35), (3.36) and (3.33) yield
\[
|\partial \phi|_{C^0}(\mu) \geq \frac{1}{\|\xi\|_{L^2_0(\mu; \mathbb{R}^n)}} \int_{\mathbb{R}^n} \langle \nabla f(u(x)) + \nabla V(x)u(x), \xi(x) \rangle \, dx
\]
\[
= \frac{1}{\|\xi\|_{L^2_0(\mu; \mathbb{R}^n)}} \int_{\mathbb{R}^n} \langle G(x)(A(x) \frac{\nabla f(u(x))}{u(x)} + A(x)\nabla V(x)), \xi(x) \rangle \, d\mu(x).
\]
By the density of $C^\infty_c(\Omega; \mathbb{R}^n)$ in $L^2_0(\mu; \mathbb{R}^n)$ (recall that the support of $\mu$ is contained in $\overline{\Omega}$) and duality formula for the norm in $L^2_0(\mu; \mathbb{R}^n)$ we obtain (3.29).

Now we prove that $g$ is lower semi continuous with respect to the narrow convergence in bounded sublevel sets of $\phi$. Precisely we prove that
\[
\mu_n \rightharpoonup \mu \text{ narrowly, } \sup_{m,n} W_G(\mu_m, \mu_n) < +\infty, \quad \sup_n \phi(\mu_n) < +\infty \implies \liminf_{n \to +\infty} g(\mu_n) \geq g(\mu).
\]
(3.37)
Setting
\[
l := \liminf_{n} g(\mu_n),
\]
it is not restrictive to assume (if necessary extracting a subsequence) that
\[
\sup_n g(\mu_n) < +\infty, \quad \lim_n g(\mu_n) = l < +\infty,
\]
(3.38)
since the case $l = +\infty$ is obvious.

Denoting by $w_n u_n := A^\phi(\nabla f(u_n)) + \nabla V u_n$ we can write $g(\mu_n) = \int_{\mathbb{R}^n} |w_n|^2 \, d\mu_n$. By (3.38) and the narrow convergence of $\mu_n$ to $\mu$, Theorem 5.4.4 of [5] states that there exists a vector field $w \in L^2(\mu; \mathbb{R}^n)$ such that, up to extracting a subsequence,
\[
\lim_n \int_{\mathbb{R}^n} \langle \phi, w_n \rangle \, d\mu_n = \int_{\mathbb{R}^n} \langle \phi, w \rangle \, d\mu \quad \forall \phi \in C^0_c(\mathbb{R}^n; \mathbb{R}^n),
\]
(3.39)
and
\[
\liminf_n \int_{\mathbb{R}^n} |w_n|^2 \, d\mu_n \geq \int_{\mathbb{R}^n} |w|^2 \, d\mu.
\]
(3.40)
We must only prove that
\[
A^\phi(x)(\nabla f(u(x)) + \nabla V(x)u(x)) = w(x)u(x) \quad \text{for } \mathcal{L}^n \text{-a.e. } x \in \mathbb{R}^n.
\]
(3.41)
Since $\sup_n \mathcal{F}(\mu_n) < +\infty$, $\sup_n W_G(\mu_n, \mu) < +\infty$ and $F$ is superlinear, by weak compactness in $L^1(\Omega)$ we have that $u_n \rightharpoonup u$ weakly in $L^1(\Omega)$. Since $\nabla V$ is locally bounded in $\Omega$ we have
\[
\lim_n \int_{\mathbb{R}^n} \langle \phi, A^\phi \nabla V(x) \rangle u_n(x) \, dx = \int_{\mathbb{R}^n} \langle \phi, A^\phi \nabla V(x) \rangle u(x) \, dx \quad \forall \phi \in C^0_c(\Omega; \mathbb{R}^n).
\]
(3.42)
Now we show that the sequence $f(u_n)$ is bounded in $BV_{\text{loc}}(\mathbb{R}^n)$, i.e., for every $\tilde{\Omega} \subset \subset \mathbb{R}^n$ the sequence $f(u_n)_{|\tilde{\Omega}}$ is bounded in $BV(\tilde{\Omega})$. 

The convexty of $F$ yields $f(u) \leq F(2u) - 2F(u)$, and using the doubling condition (1.8), we obtain that $f(u_n)$ is bounded in $L_{loc}^1(\mathbb{R}^n)$. Moreover

$$
\int_{\mathbb{R}^n} |\nabla f(u_n(x))| \, dx = \int_{\mathbb{R}^n} \left| \frac{\nabla f(u_n(x))}{u_n(x)} \right| u_n(x) \, dx \leq \left( \int_{\mathbb{R}^n} \left| \frac{\nabla f(u_n(x))}{u_n(x)} \right|^2 u_n(x) \, dx \right)^{\frac{1}{2}}
$$

which is bounded by (3.38) and (1.3).

By compactness in $BV_{loc}(\mathbb{R}^n)$ (see Thm. 3.23 of [4]) there exists a function $L \in BV_{loc}(\mathbb{R}^n)$ such that, up to considering a subsequence, $f(u_n) \to L$ in $L_{loc}^1(\mathbb{R}^n)$. Again, up to considering a subsequence, we can suppose that $f(u_n(x)) \to L(x)$ for $\mathcal{L}^n$-a.e. $x \in \mathbb{R}^n$.

The monotonicity of the mapping $z \mapsto f(z)$ and a truncation argument yield that $L(x) = f(u(x))$ for $\mathcal{L}^n$-a.e. $x \in \mathbb{R}^n$. Then for every $\varphi \in C_0^0(\mathbb{R}^n; \mathbb{R}^n)$ we have (see for instance Prop. 3.13 of [4])

$$
\lim_n \int_{\mathbb{R}^n} \langle \varphi, \nabla f(u_n) \rangle \, dx = \int_{\mathbb{R}^n} \langle \varphi, \nabla f(u) \rangle \, dx.
$$

Since for every measurable subset $B \subset \mathbb{R}^n$ we have

$$
\int_{B} |\nabla f(u_n(x))| \, dx = \int_{B} \left| \frac{\nabla f(u_n(x))}{u_n(x)} \right| u_n(x) \, dx \leq \left( \int_{B} \left| \frac{\nabla f(u_n(x))}{u_n(x)} \right|^2 u_n(x) \, dx \right)^{\frac{1}{2}} \left( \int_{B} u_n(x) \, dx \right)^{\frac{1}{2}}
$$

the equiintegrability of $\{u_n\}$ (recall that $u_n$ is $L^1$ weakly convergent) and the bound (3.38) imply the equiintegrability of $\{\nabla f(u_n)\}$. Then the convergence of $\nabla f(u_n)$ is also weak in $L^1$, and the symmetry of $A$ implies that

$$
\lim_n \int_{\mathbb{R}^n} \langle \varphi, A^{-\frac{1}{2}} \nabla f(u_n) \rangle \, dx = \int_{\mathbb{R}^n} \langle \varphi, A^{-\frac{1}{2}} \nabla f(u) \rangle \, dx \quad \forall \varphi \in C_c^0(\mathbb{R}^n; \mathbb{R}^n).
$$

Taking into account (3.39), (3.42) and (3.45) we deduce (3.41).

The inequality (3.11) is a consequence of the definition (3.10) of $|\partial^c \phi|_G$, the property (3.37) and the inequality (3.29). \qed

**Proof of Theorem 1.3.** The proof follows by the analogous result for the case $A = I$ Theorem 2.1 of [11] (or Lem. 2.4.13 of [5]) and the ellipticity condition (1.3) on $A$. The existence and uniqueness of the stationary state $\mu_\infty$ is exactly the same for the case $A = I$ and follows by the geodesically strict convexity of $\phi$ on $\mathcal{P}_2(\mathbb{R}^n_f)$ (see e.g. [11,25]).

By the ellipticity of $A$, (3.2) and the definition of $g$, we have

$$
g(\mu)^2 = \int_{\mathbb{R}^n} \langle A \left( \frac{\nabla f(u)}{u} + \nabla V \right), \frac{\nabla f(u)}{u} + \nabla V \rangle \, d\mu \geq \lambda \int_{\mathbb{R}^n} \left| \frac{\nabla f(u)}{u} + \nabla V \right|^2 \, d\mu = \lambda |\partial \phi|^2_2(\mu).
$$

Since by Theorem 2.1 of [11] we have

$$
|\partial \phi|^2_2(\mu) \geq 2\alpha(\phi(\mu) - \phi(\mu_\infty)) \quad \forall \mu \in D(\phi),
$$

(1.58) follows from (3.46).

Let $t \mapsto \mu_t$ be the curve given from Theorem 1.1. It is a consequence of (3.26) that $t \mapsto \phi(\mu_t)$ is locally absolutely continuous and

$$
\frac{d}{dt} \phi(\mu_t) = -g^2(\mu_t) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in (0, +\infty).
$$
Now (1.59) is a consequence of (1.58), (3.47) and Gronwall's Lemma.

Again for Theorem 2.1 of [11], we have that
\[ W_t(\mu, \mu_\infty) \leq \sqrt{2/\alpha} |\phi(\mu) - \phi(\mu_\infty)| \quad \forall \mu \in D(\phi) \]
and (1.60) follows by (1.59) and the inequality
\[ W_G(\mu, \nu) \leq \sqrt{\lambda} W_t(\mu, \nu). \]

Proof of Theorem 1.5. Applying Lemma 4.3.4 of [5] we obtain that the map \( t \mapsto W_t(\mu_1^t, \mu_2^t) \) is absolutely continuous and
\[
\frac{d}{dt} W_t^2(\mu_1^t, \mu_2^t) \leq \frac{\partial}{\partial s} W_t^2(\mu_1^s, \mu_2^s)_{s=t} + \frac{\partial}{\partial s} W_t^2(\mu_1^t, \mu_2^t)_{s=t} \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in (0, +\infty).
\]

Moreover we recall that (see Prop. 8.4.7 and Rem. 8.4.8 of [5]) for any absolutely continuous curve \( \mu_t \in \mathcal{P}_2(\mathbb{R}^n) \) and any measure \( \sigma \in \mathcal{P}_2(\mathbb{R}^n) \)
and we recall that
\[
\int_0^T \int_{\mathbb{R}^n} |\nabla \phi(x)|^2 \mu_t(x) dt < +\infty \quad \text{for every } T > 0 \text{ and } (\mu_t, \nu_t) \text{ satisfies the continuity equation, we have}
\]
\[
\frac{d}{dt} W_t^2(\mu_t, \sigma) = 2 \int_{\mathbb{R}^n \times \mathbb{R}^n} \langle x - y, \nu_t(x) \rangle d\gamma(x, y) \quad \forall \gamma \in \Gamma(\mu_t, \sigma) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in (0, +\infty),
\]

where \( \Gamma(\mu_t, \sigma) \) denotes the subset of \( \Gamma(\mu_t, \sigma) \) consisting of minimizers in (1.34) in the case \( A = I \).

We denote by \( r : \mathbb{R}^n \rightarrow \mathbb{R}^n \) the optimal transport map for the euclidean quadratic cost \( |x - y|^2 \) from \( \mu_1^t \) to \( \mu_2^t \) and we recall that \( \|r\|_{\mathcal{P}_2(\mathbb{R}^n)} \) is \( \mu_1^t \)-a.e. differentiable and \( \text{det}(\nabla r(x)) > 0 \) for \( \mu_1^t \)-a.e. \( x \in \mathbb{R}^n \) and there exists a \( \mu_1^t \) negligible set \( N \) such that \( r \) is strictly monotone on \( \mathbb{R}^n \setminus N \). We also recall that \( r \) is \( \mu_1^t \)-essentially injective and the optimal transport map from \( \mu_2^t \) to \( \mu_1^t \) is the inverse function \( r^{-1} \) (for all these properties see Sect. 6.2 of [5]).

Since \( u^1 \) and \( u^2 \) are weak solutions given by Theorem 1.1 of the equation (1.1) with \( f(u) = u \), by (1.47) \( u_i^t \in W^{1,1}(\mathbb{R}^n), i = 1, 2 \) and
\[
\int_0^T \int_{\mathbb{R}^n} \left( \frac{\nabla u_i^t(x)}{u_i^t(x)} \right)^2 + |\nabla V(x)|^2 \ u_i^t(x) dx dt < +\infty
\]
for every \( T > 0 \), \( i = 1, 2 \). Then we can apply (3.49) with \( \gamma = (i, r) \# \mu_1^t \) and \( \nu_t(x) = -\frac{\partial V(x)}{\partial u_i^t(x)} - a(x)\nabla V(x) \)
obtaining that
\[
\frac{\partial}{\partial s} W_t^2(\mu_1^t, \mu_2^t)_{s=t} = -2 \int_{\mathbb{R}^n} \langle x - r(x), a(x)\nabla u_1^t(x) \rangle u_2^t(x) dx + a(x)\nabla V(x)u_1^t(x) dx,
\]
and, similarly, with \( \gamma = (i, r) \# \mu_2^t \) and \( \nu_t(x) = -\frac{\partial V(x)}{\partial u_i^t(x)} - a(x)\nabla V(x) \) obtaining that
\[
\frac{\partial}{\partial s} W_t^2(\mu_1^t, \mu_2^t)_{s=t} = -2 \int_{\mathbb{R}^n} \langle y - r^{-1}(y), a(y)\nabla u_2^t(y) \rangle u_1^t(y) dy + a(y)\nabla V(y)u_2^t(y) dy.
\]

Then by (3.48), (3.50) and (3.51)
\[
\frac{d}{dt} W_t^2(\mu_1^t, \mu_2^t) \leq -2 \int_{\mathbb{R}^n} \langle x - r(x), a(x)\nabla u_1^t(x) \rangle dx - 2 \int_{\mathbb{R}^n} \langle y - r^{-1}(y), a(y)\nabla u_2^t(y) \rangle dy
\]
\[
- 2 \int_{\mathbb{R}^n} \langle x - r(x), a(x)\nabla V(x) \rangle u_1^t(x) dx - 2 \int_{\mathbb{R}^n} \langle y - r^{-1}(y), a(y)\nabla V(y) \rangle u_2^t(y) dy.
\]
Since \( r \# \mu^1_t = \mu^2_t \), the second line of (3.52) can be written as
\[
-2 \int_{\mathbb{R}^n} \langle x - r(x), a(x)\nabla V(x) \rangle u^1_t(x) \, dx - 2 \int_{\mathbb{R}^n} \langle y - r^{-1}(y), a(y)\nabla V(y) \rangle u^2_t(y) \, dy = \]
\[
-2 \int_{\mathbb{R}^n} \langle x - r(x), a(x)\nabla V(x) - a(r(x))\nabla V(r(x)) \rangle u^1_t(x) \, dx. 
\]  
(3.53)

The estimate of the first line of (3.52) requires a bit more work. Since \( u^1_t \) and \( u^2_t \) belong to \( W^{1,1}(\mathbb{R}^n) \) and \( r \) and \( r^{-1} \) are monotone and \( a \in C^1(\mathbb{R}^n) \), using a similar argument of the proof of Lemma 10.4.5 of [5], and a truncation argument, the following weak formula of integration by parts holds (\( \text{tr} \nabla \) is the absolutely continuous part of the distributional divergence)
\[
\int_{\mathbb{R}^n} \langle a(x)(r(x) - x), \nabla u^1_t(x) \rangle \, dx \leq - \int_{\mathbb{R}^n} \text{tr} \nabla(a(x)(r(x) - x))u^1_t(x) \, dx, 
\]  
(3.54)

and similarly
\[
\int_{\mathbb{R}^n} \langle a(y)(r^{-1}(y) - y), \nabla u^2_t(y) \rangle \, dy \leq - \int_{\mathbb{R}^n} \text{tr} \nabla(a(y)(r^{-1}(y) - y))u^2_t(y) \, dy. 
\]  
(3.55)

Since
\[
\text{tr} \nabla(a(x)(r(x) - x)) = \langle \nabla a(x), r(x) - x \rangle + a(x) \text{tr} \nabla (r(x) - x) = \langle \nabla a(x), r(x) - x \rangle + a(x)(\text{tr} \nabla r(x) - n), 
\]
by (3.54), (3.55) and \( r \# \mu^1_t = \mu^2_t \) we have
\[
-2 \int_{\mathbb{R}^n} \langle x - r(x), a(x)\nabla u^1_t(x) \rangle \, dx - 2 \int_{\mathbb{R}^n} \langle y - r^{-1}(y), a(y)\nabla u^2_t(y) \rangle \, dy \\
\leq 2 \int_{\mathbb{R}^n} \langle (x - r(x), \nabla a(x)) + (n - \text{tr} \nabla r(x)) a(x) \rangle u^1_t(x) \, dx \\
+ 2 \int_{\mathbb{R}^n} \langle (y - r^{-1}(y), \nabla a(y)) + (n - \text{tr} \nabla r(r^{-1}(y))^{-1}) a(y) \rangle a^2_t(y) \, dy \\
= 2 \int_{\mathbb{R}^n} \langle (x - r(x), \nabla a(x)) + (n - \text{tr} \nabla r(x)) a(x) \rangle u^1_t(x) \, dx \\
+ 2 \int_{\mathbb{R}^n} \langle (r(x) - x, \nabla a(r(x))) + (n - \text{tr} \nabla r(x))^{-1} a(r(x)) \rangle u^1_t(x) \, dx \\
= 2 \int_{\mathbb{R}^n} \langle x - r(x), \nabla a(x) - \nabla a(r(x)) \rangle u^1_t(x) \, dx \\
+ 2 \int_{\mathbb{R}^n} \langle na(x) + na(r(x)) - a(x) \text{tr} \nabla r(x) - a(r(x)) \text{tr} \nabla r(x)^{-1} \rangle u^1_t(x) \, dx. 
\]  
(3.56)

Since all the eigenvalues \( \lambda_i(x) \) of \( \nabla r(x) \) are strictly positive, we easily obtain
\[
-a(x) \text{tr} \nabla r(x) - a(r(x)) \text{tr} \nabla r(x)^{-1} = - \sum_{i=1}^{n} (a(x)\lambda_i(x) + a(r(x))(\lambda_i(x))^{-1}) \\
\leq -2n \sqrt{a(x)} \sqrt{a(r(x))} 
\]
and then by (3.56)
\[
-2 \int_{\mathbb{R}^n} \langle x - r(x), a(x) \nabla u_1^t(x) \rangle \, dx - 2 \int_{\mathbb{R}^n} \langle y - r^{-1}(y), a(y) \nabla u_2^t(y) \rangle \, dy \\
\leq 2 \int_{\mathbb{R}^n} \left( \langle x - r(x), \nabla a(x) - \nabla a(r(x)) \rangle + n \left( \sqrt{a(x)} - \sqrt{a(r(x))} \right)^2 \right) u_1^t(x) \, dx.
\]
Combining (3.52) with (3.53) and (3.57) and using the assumption (1.65) we obtain
\[
\frac{d}{dt} W_1^t(\mu_1^t, \mu_2^t) \leq -2\alpha \int_{\mathbb{R}^n} |x - r(x)|^2 u_1^t(x) \, dx = -2\alpha W_1^2(\mu_1^t, \mu_2^t)
\]
and therefore
\[
W_1^t(\mu_1^t, \mu_2^t) \leq e^{-\alpha t} W_1^0(\mu_1^0, \mu_2^0) \quad \forall t \in (0, +\infty).
\]
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