
CAHIERS DE
TOPOLOGIE ET GÉOMÉTRIE DIFFÉRENTIELLE

CATÉGORIQUES

V. KOUBEK

H. RADOVANSKÁ
Algebras determined by their endomorphism monoids
Cahiers de topologie et géométrie différentielle catégoriques, tome
35, no 3 (1994), p. 187-225
<http://www.numdam.org/item?id=CTGDC_1994__35_3_187_0>

© Andrée C. Ehresmann et les auteurs, 1994, tous droits réservés.

L’accès aux archives de la revue « Cahiers de topologie et géométrie
différentielle catégoriques » implique l’accord avec les conditions
générales d’utilisation (http://www.numdam.org/conditions). Toute
utilisation commerciale ou impression systématique est constitutive
d’une infraction pénale. Toute copie ou impression de ce fichier
doit contenir la présente mention de copyright.

Article numérisé dans le cadre du programme
Numérisation de documents anciens mathématiques

http://www.numdam.org/

http://www.numdam.org/item?id=CTGDC_1994__35_3_187_0
http://www.numdam.org/conditions
http://www.numdam.org/
http://www.numdam.org/


- 187 -

AGEBRAS DETERMIED BY THEIR ENDOMORPHISM
MONOIDS

by V. KOUBEK and H. RADOVANSKÁ
Dedicated to the memory of Jan Reiterman

CAHIERS DE TOPOLOGIE ET
GEOMETRIE DIFFERENTIELLE CATEGORIQUES

Volume XXXY 3 (1994)

Resume. Deux objets A, B d’une cat6gorie K son dits équimorphe, si leurs monoides
des endomorphismes sont isomorphes. Si la cardinalite de toute famille d’objets de
K deux-a-deux 6quimorphes mais non isomorphes est inf6rieure a un cardinal a on
dira que la cat6gorie K est a-determinee.

Notre but est de jeter les bases d’une th6orie de a-déterminisme pour les cat6gories
additives et les categories sur les relations. Comme consiquences de cette th6orie
g6n6rale nous obtenons les r6sultats suivants:

a) une description des categories 3-determines de treillis généralisant les r6sultats
connus de B. M. Schein, R. Ribenboim, R. McKenzie et C. Tsinakis;

b) une nouvelle preuve du fait que la vari6t6 B2 des p-algibres distributives est
3-d6terminie;

c) certaines varietes finiment engendr6es d’alg6bres de Heyting qui sont 3-determi-
n6es;

d) pour les groupes Ab6liens avec base 1’equimorphisme entraine l’isomorphisme.

INTRODUCTION

Let ~C be a category. The endomorphism monoid of an 1C-object A will be denoted
by Endx(A) (or End(A), if the category liC is’apparent from the context). Numerous
papers studied various properties of End(A) in a given category 1C. For example,
many familiar categories are universal, and hence monoid universal, that is, such
that every monoid is isomorphic to End(A) for some object A - see the monograph
by Pultr and Trnkova [22]., 

The present paper aims to study how Endx(A) determines the object A within a
given category ~C. In any universal category K for any monoid M there is a proper
class of non-isomorphic objects A of 1(, with End(A) ^-_’ M, see [22]. Thus we shall
deal with categories whose properties are diametrally opposite to universality.
We say that objects A, B in a category ~C are equimorphic if End(A) and End(B)

are isomorphic and we write End(A) = End(B). Isomorphic objects are always

1991 Mathematica Subject Classification. 08A35, 06Dl5, 06D20, 06B99, 20K30, 18B99.
Key words and phraseg. crtdotrtorphisnrt monoid, poset, lattice, distributive p-lllgcbra, llcyting

algebra, abelian group.
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equimorphic but the converse does not hold. We shall study categories in which at
least a partial converse is true.

Let a be a cardinal. We say that a category K is a-determined if every set of
non-isomorphic equimorphic objects of ~C has a cardinality smaller than a. For

example, the following categories K are

(1) 2-determined, i.e. equimorphic implies isomorphic:
~C =boolean algebras, see - Maxson [17], Magill [16], and Schein [25];
~C =distributive (0)-lattices - see Ribenboim [24];
1~C =median algebras, see Bandelt (5~;
~C =Stone algebras, see [2];
1~C =principal Brouwerian semilattices - see K6hler [12], and Tsinakis [29].

(2) 3-determined:
1(, =posets - see Gluskin [10], and Schein [25];
JiG =distributive lattices - see Schein [25];
~C =distributive (0,1)-lattices - see McKenzie and Tsinakis [18];
K =normal bands - see Schein [26];
1C =variety of distributive p-algebras generated by the four element Boole-

an algebra with adjoined a new 1, see Adams, Koubek, and Sichler [2];
(in fact, in the first three examples equimorphic objects are either iso-

morphic or anti-isomorphic).
(3) 5-determined:

1C =left or right regular bands - see Demlova and Koubek [7].
Moreover, another variety of distributive p-algebras is not a-determined for any

cardinal a, see [2].
The correlation between endomorphism monoids and clone algebras in universal

algebra was investigated by Adams and Clark [1], and analogous problems were
studied also by Trnkova [30] and Taylor [28]. ,

The present paper has five sections. The first one introduces definitions and basic
facts about a-determinacy in general. The second section deals with a general the-
ory of a-determined subcategories of n-ary relations and its consequences for certain
categories of posets and topological posets. In addition, we show that equimorphic
lattices with a prime ideal or (0, l)-equimorphic (0, I)-lattices with a three-element
chain of prime ideals are either isomorphic or anti-isomorphic, while 0-equimorphic
0-lattices with a two-element chain of prime ideals are isomorphic. The third sec-
tion is devoted to varieties of distributive p-algebras, and it contains a new proof
of the determinacy results of [2]. The fourth section exhibits some 2-determined
and 3-determined varieties of Heyting algebras. In the last section we investigate
categories with zero in general, and a-determined subcategories of Abelian groups;
we show that equimorphic Abelian groups with a basis are isomorphic.
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1. BASIC DEFINITIONS AND FACTS

For any mapping f : X - Y denote by Ker(f) the equivalence on X with
(x, y) E Ker( f ) if and only if f (z) = f (y), and Im( f ) the subset of Y with Im( f ) =
ly E Y~ ~x E X~ f(x~ - yl.

For a cardinal a denote by a+ the cardinal successor of a.
The definitions of standard semigroup notions (for example left (or right) zero,

Green relations, left (or right) divisor, left (or right) ideal) using here can be found
in the monograph of Clifford and Preston see [6].
We say that a property P of elements, (or n-tuples of elements, or subsets, or

family of subsets) is an isoproperty if for every semigroup isomorphism f : S --i T
and any element 8 of S (or any n-tuple of elements of S, or any subset of S, or any
family of subsets of S, respectively), s has the property P in S if and only if f (s) has
the property ~ in T. We say that a property ~ is an element property (or n-tuple
property, or set property, or family of sets property) if P concerns of elements (or
n-tuples, or subsets, or family of subsets, respectively) of a given semigroup.

The study of a-determinacy in concrete categories is based on transformation
monoids. A transformation monoid is a pair (X, M) where X is a set and M is a
set of mappings of X into itself closed under composition and containing the identity
mapping. The set M with the operation of composition and the identity mapping
is a monoid. Let (X, M), (Y, N) be transformation monoids then an isomorphism
y2 from M to N is called strong if there exists a bijection g : : X ---~ Y with
g o f = y2( f) o g for every f E M. The bijection g is called a carrier of the

isomorphism y2. For a submonoid M’ of M and for z E X denote by S~ab(M’, z) =
{/ E M’; f (x) = ZI. Clearly, Stab(M’, x) is a submonoid of M. For A, B C M
we shall write A o B = ~ f o g; f e A, 9 E B}. Thus Mol for f E M is a right
ideal in M generated by f . For a subset A C M define an equivalence ^-_’A as the
smallest equivalence such that f ^-_’A f o g for every f E M, g E A. A right ideal
Q C M is called left 1-transitive if there exists a left congruence - on Q such that
for every y E X there exists exactly one class Qy of - on Q such that for f E Q
we have /(z) = y if and only if f o Qx g Qy. We say that - is associated with Q.
For a right ideal Q if there exists x E X - which is called a source - such that for
every y E X there exists f E Q with f (z) = y then Q is left 1-transitive where the
associated congruence - on Q is defined as follows: f ~ g j ust when f ( x ) = g ( x ) .
If there exists a source z E X with ~=^-_’Stab(Q,z) then we say that Q is 1-transitive
and if ~ is identical then Q is strictly 1-transitive. First we give some elementary
properties.

Lemma 1.1. Let (X, M) be a transformation monoid. Then the following hold

(1) For every A C M, the equivalence ^-_’A is a left congruence;
(2) For every 1-transitive ideal Q, if Stab(Q, x) _ ~ f ~ then f is idempotent and

Q is strictly 1-transitive.
(3) For every idempotent g E M, and every f E M we have Im( f ) g Im(g) if
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and onI y if g o f = f.
0

Lemma 1.2. Let Q g M be a 1-transitive right ideal in a transformation monoid
(X, M) with a source z E X. Then for every f E M hold

(1) f (y) = z if and only if f o h E Qz for every h E Qy;
(2) Im( f ) = ~y E X; f o h E Qy for some h E M};
(3) (z, y) E Ker( f ) if and only if for every h E Q,, g E Qy we have f o

9 ~Stab(Q,z) f o hi
(4) foreveryyEX,,f"1(y)=~zEX;fohEQyforhEQx~.

Proof. Since Q is a right ideal we obtain that f o h E Q for every h E Q~,, y E X .
Since f o h(~) = f (y) we conclude that f o h E Qf (y) and (1) is proved. The rest is
a consequence of (1). 0

In this paper every considered category 1C will have a factorization system (E, M).
Thus every morphism f E 1C has a unique decomposition, up to isomorphism, into
f = h o g where g E ~, h E Jvt . We shall write 9 = ~ (, f ), h = Jl~t ( f ) . The range
object of E(,f ) will be denoted by O(f). Thus, if f : A -i B E 1C is an idempotent
then ~(f) : A -t 0(f) E ~, .~t(f) : 0(f) -i B E M and f = Jvt(f) o ~(f).
Note, if f : A --&#x3E; A C 1C then ~( f ) o .Mi( f ) = 10( f) . We recall the diagonalization
property of a factorization system which we will often apply without reference, if

E:A---~BE~,g:B--~D, f :A--&#x3E;C,~:C--~DEJl~tareJ~C-morphisms
with g o E = ~ o f then there exists a 1C-morphism h : B --~ C with h o c = f ,
p. 0 h = g.
We show two basic facts about the correlation between the endomorphism monoid

of an object and endomorphism monoids of its subobjects. First denote by Idx (A) =
If E Endx (A); f o f = f } g Endc (A) for any 1C-object A. For a concrete category
1C and for every X-object A define Finx(A) _ ~ f E Endx(A); Im( f ) is finite}. If
the category K is clear we omit the index X.

Lemma 1.3. Let A be a 1C-object and let f E Id(A) then End(O( f )) and f o
End(A) o f are isomorphic monoids.

Proof. Let 4~ : End(O( f )) --~ End(A) be a mapping such that ~(g) = M(f) o
g 0 £( f) for any 9 E End ( O ( f ) ) . Since ~ ( f ) is an epimorphism and J~. ( f ) is a

monomorphism we conclude that ~ is injective. Since M(f) o ~ ( f ) o M(/) =
Ji~t( f ) and E( f ) o M(f) o £( f) = £( f) we conclude for every 9 E End(O(f)) that
f o ~(g) o f = 4~(g) and for every 9 E End(A) that ~(h) = f o g o f for h = ~( f ) o g o
J~i( f ) E End(O( f )). Hence 7~(~) = /oF~(~4)o/. It remains to show that ~ is a
homomorphism. It is clear because ~ (g) o ~ (h) _ .Jl~i ( f ) o g o E ( f ) o ~l~t ( f ) o h o E ( f ) =
~l~t( f ) o g o h o E( f ) = 4l(g o h) for every g, h E End(O( f )). C7
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Lemma 1.4. Let A be an object of J(, and let f, g E Id(A) then O( f ) and 0(g)
are isomorphic if and only if there exist k, h E End(A) with h o g = f o h = h,
ko f =gok=k, koh=g, hok= f.

Proof. If O( f ) and O(g) are isomorphic then there exist m : 0 (f ) ----~ O(g), n :
0(g) -~ O( f ) with n o m = lo( f), m o n = 10(9). Define k = M(g) o m o .6(f),
h = M(f) o n o £(g). By a direct calculation we obtain that h and k satisfy the
required conditions. On the other hand if there exist h, k E ~nd(A) satisfying the
required conditions then by a diagonalization property of a factorization system

O(g) are isomorphic. C)

The categories of main interest in this paper will be concrete categories, i.e. cat-

egory ~C with a forgetful functor ! - ! : : ~C --~ SET where SET is the category
of all sets and mappings. Then every endomorphism monoid End(A) corresponds
to a transformation monoid on the set IAI with the set ~~ f ~; f E End(A)} of map-
pings. If the misunderstanding cannot occur then we will identify End(A) and the
transformation monoid corresponding to End(A).
A subcategory £ of ~C is called isomorphism-full if any pair A, B of C-objects is

isomorphic in G if and only if it is isomorphic in ~C. We say that a concrete category
1C is amenable if for every 1C-object A and for every bijection f : IAI --~ X where X
is a set there exist an 1~G-object B with ~B) = X and an 1~C-isomorphism cp : A - B
with IVI = f. A concrete category 1C has a unique empty object if there exists at
most one 1~C-object A, up to isomorphism, with IAI = 0, then it is called an empty
object and the other objects are non-empty.
Two 1C-objects A, B are called strongly equimorphic if End(A) = End(B) (as

transformation monoids, not only isomorphic). Clearly, strongly equimorphic ob-
jects are equimorphic, the following easy proposition gives a partial converse of this
fact.

Proposition 1.5. Let 1~C be an amenable concrete category. If f : End(A) -
End(B) is a strong isomorphism where A, B E l~C then there exists a JiC-object C
isomorphic to B such that A and C are strongly equimorphic.

Proof. Let g : IAI -~ IBI be a carrier of f . Since 1(, is amenable there exists
a 1C-object C isomorphic with B such that g-1 is an underlying mapping of an
isomorphism between B and C. Then g-1 is a carrier of the isomorphism between
End(B) and End(C) and thus End(A) = End(C). 0
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. 

A pair (Po, 7~1) of isoproperties is called a coordination property for a concrete

category 1~C if 1C has a unique empty object, for every non-empty 1C-object A there
exists Q C End(A) satisfying Po, and if Q g End(A) satisfies ~o where A is a
non-empty K-object then Q is a left 1-transitive right ideal in End(A). A subset
R C Q x Q satisfies ~1 if and only if R is a left congruence associated with Q. If Q
is 1-transitive then the isoproperty ~1 is the set property and R C_ Q satisfies ~1
if and only if R = Stab(Q, x) for some source z E IAI. If Q is strictly 1-transitive
then ~1 is omitted.

Theorem 1.6. Assume that a concrete category 1(, has a coordination property.
Then every isomorphism cp : End(A) --~ End(B) between 1C-objects A, B is strong.

Proof. Let cp : End(A) ---+ End(B) be an isomorphism. If IAI = 0 then cp is

strong because 1C has a unique empty object. Assume that JAI $ 0. Since 1C has a
coordination property (1’0, 1’1) there exists Q C End(A) satisfying Po and Q is a
left 1-transitive right ideal in End(A). Then ~p(Q) satisfies Po and thus ~p(Q) is a
left 1-transitive right ideal in End(B). Further there exists R C Q x Q satisfying
~1 and R =~ is a left congruence associated with Q. Then ip(R) C Sp(Q) x cp( Q)
satisfies P1 because V is an isomorphism and thus Sp(R) =~1 is associated with

~(Q). Since Q is a left 1-transitive right ideal with the associated left congruence
~ there exists a surjection ~ : Q ---~ X with 0(f) = 0(g) for f, g E Q just when
f - g and Ø(f 0 g) = f (O(g)) for every g E Q, f E End(A). Analogously, there
exists a surjection ~’ : cp(Q) --~ B with 0’(f) = 0’(g) for f, g E cp(Q) just when
f -i g and 0’(f o g) = f (0’(g)) for every g E cp(Q), f E End(B). Define a

mapping h : IAI 2013~ ~B~ such that h(u) = 0’(W(g)) where 9 E Q with 0(g) = u.
We prove that h is correctly defined and that h is a bijection. If f, 9 E Q with
f - g then c,p( f ) r··l cp(g) and we conclude that 0’(W(f)) = 0’(W(g)) and thus h is
correctly defined. Since V is an isomorphism we have for f, g E Q that f - g if
and only if cp(!) N1 cp(g) and thus h is injective. Since ~ and 0’ are surjections we
conclude that h is a surjection and whence h is a bijection. It remains to show that

Sp(k) o h = h o k for every k E End(A). For any u E IAI there exists g E Q with
0(g) = u. Then h o k(u) = h(k ° 4(9)) " 4’(9’(k ° 9)) = SP(k)(~’(SP(9)) = cp(k)(h(u»
because k 0 9 E Q. Thus h is a carrier of cpo 0

Note that if a concrete category ~C has a coordination property then the following
ones are isoproperties:

(1) f E End(A) is one-to-one for a E 1Cj
(2) card(Im(f)) = n for f E End(A), A E 1(" and a natural number n;
(3) card(/-1(z) r1 Im( f )) = n for some x E 1m(!), f E Id(A) A E 1(" and a

natural number n.

We give two sufficient conditions for the existence of a coordination property in
a concrete category 1(,.

Proposition 1.7. Let ~C be a concrete category with a unique empty object such
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that for every non-empty object A ofl~C any constant mapping of JAI is an underlying
mapping of an endomorphism of A. Then the isoproperty 1’0 such that
Q is the set of all left zeros of End(A);
is a coordination property.

Proof. Obviously, if a transformation monoid (X, M) contains all constants of X
then the set Q of all left zeros is strictly 1-transitive right ideal. Since f E M is a
constant if and only if f is a left zero in M the proof is complete. 0

For a concrete category K and a non-empty K-object A denote by Kernelx (A)
the smallest non-empty both-sided ideal in End(A) if it exists. We can omit the
index K if the misunderstanding cannot occur. If Kernel(A) exists then the smallest
subset U C_ ~A~ such that 1m(f) C U for any f E Kernel(A) and f (U) C U for
every f E End(A) is denoted by Axe,.. We say that 1(, has kernels if it has a unique
empty object and Kernel(A) exists for every non-empty 1(,-object A. We say that
an element isoproperty P coordinatizes kernels in ~C if for every 1C-object A there
exists f E Id(A) satisfying P and if IAI = AKer then every f E Id(A) satisfying
~ generates the strictly 1-transitive right ideal and f belongs to Kernel(A) and if
IAI 1= Axer then no f E Id(A) satisfies both P and 1m(f) g Ah-er.

Theorem 1.8. Let ~C be a concrete category with kernels. Let P be a property
coordinatizing kernels such that every f E Id(A) satisfying both P and 1m(f) B
Axe,. _ iml for ~ E )A) ( Axe,. ful~ls

(1) End(A) o f is 1-transitive with a source z;
(2) Sta.b(End(A) o f, x) is a group;
(3) g E Kernel(A) whenever 9 E End(A) o f o End(A) and Im(g) g Axer.
Moreover, if IAI 1= AKer then there exists f E Id(A) satisfying both P and

card(Im(f) B Axer) = 1. Then ~C has a coordination property.

Proof. We must show that there exists an element isoproperty P’ such that f E
Id(A) satisfying P’ satisfies P and if KerA ; IAI then card(Im( f ) BAKer) = 1 (i.e.
I ft Kernel(A)) for every non-empty 1C-object A. Consider the property ~’ such
that:

f E Id(A) satisfies P and for every h E Id(A) satisfying P either f o k o h E
Kernel(A) for every k E End(A) or there exist k, ki E End(A) with f okohoklo f =
f.

Clearly, P’ is an isoproperty. Let A be a non-empty 1~C-object. If AKer = JAI
then there exists f E Id(A) satisfying P because P coordinatizes kernels and f E
Kernel(A). Thus f satisfies P’ because f o k E Kernel(A) for every k E End(A).

Assume that ~A~ ~ Axer and f E Id(A) satisfies P’. Then 1m(f) Clp Ah-er
and thus there exists y E IAI with f ( y) ~ AKer. By the assumption on ~C there
exists 9 E Id(A) satisfying P and card(Im(g) B AKer) = 1. Since End(A) o g is 1-

transitive for a source ~c E ~A~, there exists h E End(A) o g with h(z) = y and hence
f o h ~ Kernel(A) . Therefore there exist k, ki E End(A) with f o k o g o kl o f ^ f .
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Since 1 (Axe,. ) g AKer for every I E End(A) and card(Im(g) B Axer ) - 1 we

conclude that card(Im( f ) B Axe,.)  1 and thus card(Im( f ) B Axer) = 1.
Conversely, assume that a f E Id(A) satisfies ~ and Im( f ) B AKer = fz}. Let

g E Id(A) satisfy P and assume that there exists h E End(A) with f o h o g ~
Kernel(A). Then there exists z E IAI with z = f o h o ~(2:) ~ AK,,- Since

End(A) o f is 1-transitive there exists hi E End(A) with z = f o h o g o hl o f (z)
and thus f o h o g o hl o f E Stab(End(A) o f, z). Since Stab(End(A) o f, z) is a
group and f E Stab(End(A) o f, z) is an idempotent we conclude that f is the unity
of S~ab(End(A) o f, z) and therefore there exists h2 E Stab(End(A) o f, z) with
h2 o h o g o hl o f = f = f o h2 o h o g o hl o , f and thus f satisfies P’ .

It remains to find an isoproperty characterizing Stab(End(A) o f, z) if f E Id(A)
satisfies P’ and Im( f ) B Axer = IX}- Consider a maximal subgroup G C End(A)
of End(A) containing I. Then for every g E G we have g o f = g and therefore
G C End(A) o f . Further f o g = g implies that Im(g) g Im( f ) and since f =
h o g for some h E G we conclude that g(z) ~ Axer and thus g(z) = z. Hence

G C Stab(End(A) o f, z) and Stab(End(A) o f, z) is the ~-class containing f - this
is an isoproperty describing Stab(End(A) o f, z). CJ

The notion of a-determinacy can be strengthened for concrete categories. We say
that a concrete category 1~C is strongly a-determined, where a is a cardinal, if every
set of non-isomorphic strongly equimorphic 1(,-objects has a cardinality smaller than
a. The following theorem shows that for suitable concrete categories the notion of
a-determinacy coincides with strong a-determinacy.

Theorem 1.9. Let ~C be a concrete amenable category such that any isomorphism
between End(A) and End(B) for liC-objects A, B is strong. Then JC is a-determined
if and only if X is strongly a-determined.

Proof. Clearly, every a-determined category is also strongly a-determined. Con-

versely, assume that K is strongly a-determined. Let {~;t E I } be a set of non-
isomorphic equimorphic ~C-objects. Choose io E I. Since for every i E I an iso-

morphism between End(Ai ) and End(Aio ) is strong we obtain by Proposition 1.5
that for every i E I B lio} there exists a K-object B; isomorphic with A; on the set
laio such that End(B;) = End(A;o). Set B;o = Aio, then ~Bs; i E 7} is the set
of non-isomorphic strongly equimorphic JiC-objects and hence ~I ~  a. Thus K is
a-determined. C7

Corollary 1.10. Let K be a concrete amenable category with a coordination prop-
erty. Then 1C is a-determined if and only if JC is strongly a-determined. 0

2. SUBCATEGORIES OF RELATIONS

Denote by POSET the category of all posets and order preserving mappings.
Gluskin proved
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Theorem 2.1. [10] If two posets Po, PI are equimorphic then either Po and PI are
isomorphic or antiisomorphic. 0

The method of the proof was generalized by Schein [25]. He defined a sufficient
subsemigroup and by this notion generalized Theorem 2.1 for semilattices and dis-
tributive lattices. We attempt to generalize Gluskin’s idea by another way. We
generalize his method for subcategories of n-ary relations over a concrete category.
Let G be a concrete category. Objects of the category RELn (G) of n-ary relations
over ~C are pairs (A, R) where A is an £’-object and R is an n-ary relation over
IAI, morphisms from (A, R) into (B, S) are all G-morphisms ~ : A - B with
In (R) g S (i.e. ( f ~ I is a compatible mapping of relations). If/;= SET then

we shall write only RELn . Then POSET is a full subcategory of REL2. For a

relation (A, R) E RELn(£) and for an arc a = Zl, Z2, ..., zn &#x3E;E R denote by
d(a) = IZ1, Z2, ..., znl, and for a subset Q C R denote by d(Q) = ld(a); a E Ql.

As concrete application of general theorems we shall investigate relations over
SET or over TOP - the category of topological spaces and continuous mappings.
Denote by SEM the category of all semilattices and semilattice homomorphisms,
SEM, the full subcategory of SEM formed by all semilattices with at least one
pair of incomparable elements, Lat 1 (or 0 - Latl ) the category of all lattices (or
0-lattices i.e. lattices with 0) having a prime ideal and lattice homomorphisms
(0-homomorphisms, respectively), 0 - Lat2 (or (0, 1) - Lat2) is the category of 0-
lattices (or (0,1)-lattices, i.e. lattices with 0,1) having two distinct prime ideals Io, I,
with Io C h and lattice 0-homomorphisms, ((0,l)-homomorphisms, respectively),
(0,1) - Lat3 is the full subcategory of (0,1) - Lat2 formed by all lattices having
three distinct prime ideals Io, 1,, 12 with Io g h g 12. The categories SEM, SEMC,
Latl, 0 - Latl, 0 - Lat2, (0, 1) - Lat2, (0, 1) - Lat3 are amenable isomorphism-
full subcategories of REL2. Moreover, any semilattice S can be identified with
a ternary relation (151, R) where R = I(x, y, x A y); X, y E ISI} (we assume that
every semilattice is a meet-semilattice) then SEM and SEM, are amenable full
subcategories of REL3. Clearly, every distributive lattice belongs to Lat 1.

Denote by P RI EST the category of all Priestley spaces - Priestley space is a

triple (X, ,,r) where X is a set,  is an ordering on X, T is a compact topology on
X such that for every z f y there exists a clopen (i.e. closed and open) decreasing
set U with y E U, z f/:. U, and morphisms are all continuous order preserving
mappings (a set U is decred~ing if u E U, v  u imply v E U, the dual notion is
an increasing set, for a set U denote by (U) the smallest increasing set containing
U, (,U] the smallest decreasing containing U). We recall that by the standard
topological arguments we obtain that for closed disjoint sets Z, Y C X such that Z
is decreasing there exists a clopen decreasing set U C X with Z C U and U fl Y = 0.
Clearly, PRIEST, is an amenable isomorphism-full subcategory of REL2(TOP).
Every constant mapping is a morphism of POSET, SEM, Lati, PRI EST thus
by Proposition 1.7 the categories POSET, SEM, SEM,, Latl, PRIEST have a
coordination property. Priestley proved
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Theorem 2.2. [19] The category PRIEST is dually isomorphic to the category
of distributive (0,1)-lattices and lattice (0,1)-homomorphisms. 0

Let 1C be a subcategory of RELn(£) and let (A, R) E 1C. Denote by Ri = {a E
R; for every (A, R’) E 1C, a E R’l and Rr = R B Rt. A subset S C R is called
weak 1C-origin (or shortly weak origin) if for every p E H r there exist o- E S and
f E Endx(A, R) with f (~) = p. A weak 1C-origin is called X- origin if for every (1’ E S

and T E R with d(T) = d(~) we have r E S, and for every pair (1’1, 0-2 E S there exist
a finite sequence al, a2, ..., a"i of elements of S and finite sequences fl, f2, ..., 1m-I’
~i)~2!’"!~yn-i of endomorphisms of (A, R) in 1C with (1’1 = a 1, Q’2 = am, I f i I ls
one-to-one on d(ai ), ~ Igil is one-to-one on d (a;+ 1 ), and Ifil(ai) = ~gi ~ (a;+ 1 ) for every
i = 1, 2, ..., m - 1. We say that 1C has weak origins (or origins) if every 1C-object
has a weak origin (or origin, respectively). An element semigroup property P is
called arc-determining in 1C if for every 1C-object (A, R) and every f E E~dx(A, R)
satisfying ~ a subset p( f ) C A is determined such that there exists an arc a E R
with P( f ) = d(a). We say that a set semigroup property P is aubset-determining
in 1C if there exists a natural number s(P) such that card(Q)  s(~) for every
Q g Endx(A, R) satisfying P and every 1C-object (A, R), and for every f E Q a
unique arc-determining property PJ is given. Denote by P(Q) = {PJ ( f ); f E Q}.
A subset semigroup isoproperty P is called determining 1C -origin (or determining
weak 1C-origin) if it is subset-determining and for every l~C-object (A, R) if a subset
Q C Endx(A, R) satisfies P then there is a origin S (or a weak origin) of (X, R)
with d(S) - P(Q), and if (X, R) has a origin (or weak origin, respectively) then
there exists Q g EndK (A, R) satisfying P. Let P be a determining weak 1C-origin
property. For any 1C-object (A, R), any subset Q g End(A, R), and a weak origin
S with d(S) = P(Q), denote by sQ~(A~R) the number of f E Q such that there
exists a strongly equimorphic 1C-object (A, R’) with (A, R) having a weak origin
T with d(T) = P(l~) and {a E S; d(a) = d( f )} ~ {~Q E T; d(~) - d( f )}. Set

sP = TrLa2{BQ~~ p~R); (A, R) is a 1C-object, Q C End(A, R) satisfies 1’}.
Ezam.ple. Assume POSET, SEM, PRIEST as categories of binary relations. If

A = (X, R) is a poset, or a semilattice, or a Priestley space then Rr {(a, y); x 
y, ~ ~ y}. Assume that there exist x, y E IAI with x  y then {(~, y)} is an origin
of A - indeed if u  v is another pair in A, consider in the case POSET, or SEM
the mapping f : IAI --~ IAI such that f (z) = v for x &#x3E; y, f(z) = z otherwise.
Clearly, f E End(A). In the case of Priestley space choose a clopen decreasing set
Z C A with x E Z, y ~ Z and define f : IAI -~ ~ IAI such that f (z) = u for z E Z,
f((x) = v otherwise, then f E End(A). If such a pair in A does not exist then
the empty set is an origin of A thus POSET, SEM, PRIEST as binary relations
have origins. If L E Lat1 then again R’’ _ I(X, Y); x  y, z ~ yl. Choose x  y
such that E I, y ~ I for a prime ideal I and for an arbitrary pair u  v in L we
define a mapping f such that f (x) = u if z E I, f (z) - v otherwise. Thus Lat I
has origins. Consider SEM, as a subcategory of REL3. Let S be a semilattice
then R’’ _ {(~, y, ~ n y); a, y E ~5~, 2 ~ y}. If there exist incomparable elements
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z, y E S such that no element u E S satisfies u &#x3E;_ z, y then ~(~, y, z n y} is a origin
of S. Indeed, for every u, v E S define ,f : S ---~ S such that f (z) = u if z &#x3E; :1:,

f (~) - v if z &#x3E; y, f (z) = u A v otherwise, then f E End(S). If for every pair of
incomparable elements x, ~ (E 5’ there exists z E S with z &#x3E; ~, y then {(a:, y, ~ n y)}
is an origin whenever z and y are incomparable. Indeed, for u, v E S choose w E S
with w &#x3E;_ u, v (by the assumption such w exists) and define f : S --, S such that
f(x)=wifz&#x3E;z,y, /(2:) = ~ if 2: &#x3E; z and ~ ~ y, /(2:) = ~ if 2: &#x3E; y and ~ ~ x,
f (z) - u A v otherwise, then f E End(S). Hence SEM~ as ternary relations has
origins.

Ezample. Consider POSET, SEM, Latl, PRIEST as binary relations. Let A be a
poset, or semilattices, or lattice with a prime ideal, or Priestley space. There exists a
pair ~a, y} of elements of A such that {z, y} is an origin from the foregoing example if
and only if there exists f E Id(A) with Im(,f ) _ ~a, y} and card( f oEnd(A)o f ) = 3.
Thus by note after Proposition 1.5 there exists a determining origin property P in
POSET, SEM, Latl, PRIEST. Consider SEM, as a subcategory of REL3. Let
S E SEM,,. If f E Id(S) with card(Im(,f )) = 3 and such that Im( f ) is not a

chain, then over Im( f ) there exists an origin from the foregoing example. By easy
calculation we obtain that Im(, f ) is not chain if and only if card( f o End(S) o f ) = 9.
On the other hand if {(z, y, ~ n y)} is an origin such that no z E S satisfies z &#x3E; ~, y
then such endomorphism exists. If for every f E Id(S) with card(Im( f )) = 3 we
have that Irn( f ) is a chain then for every f E Id(S) such that card(Irn,( f )) = 4
and Im( f ) is not chain there is an origin on Im(f) B lu} where u is the greatest
element of Irra( f ). Since for f E Id(S) with card(Im( f )) = 4 we easily obtain that
Im( f ) is not chain if and only if card( f o End(S) o f) = 25 it suffices to recognize
the set ITn,( f ) ~ Jul - it is the unique 3-element subset Z C_ Im( f ) such that there
exists g E f o End(S) o f with card(g(Z)) = 1. Thus by Lemma 1.2 and Proposition
1.5 we conclude that there exists a determining 5’EAfc-origin property ~.

Let ~C be a category of n-ary relations over ~C. A permutation cp of the set

~1, 2, ... , n} is called a IC-permutation if there exist l~C-objects (A, R), (A, R’) with

and R ~ R’. We say that a K-object (B, S) is W-isomorphic to (A, R) if (B, S)
and (A, R’) are isomorphic in K. For example, antiisomorphic posets or lattices
are cp-isomorphic where V is a permutation of 11, 21 with W(l) = 2. Let pK be
the number of liG-permutations. If the following categories are considered as binary
relations then PPOSET = PSEM = PLat = PPRIEST = P(0,1)-Lat, = 1, Po-Lae, i = 0
(because we cannot exchange pair (0, x) for a ~ 0). If we consider SEMC as ternary
relations then PSEM,,, = 0. Indeed, assume that cp is a SEM, -permutation of the
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set {1,2,3}. Since every semilattice S E 5’EMc contains incomparable elements we
conclude that V(3) = 3. Since semilattices are commutative by the exchange of 1
and 2 we obtain the same object - a contradiction.

For a category 1(, of relations denote by

Obviously,

mPOSET = mSEM = ’mLat = 7nO-Lat, = m(o, i )- Lac, _ mPRIEST = 1

where all categories are taken as binary relations. If SEM is taken as ternary
relations then mSEM = 2.

For natural numbers n,m with 1  m  n denote by t (n, m) = E{ (~ ~ ; 1  j 
m~. Obviously t(n, m)  (n+.m

Theorem 2.3. Let 1C be an amenable isomorphism-full subcategory of RELn (L)
such that 1C has weak origins and a determining weak J~C-origin property ~. More-
over, for G-objects A, B assume that A = B whenever Endx (A, R) = Endr,(B, S)
for some 1C-objects (A, R), (B, S). Then 1(, is strongly (t(n!, tnx)a~ + I)-determined.
If 1C has a coordination property then ~C is (t(n!, mx)s-p + I)-determined.

Proof. Let {.~4,; = (Ai, Ri); i E I} be a family of non-isomorphic strongly equimor-
phic 1(,-objects. By the assumption on 1(, and ~C we obtain that ~ - (A, R;).
Assume that P is a determining weak K-origin property. Since every .~1; has a weak
origin there exists Q g E~d/c(~4,) having P and for every i E I there exists a weak
origin S; of At with d(Si) = P(Q). Since R; _ {1/I(CT)j/ E Endx(.~1;), cr E S;~ U R~,
R; = R~ and Endx (.A.= ) = Endx (.~4.~ ) we obtain that Si = Sj implies Ri = R,
thus for t ~ j we have S; ~ Sj. Therefore for given Q g Endx (.A~ ) having P we
compute the number of distinct weak origins S with d(S) = P(Q). For any f E Q
we have card(lo- E S;; d(~) _ ~ f ( f )~) = q  mK and for given q there exist ( ~’’~
such sets. Thus we conclude that for given f E Q there are at most t (n!, mx ) sets
{o’ E Si; d(~) - 7~/(/)}. Since the number of f E Q such that f distinguishes
distinct origins is at most sp we obtain card (I )  t (n!, mx ) a~ and hence 1C is

strongly (t(n!, mx)sp + l)-determined. If 1C has a coordination property then we
apply Corollary 1.10 and we obtain that 1C is (t(n!, m~)a~ -I- l)-determined. 0

We say that a category J~C is maz-uniform if for every K-object (A, R) and for
every a E R such that the cardinality of d(a) is the greatest in R we have card(1,3 E
R; d(~) = d(a)~) = mx.
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Theorem 2.4. Assume that 1C is an amenable max-uniform isomorphism-full sub-
category of RELn (,C) such that JC has origins and a determining K -origin property
P. Assume that A = B for £-objects A, B whenever Endr, (A, R) = Endx(B, S)
for some 1C-objects (A, R), (B, S). Then 1C is strongly (px -f- 2)-determined and
every strongly equimorphic objects are either isomorphic or V’-isomorphic for a X-
permutation Sp. If mx = 1 then K is max-uniform. If 1~C has a coordination property
then 1C is (px + 2)-determined and every equimorphic objects are either isomorphic
or V’-isomorphic for a 1C-permutation W.

Proof. As in the proof of Theorem 2.3 let ~.~1; = (A, R; ); i E Il be a family of
non-isomorphic strongly equimorphic 1C-objects with origins Si such that d(S; ) _
d(S~ ) for i, j E I. Then S; ~ Sj for i ~ j. We prove that At and .~4.~ are yo-

isomorphic for some 1C-permutation V’ whenever i ~ j. Choose uo E S;, ro E Sj with
d(ao) = d(ro). We shall define a mapping lb : S; - Sj by induction: O(oo) = ro.
Assume that CT1, CT2 E Si and that there exist f, 9 E Endx(.~;) such that f is

one-to-one on d(~1), g is one-to-one on d(~2), and f(al) = g(a·2). If 1/J(Ul) is

defined then d(o-1) = d(-O(o-1)) and by the assumptions on 1C there exists exactly
one r E 5j with !(1/J(O’l)) = g(T) and d(a2) = d(r) because card({/3 E S~ ; d(~3) _
d(~1)~) = card(1,3 E S; ~ d(A) = d("2)1) = card(1,3 E Ri; d(,8) = d(f (’f(a’1 )))~) _
mx. Further if yo is a permutation of ~1, 2, .., n~ such that for ~1 = ~1, z2, ..., ~n &#x3E;
we have 1b(ui) = ay,(1), ZIp(2), ..., 2~(n) &#x3E; then for CT2 = Yl, y2, ..., Yn &#x3E; we have

T = y~(1), y~(2), ..., y~(n) &#x3E;. Define ~(~2) = T. Then 0 is a bijection and there
exists a permutation ~p of 11, 2, ..., n~ such that for every ~1 = Z17 a;2,..., Xn &#x3E; E S;
we have 1b(u) = ~~(1), ZIp(2), ..., ~~(n) &#x3E;. From the definition of the origin we
conclude that Rj = ~(~~(1), ZIp(2), ..., ~~(n)); (z¡, Z2, ..., zn) E Ri 1. Therefore p is a
1C-permutation and ,A; and .~lJ are ~3-isomorphic. If 1C has a coordination property
we apply Corollary 1.10. The rest is obvious. 0

For the case of ,C = SET the implication that X = Y whenever EndK (X, R) =
Endx (Y, S) is obvious because X is an underlying set of EndK(X, R) and Y is an
underlying set of Endx(Y, S). In the case .c. = TOP we shall use the following
folklore lemma.

Lemma 2.5. Let (X, T;) be a topological T1 space with a subbase Bi for i = 1, 2. If
Q g Fin(X, Tl) r1 Fin(,X, T2) such that 81 U 82 is contained in the Boolean closure
of the sets ~ f -1 (~); f E ~,?, Z E ~7~(/)} then rl = r2. D

Since the category POSET satisfies the assumption of Theorem 2.4, mx = 1

and px = 0 we obtain Theorem 2.1 as a consequence of Theorem 2.4. Also SEM as

a subcategory of binary relations and SEM, as a subcategory of ternary relations
satisfy the assumption of Theorem 2.4 (msEM = 1, PSEM = 1, msEM~ = 2,
PSEM~ - 0 and 5’EAfc is max-uniform) we obtain a theorem proved originally by
Schein [25]
Theorem 2.6. [25] Equimorphic semilattices are either isomorphic or antiisomor-
phic chains. D
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Corollary 2.7. Latt is 3-determined, moreover two equimorphic lattices with a
prime ideal are either isomorphic or antiisomorphic.

Proof. Apply Theorem 2.4, mLat1 l - 1, PLat! = 1. C7

Corollary 2.8. PRIEST are 3-determined. Equimorphic Priestley spaces are
either isomorphic or antiisomoiphic.

Proof. If (X, , r) is a Priestley space, then the set of all clopen decreasing and
clopen increasing subsets of X is a subbase of T. For z  y and for a clopen
decreasing set U C_ X define f : X -~ X such that f (x) = z for z E U, f (z) = y
otherwise - f is continuous order preserving. We apply Lemma 2.5 (if  is discrete
then the assumptions of Lemma 2.5 are also satisfied) and we obtain that the
assumptions of Theorem 2.4 are satisfied. Since mpR jEST = 1, PPRIEST = 1 the

proof is complete. C7

The dual form of Corollary 2.8 was proved by McKenzie and Tsinakis [18] - the
equimorphic distributive (0,1)-lattices are either isomorphic or antiisomorphic.
Lemma 2.9. 0 - Lat 1 has a coordination property, 0 - Lat2 has origins and a
determining origin property. (0, 1) - Lat2 has a coordination property, (0, 1) - Lat:i
has origins and a determining origin property.

Proof. Let L E 0-La~l then the constant mapping to 0 is an endomorphism which is
a zero of End(L). Thus Kernel(L) consists of the constant to 0, and L,Ke,. _ {O}.
Since L has a prime ideal we conclude that card(L) &#x3E; 1 and thus L ~ LKe,..
Hence the isoproperty 7~ = {/ ~ Kernel(L)~ coordinatizes kernels and f E End(L)
satisfies P and card(Im( f )BLKer ) = 1 if and only if card(Im( f )) = 2. Further there
exists f E Id(L) with card(Im( f )) = 2. Consider f E Id(L) with Im( f ) = {O, yl,
y ~ 0. Then I = f -1 (0) is a prime ideal in L and for z E L define fz : L ---~ L such
that fz (x) = 0 for x E I, fz (x) = z otherwise. Clearly, fz E End(L) and x E L}
is a strictly 1-transitive right ideal in End(L) generated by f with a source y,

Sta,b(End(L) o f, y) _ ~ f ~, and fx E Kernel(L) if and only if Im( fz ) g Lxe,.. By
Theorem 1.8 0 - Lat has a coordination property.

Let L E (o, 1) - Lat2 then Kernel(L) = { f E End(L); card(Im( f )) = 2} which
is the set of all right zeros of End(L). Further Lxer = {O, 11- Since there exist
distinct prime ideals I, J with I C J C_ L we conclude that there exists f E I d( L)
with card(Im( f )) = 3 and thus L ~ LKe,.. The isoproperty 7~ == {/ ~ Kernel(L)~
coordinatizes kernels and f E End(L) satisfies P and card(Im( f ) B LKer ) = 1 if and
only if card(Im( f )) = 3. Let f E Id(L) with Im( f ) = 10, y, 11 where 0 ~ y ~ 1

then f -1 (o) - I, f -1 (~0, yl) = J are distinct prime ideals with I C J C L. For

every z E L define a mapping fz : L --~ L such that /:c(~)=0ifj:~7, fz (z) = z if
x E J B I, fz(z) = 1 if z E L B J. Clearly, fz E End(L) and { fz; ~ E Ll is a strictly
1-transitive right ideal generated by f with a source y, Stab(End(L) o f, y) _ Ifl,
and fz E Kernel(L) if and only if z C LK~,.. By Theorem 1.8 (0, 1) - Lat2 has a
coordination property.
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Let L E 0 - Lat2 with distinct prime ideals I C J C L. Choose z E J B I,
y E L B J with ac  y. We show that I(x, y)} is an origin and there exists f E Id(L)
with Im( f ) = 10, x, T/}. Let u  v be elements of L. Define f : L --~ L such
that f (z) = 0 for z E I, f (z) = u for z 6 J B I, f (z) = v for z E L B J. Since
f E End(L) we conclude that I(x, y)l is an origin and there exists f E Id(L) with
Im( f ) = {O, z, YI. If f E Id(L) with card(Im( f )) = 3 then Im( f ) is a chain.

Assume Im( f ) = 10, x, yl and x  y then f -1 (0), f " 1 ({0, xl) are prime ideals and
~(x, y)} is an origin. Since 0 - Lat2 has a coordination property we conclude that
there exists a determining 0 - Lat2-origin property.

Let L be a (0,1 )-lattice with distinct prime ideals I C J C K C L. Choose

a;6JB7,y~~BJ with x  y. We prove that {(z, y)} is an origin of L and
there exists an idempotent f E End(L) with Im( f ) = ~0, x, y, 11. For u  v in L
define a mapping f : L -~ L with f (z) = 0 for z E I, f (z) = u for z E J B I,
f (z) = v for z E K B J, f (z) = 1 for z E L B K. Since f E End(L) we obtain that
{(z, y)} is an origin of L. Let f E Id(L) such that card(Irrz( f )) = 4 and ITn,( f )
is a chain. Assume that Im( f) = ~0, x, y, 11 and x  y then f -1 (0), /’~({0,a;}),
,f -1 (~0, x, y~) are distinct prime ideals and {(z,y)} is an origin of L. Since for

f E Id(L) with card(Im(f )) = 4 we have that Im( f ) is a chain if and only if

card( f o End(L) o f ) = 10 we conclude that (0, 1) - Lat3 has a determining origin
property because (0, 1) - Lat3 has a coordination property. 0

Theorem 2.10. Equimorphic lattices in 0 - Lat2 are isomorphic. The category
0 - Lat2 is 2-determined. Equimorphic lattices in (0, 1 ) - Lat3 are either isomorphic
or antiisomorphic. The category (0, 1) - Lat3 is 3-determined.

Proof. By Lemma 2.9 0 - Lat2 and (0, 1) - Lat3 satisfy the assumptions of Theorem
2.4. Since Tl2p_Latz - 1, p0-Lat2 = 0, ’~(0,1)-Lat3 = 1, P(o,i)-Lo3 = 1 statements
follow from Theorem 2.4. 0

3. DISTRIBUTIVE p-ALGEBRAS

We recall that a distributive (0,1 )-lattice with added unary operation * such that
a A b = 0 if and only if b  a* is called a distributive p-algebra. Ribenboim proved
that distributive p-algebras form a variety, see [24]. Denote by Bn the distributive
p-algebra obtained from the 2’-element Boolean algebra with adjoined new 1 and
let Ln be a variety of distributive p-algebras generated by Bn .

For an investigation of distributive p-algebras we shall exploit the Priestley du-
ality. A Priestley space A = (X, , r) is called a p-space if for every clopen de-
creasing set U C X the set (U) is also clopen and a mapping f : X - Y is called
p-mapping from (X, , r) to (Y, S, 0"’) if it is continuous, order preserving mapping,
and for every x E X we have f(Min(z)) = Min( f (x)) where Min(x) = ly; y 
z and y is a minimal element of J~}. We recall that in every p-space the set of all
minimal elements is closed. The subcategory of PRIEST formed by all p-spaces
and p-mappings is denoted by P - SP. Priestley proved
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Theorem 3.1. [20] The category P - SP is dually isomorphic to the variety of all
dis tri b u ti ve p-alge bras. 0

For a natural number n _&#x3E; 1, denote by P - SP" the full subcategory of P - SP
formed by all p-spaces fulfiling card(Min(z))  n for every element z E X. Denote
by P - SP- the full subcategory of P - SP2 formed by all p-spaces in P - SP2 with
non-discrete ordering, and P - SP+ the full subcategory of P - SP- formed by
all p-spaces A = (X, , r) such that either there exists a E X which is not minimal
and card(Min(a)) = 1 or every chain in X has length  1. The following statement
was proved by Lee:

Theorem 3.2. [14] For every n &#x3E; 1, the category P - SPn is dually isomorphic
to the variety Ln. Boolean algebras and the variety Ln, n &#x3E; 1 are unique proper
non-trivial subvarieties of distributive p-algebras. C7

Let A = (X, , r) be a non-empty p-space. A constant mapping f : X --i X is
an endomorphism of A if and only if f is a constant mapping to a minimal element.
Hence Kernel(A) exists and it consists of all left zeros, and AK~,. is the set of all

minimal elements (and it is closed). Moreover, X = Axer if and only if  is discrete.
For any f E End(A) denote by M( f ) = caTd({ f o g E Kernel(A); g E Kernel(A)})
then M( f ) = caTd(Im( f ) n AK,,)- Clearly, M( f ) = n is an element isoproperty
and z E Im( f ) rl AKer if and only if there exists h E Erad(A) such that f o h is a
constant mapping to a.

First we give an easy lemma of the existence of special p-mappings from a p-space
A E P - SP- into itself. An endomorphism f E End(A) is called a-spanning where
Z E X if Im( f ) = {z} U Min(z).
Lemma 3.3. Let A = (X, , T) be a p-space from P - SP- .

(1) If there exist distinct x, y E X with card(Min(x)) = 2 and x  y then for
every u, v E X with u  v and Min(u) = Min(v) there exists f E End(A)
with f (z) = u, f (y) = v, and Im( f ) = lu, 11} U Min(u);

(2) If there exist z, y E X B AKer with card(Min(z)) = 1, card(Min(y)) = 2,
and a _ y then for every u, v E X with u  v and card(Min(u)) = 1 there
exists f E End(A) with f (z) = u, f (y) = v, and Im( f ) = ~u, v~ U Min(v);

(3) If there exist distinct z, y E X B AKer with card(Min(y)) = 1 and a  y
then for every u, v E X with u  v and card(Min(v)) = 1 there exists

° 

f E End(A) with f (z) = u, f (y) = v, and Im( f ) = lu, v} U Min(v);
(4) For every clopen decreasing set U C X there exists f E Fin(A) with [U) =

f-1(V) for some V C IrrL(f);
(5) If there exists x c X B AK~,. with caTd(Min(~)) = 1 then for every clopen

increasing set U C X B Axer there exist f E Fin(A) and x E Im( f ) with
f ~ (~) = U~ 

(6) If there exist distinct z, y E X B Ah-~,. with Min(x) = Min(y) then for
every clopen increasing set U C X B AKer and for every u E U there exist
f E Fin(A) and v E Im( f ) with u E f -1 (v) ~ U;
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(7) For every a E X there exists x-spanning f E Id(A);
(8) If f E Id(A) is x-spanning for some z E X then g E End(A) o f if and only

if g is v-spanning for some v E X and there exists k : ~x} U Min(~) -
lvl U Min(v) with k(~) = v, k(Min(a)) = Min(v) and g(z) = k(,f (z)) for
every z E X .

Proof. Assume that a, t  z  y, s, ~ E AKe,., s ~ t, z ~ y. Then there exist clopen
decreasing sets Uo, Vo with 8 E Uo, t / Uo, ~ E Vo, y ~ vo. Since A is a p-space
the following sets are clopen U = ~Uo) B [~.r B Uo), W = [AKer B Uo) B (Uo), Y =
~AKer B Uo) n [Uo) n Vo, T = (~AICer B Uo) n (Uo)) B Vo. Moreover, U, W are decreasing,
T is increasing, AK e,. C U U W , s E U, t E W, z E V , y E T and {!7, W, V, T } is
a decomposition of X. For U,11 E X with u  v, Min(u) - Min(v) = fwl, w2l
define f : X ---· X such that f (z) = w, for z E U, f (z) = W2 for z E W, f (z) _ ~c
for z E V, f (z) = v for z E T. Then f E End(A) and f (z) - u, f (y) = v,
Im(f) = lu, v, wl, w2l. (1) is proved.

Assume that s  ~  y &#x3E; t, s, t E Axe,., z ~ s ~ t. Then there exists a clopen
decreasing set Uo with s E Uo, ~, a ~ Uo. Since A is a ~-space the following sets
are clopen U = Uo, V = [Uo) B (LAKer B Uo) U Uo), W = [AKer B Uo) B [Uo), T =
(Ax e,. B Uo ) fl ~Uo ) . Moreover, U, W are decreasing, T is increasing, AK e r C U U W ,
s E U, t E W , z E V , y E T and {~7, W, V, T } is a decomposition of X . For u, v E X
with u _ v, Min(u) = lwl I, Min(v) = IW1, W21 define f : X --~ X such that
,f(z)=wlforzEU,,f(x)=w2forzEW, f(z)=uforxEV, f(z) = 11 for z E T.
Then f E End(A) and f(z) = u, f (y) = v, Im( f ) = ~u, v, wl, w2}. (2) is proved.

Assume that s  ~  y, s E Axe,., s ~ a ~ y. Then there exist clopen decreasing
sets Uo, Vo with s E ~7o! ~ ~ Uo, ~ E Vo, y ~ Vo and Axer C Uo. Since A is a p-space
the following sets are clopen U = Uo, V = (X B Uo ) f1 Vo, T = X B ( Uo U Vo ) moreover,
U is decreasing, T is increasing, AKer c U, s E U, x E V, y E T and {!7, V,T} is
a decomposition of X . For u, v E X with u  v, Min(u) = Min(v) _ ~w} define
f : X - X such that f (z) = w for z E U, f(z) = u for z E V, f (z) = v for z E T.
Then ,f E End(A) and ,f (z) = u, f (y) = v, Im(f ) = {i~, Tf, ~}. (3) is proved.

If x E AKer then the constant mapping to x is the x-spanning idempotent.
Assume that E X B AKer. If Min(x) _ ~y} then choose an arbitrary increasing
clopen set T C_ X with x E T, T rl AKer = 0 and define 1 : X --+ X with
,f (z) - ~ for z E T, f (z) - y for z E X B T. Clearly, f E Id(A) is x-spanning.
If M in( z) = lyi, y2l with y, :~ y2 then choose a clopen decreasing set Uo g X
with yl E Uo, 2/2 % Uo. The following sets are clopen U = ~Uo) B [AKer B Uo),
W = (AKe,. B 1Io) B [Uo), V = [Uo) n [AKer B Uo). Further U, W are decreasing, V is
increasing, yl E U, y2 E W, x E V , and {!7, W, V } is a decomposition of X. Define
f : X --· X such that f (z) = y, for z E U, f(z) = y2 for z E W, f(z) = z for
z E V. Clearly, f E Id(A) is x-spanning. (7) is proved.

If [U) is not decreasing then there exists x E (U) with Mzn(~) _ lyi, y2 1, yl E U,
y2 ~ U and by the foregoing part of the proof there exists an z-spanning , f E I d ( A)
with f E Fin(A) and U = ,f -1 (~a, y,l). If [U) is decreasing and [U) :f. X then
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choose z E [U) n AKer, y E AKer B [U) and define f : X --~ X such that f (z) = z
for z E [U), f (z) = y for z E X B (U). Obviously, f E Fin(A) and f -1 (~) _ [U).
If (U) - X then for any constant f to a minimal element z E AKer we have
f -1 (2) _ [U) = X . (4) is proved.

Assume that there exists z E X B AKe,. with Min(x) - {y}. Then for every

clopen increasing set T C_ X B AKer define f : X ---~ X such that f (z) _ ~ for
z E T, ,f (z) - y for z E X B T. Obviously, f E Fin(A) and T = ,-1(z). (5) is

proved.
Assume that there exist distinct z, y E X with Min(x) = Min(y). Let To C X B

AKer be a clopen increasing set. If there exists u E XBAK,, with card(Min(u)) = 1
then by (5) there exist f E Fin(A), v E Im( f ) with f -1 (v) - To. Assume that
card(Min(v)) = 2 for every v E X B AKer. Choose u E To and assume Min(u) =
IV1, ~2}. There exists a clopen decreasing set Uo with vi E UO, V2 V Uo. Since A is a
p-space the following sets are clopen U = (Uo) B (AKe,. B Uo), W = (AKer B Uo) B (Uo)~
T = (Axer B Uo) n [Uo) n To, V = ([AKer B Uo) n [Uo)) B To moreover, U, W are

decreasing, T is increasing, AKcr C U U W, vi E U, v2 E W, u E T, T C To,
and {~7,W,V,T} is a decomposition of X . Let ~, y E X B AKer be distinct with
M in( z) = IW1, W21 such that ~  y whenever there exists a chain in A of length
&#x3E; 1. Define f : X - X such that f (z) = w, for z E U, f (z) - W2 for z C W,
f (x) = a for z E V, f (z) = y for z E T. Since V is increasing whenever every chain
of A has length  1 we obtain that f E Fin(A) and u E f ‘ 1 (y) C To. (6) is proved.

If f E Id(A) is z-spanning for some x E X then every 9 E End(A) o f is g(a)-
spanning and g(Min(x)) = Min(g(~)). On the other hand if k is a mapping from
{z} U Min(a) onto jyj U Min(y) with k(z) = y and k(Min(z» = Min(y) then
a mapping g : X - X such that g(z) = k(f (z)) for every z E X belongs to
End(A) o f . (8) is proved. 0

Corollary 3.4. Let A = (X, , r) E P - SP- with card(Min(a)) = 2 for some
x E X. Then for every x-spanning f E Id(A), the right ideal End(A) o f is I-

transitive and Stab(End(A) o f, z) is a group.
Let A = (X, , r) E P - 5’Pi with z E X B AKer . Then for every z-spanning

f E Id(A), the right ideal End(A) o f is 1-transitive and Stab(End(A) o f, x) is a
group.

Let A = (X, , T) E P - SPI then there exists x E X B AKer if and only if there
exists f E Id(A) with M(f) = 1 and I ft Kernel(A).

Proof. Let A = (X, , r) E P - SP- and let f E Id(A) be x-spanning for some
x E X with card(Min(~)) = 2. By Lemma 3.3 (8) Stab(End(A) o f, 2) contains
two elements creating a group and if y E X then 19 E End(A) o f; g(~) = y~ _
Stab(End(A) o f, z) o h for any h E End(A) o f with h(z) = y. Thus End(A) o f is
1-transitive.

The remaining statements follow immediately from Lemma 3.3 (8). 0
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Lemma 3.5. Let A = (X, , r) E P - SP- . Then
(1) There exist distinct comparable z, y E X with

if and only if there exists f E Id(A) with M(f) = 2, card(Im( f )) = 4,
card( f o End(A) o f) = 8 such that for every h E f o End(A) o f we have
h E Kernel(A) whenever M(h) = 1, and {z, yl = Im(f ) B AKer -

(2) There exist x E X B AKer, y E X with

if and only if there exists f E Id(A) with M(f) = 2, card(Im( f )) = 4
such that there exists exactly one h E f o End(A) o f with h rt Kernel(A),
h E Id(A), and M(h) = 1, and {z, yl = Im( f ) ~ AKe,..

(3) There are distinct comparable elements z, y E X B AKer with

just when there exists f E Id(A) with M(f) = 1, card(Im( f )) = 3, card( f o
End(A) o f) = 6, and ~~, yl = Im( f ) ~ Axe,..

Proof. If there exist distinct comparable z, y E X such that card(Min(~)) _
card(Min(y)) _ 2 then by Lemma 3.3 (1) there exists ,f E Id(A) with Im(,f ) _
~a, y} U Min(a). By a direct calculation we obtain that f satisfies the required
conditions. Conversely, assume that f E Id(A) satisfies the required conditions.
Then card(Im( f ) fl Axer ) = 2 and because every h E f o End(A) o f with M(h) = 1
is in Kernel(A) we conclude that for every u E 1m(f) B Axe,. we have Min(u) =
1m(f)nAKer. Obviously, Im( f ) is a p-space with 10 endomorphisms if elements of
7m(/)B~4~er are incomparable, and with 8 endomorphisms if they are comparable.
Lemma 1.3 completes the proof.

If there exist z E X B AKer, Y E X with ~  y, card(Min(z)) = 1, and

card(Min(y)) = 2 then by Lemma 3.3 (2) there exists f E Id(A) with Im( f ) =
fzi YI U Min(y). By a direct calculation we obtain that f satisfies the required con-
ditions. Let f E Id(A) fulfil the required conditions. Then card(Im( f ) rl Axe,. ) = 2
because M( f ) = 2. Since there exists exactly one h E f o End(A) o f n Id(A)
with M(h) _ 1 and h rt Kernel(A) we conclude that there exists exactly one
u E Im( f ) ~ AKer with card(Min(u)) = 1. Then for v E Im( f ) ~ (Axer U fUl)
we have Min(v) = Irrz( f ) rl AKer and moreover v &#x3E; u (else there exist two
h E ( f o End(A) o f n Id(A)) ~ Kernel(A) with M(h) = 1). The proof is com-
plete.

Let z, y E X be distinct comparable with card(Min(z)) _ card(Min(y)) = 1

then by Lemma 3.3 (3) there exists f E Id(A) with 1m(f) = ~~, y~ U Min(~). By a
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direct calculation we obtain that f satisfies the required conditions. Conversely, as-
sume that f E Id(A) satisfies the required conditions. Then cirf(7T~(/)r~4~er) = 1

because M(h) = 1 and we conclude that for every u E Im( f ) B AKer we have
Min(u) = Im( f ) n AxP,.. Obviously, Im( f ) is a p-space with 9 endomorphisms if
elements of Im( f ) B AKer are incomparable, and with 6 endomorphisms if they are
comparable. Lemma 1.3 completes the proof. 0

Theorem 3.6. Let A = (X, , r) E P - SP2 . Then Boolean closure B of the family
C = ~ f -1(x); f E Fin(A), a E In1( f)) of sets consists of the all clopen sets.

Proof. Since every set in C is clopen we conclude that every set in B is clopen. The
family of all decreasing clopen sets and of all increasing clopen sets is a subbase of
T thus it suffices to show that every clopen increasing set is in B. If  is discrete
then it holds. If there exists z E -Y B ~4~er with card(Min(z» = 1 then by Lemma
3.3 (5) for every increasing set T c X B Axe,. we have T E C. If there exist two
distinct elements u, v E X with Min(u) = Min(v) then by Lemma 3.3 (6) for

every increasing set T C X B AKer and every t E T there exists a set U E C with
t E U C_ T. Since T is compact we conclude that T E B. If T C X is increasing
then there exists a clopen decreasing set V C T with T rl Axe,. C V (because AKe,.
is closed). Then by Lemma 3.3 (4) [V) E ,~ and because T = [V) U T B V and
T B V n Axer = 0 we obtain that T E ,g and thus 13 consists of the all clopen sets. It

remains to investigate the case that every z E X ( AKer satisfies card(Mzn(z)) = 2
and for z, y E X we have M in( z) = Min(y) if and only if z = y. If we prove that B

separates elements of X , then B is a subbase of T and hence ~ consists of all clopen
sets. Let z, y E X be distinct elements. If x, y E AKer then there exists a clopen
decreasing set U C X with x E U, y ~ U, then x E [U), y rt. (U) and by Lemma
3.3 (4) [U) E B. If z ~ ~Ker, Y V AKer then there exists v E Min(y), v 4 x and
by the foregoing part there exists a clopen decreasing set U C X with (U) E B,
ac ~ [U), v E (U) and hence y E (U). Finally, assume that a, y ~ AKer · Then there
exists v E Min(y) with v Min(x). Thus there exists a clopen decreasing U C X
with v E U, U n Min(x) = 0. Then [U) E B, z rt [U) (since [U) = [U rl AKer))
and y E (U) because v C U. Thus ,g separates elements of X and the proof is
complete. 0

Define isoproperties P1, P2, P3, and P4 such that
f E End(A) satisfies P1 if and only if
f E Id(A), M(f) = 2 and there exist distinct hi, h2 E Kernel(A) such that for

any h E End(A) if h o f is a right divisor of h, then h o f is not a right divisor of
h2.

f E End(A) satisfies P2 if and only if
f E Id(A), M(f) = 2, and for h E Id(A) we have h E Kernel(A) whenever

M(h) = 1 and f o h = h.

f E End(A) satisfies P3 if and only if
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f E Id(A) and for every h E Id(A) B Kernel(A) with M(h) = 1 there exists

k E End(A) with k o f ~ Kernel(A) and h o k o f = k o f

f E End(A) satisfies ~4 if and only if
M( f ) = 2, f E Id(A) satisfies P2 and P3, and f satisfies ~1 whenever there

exists 9 E End(A) satisfying P1
Lemma 3.7. For A = (X, , r) E P - SP- the following statements hold:

(1) f E Id(A) satisf~es PI if and only if card(Im( f ) n AKer) = 2, there exists
z E Im,( f ) with card(1’llin(x)) = 2, and there exist distinct ul, u2 E Ah",,r
such that Min(u) = fUl, U21 for no u E X;

(2) f E Id(A) satisfies P2 if and only if card(Im(f) rl AKer) = 2 and there
exists no x E 1m(f) B AKer with card(Min(z)) = 1;

(3) f E Id(A) satisfies P3 if and only if Im( f ) ~ AKer f. 0 whenever there exists
x E X ~ AKer with card(Mzn(x)) = 1;

(4) f E Id(A) satisfies P~ if and only if card(Irrz( f ) r1 AKe,. ) = 2, Im( f ) ~ Ah ~,. i=
0 and card(Min(x)) = 2 for every x E Im( f ) ~ Ake,..

Proof. If f E Id(A) satisfies ~1 then card(Im( f ) rl AKer) = 2 because M( f ) = 2.
Let g E Id(A) be such that Im(g) rl AKer = f vl, V21, VI f; V2 and there exists no
v E Im(g) with Min(v) _ ~vl, V21. For every pair 11,1, u2 of distinct elements of

AKer there exists h C End(A) with Im(h o g) = fUl, U2}. Indeed, define h(z) = ~c, I
if g(z) &#x3E; vi, h(z) = u2 if g(z) &#x3E; v2. For i = 1, 2 the set ~z E Im(g); z &#x3E; vi I =
Im(g) rl [vi) is closed because it is the meet of two closed sets. Hence we conclude
that (g) -1 (~z E I m(g); z &#x3E; vi } ) = h-1 (u~ ), i = 1, 2 are clopen and h E End(A).
Thus g does not satisfy ~1 and therefore for every f E Id(A) satisfying ~1 there
exists v E Im( f ) with Min(v) = Im( f ) n AKer. By Lemma 3.3 (7) there exists
v-spanning g E Id(A) and then g o f is also v-spanning. If for every pair of distinct
’~1, ’~2 E AKer there exists u C X with Min(u) = JUI, u2~ then by Lemma 3.3 (8) P1
is not satisfied for f . Thus if f E Id(A) satisfies ~1 then card(Im( f ) rl AKer) = 2,
there exists v E Im( f ) with Min(v) = Im( f ) n AKer, and there exist distinct

Ul, U2 E AK,r with Min(u) _ {~1,~2} for no u E X. If f E Id(A) satisfies these
conditions then from the definition of a p-mapping we obtain that f satisfies T~i.

If f E Id(A) satisfies P2 then card(Im( f ) rl AXe,.) = 2. Assume that there
exists ac E Im( f ~ ~ AKer with card(Min(x)) = 1. By Lemma 3.3 (7) there exists
x-spanning h E Id(A). Then M(h) = 1, f o h = h because 1m(h) g 77~(/), and
h V Kernel(A) because x E 77n.(~) B AK cr - this is a contradiction, and therefore
card(Min(x)) = 2 for every x E Irn(f) B AKer. The converse follows from the

definition of a p-mapping.
Let f E Id(A) satisfy P3. If there exists x E X B AKer with card( M in( z)) = 1

then by Lemma 3.3 (7) there exists z-spanning h E Id(A). Thus h o k o , f - k o f
for some k E End(A) and k o f V Kernel(A). Hence Im(k o f ) g 1m(h) and
we conclude that Im(k o f ) ~ Ah’Pr ~ 0. Then I7n(f) B AK,r 54 0. Conversely, if
for any x E X B Axe,.we have card(Min(x)) = 2 then h E Kernel(A) for every
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h E End(A) with M(h) = 1 and thus every f E Id(A) satisfies ~3. Assume that
y E Im( f ) B Axer and there exists h E End(A) B Kernel(A) with M(h) = 1 then
there exists u E Im(h)BAxe,.. By Lemma 3.3 (7) there exists y-spanning g E Id(A).
Then g o f is also y-spanning. By Lemma 3.3 (8) there exists k E End(A) with
k (y) = u. Then k o g o , f is u-spanning and thus I m,(k o g o f ) g Im(h) - therefore
k o g o , f ~ Kernel (A) and h o k o g o f = k o g o f . Thus f satisfies P3.

If f E End(A) satisfies P4 then card(Im( f ) rl Axer) - 2 and there exists no
z E Im(f)BAKer with card(Min(z)) = 1 (by P2)- If there exists z E X B Ax~,. with
card(Min(z)) = 1 then 7m(/)Bj4~er 7~ 0 (by P3). Assume that card(Min(x)) = 2
for every z E YB~~er. If there exist distinct ul, u2 ~ ~~er with [Ul)n[U2) = 0 then
there exists g E End(A) satisfying ~1 and hence f satisfies ~1 and I m(, f ) B Ax e,. ~ ~ .
If for every distinct ul, u2 E Axe,. there exists u E X with M in( u) = {~1,~2} then
f (z) E 11ri( f ) B AKer for z E X with Min(z) - Im( f ) n AKer. Conversely, if

f E Id(A), card(Im( f ) rl AKer) = 2, Im( f ) B AKer ~ 0, and card(Min(z)) = 2 for
every z E I m(f) B AK er then M( f ) = 2, f satisfies ~2 and P3 and if some g E Id(A)
satisfies ~1 then f also satisfies P1, thus f satisfies ~4. 0

Corollary 3.8. The categories P - SP1 and P - SP- have a coordinatization
property.

Proof. Let A = (X, , T) E P - SPI. If we show that there exists an isoproperty P
coordinatizes kernel in P - SPl then by Corollary 3.4 (2) we can apply Theorem
1.8. Consider property P such that

f E Id(A), M(f) = 1 and ,f ~ Kernel(A) whenever there exists 9 E End(A) B
Kernel(A) with M(g) = 1.

If f satisfies ~ then f is constant if and only if X = AK,,, and hence if X ~ AKer
then Im( f) g Axe,.. Theorem 1.8 implies that P-SPl has a coordination property.

Let A = (X, , r) E P - SP- . To use Theorem 1.8 we must find an isoproperty
P such that if f E End(A) satisfies P then Im( f ) B Axe,. ~ 0 and if there exists
z E X with card(Min(z)) = 2 then there exists y E Im(,f ) with card(Min(y)) = 2.
Consider P such that

f E Id(A) and if there exists 9 E End(A) satisfying P4 then f satisfies P4 else
M( f ) = 1 and f ~ Kernel(A).
Lemma 3.7 implies that P has the required properties. By Corollary 3.4 (1) and

(2) the assumptions of Theorem 1.8 are fulfiled and thus P - SP- has a coordination
property. 0

Lemma 3.9. The categories P - SP, and P - SP+ have origins and determining
origin properties. The category P - SP- has a weak origin and determining weak
origin property P with sp = 1.

Proof. Assume that A = (X,  T) E P - SP- . Consider the following cases:
If there exist z, y, u, v E X B AK,, with z  y, u  v, a ~ y, card(Min(z)) _

card(Min(y)) = card(Min(v)) = 2, card(Min(u)) = 1 then {(z, y), (u, V)l is an
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origin by Lemma 3.3 (1) and (2). Moreover by Lemma 3.5 (1) and (2) there exists
a determining origin property for this case.

Assume that for every t, z E X with t  z, card(Min(z)) = 2, card(Min(t)) = 1
we have t E Axe,.. If there exist distinct x, y E X with z  y, card( M in( z )) =
card(Min(y)) - 2 and there exists v E X B Axer with card(Min(v)) _ 1 then

by Lemma 3.3 (1) and (8) f(w, x), (z, y)l is an origin where let w E Min(x). By
Lemmas 3.5 and 3.7 there exists a determining origin property in this case.

If there exist distinct M, y E X with a  y, card(Min(z)) = card(Min(y)) = 2
and for every z E X ~ Axer we have card(Min(z)) - 2 then by Lemma 3.3 (1)
and (8) f(w, x), (z, y)} is a weak origin where w E Min(z). By Lemmas 3.5 and
3.7 there exists a determining weak origin property. Moreover, only ~z, y~ can be
permuted, because ~ ~ ~4/~er’

Assume that for every u, v E X with u  v, u ~ v we have card(Min(u) = 1.
If there exist z, y E X ~ Axer with z  y, card(Min(z)) = 1, card(Min(y)) = 2
then by Lemma 3.3 (2) 1(-, y)} is a origin and by Lemma 3.5 (2) there exists a
determining origin property in this case.

Assume that for distinct t, z E X with t  z and card(Min(z)) - 2 we have
t E ~4~er’ If there exist distinct x, y E X ~ Axer with z  y and card(Min(y)) _
card(Min(~)) = 1 and there exists v E X with card(Min(v)) = 2 then by Lemma
3.3 (3) and (8) f(u, v), (x, y)l is an origin where u E Min(v). By Lemma 3.5 (3)
and Lemma 3.7 there exists a determining origin property in this case.

Assume that card(Man(z)) = 1 for every z E X. If there exist distinct z, y E

X B Axe,. with z  y and card(Min(y)) = card(Min(~)) = 1 then by Lemma 3.3
(3) I(z, y)l is an origin and by Lemma 3.5 (3) there exists a determining origin
property in this case.

If there exists x E X with card(Min(a)) = 2 and every chain in A has length
_ 1 then by Lemma 3.3 (8) {(2:, z)} is an origin where z E Min(a). By Lemma 3.7
there exists a determining origin property in this case.

If every chain in A has length  1, card(Min(z)) = 1 for every z E X, and there
exists x E X ~ Axe,. then by Lemma 3.3 (8) {(2:, z)} is an origin where z E Min(z).
Obviously, there exists a determining origin property in this case.

If  is discrete then the empty set is an origin and determining origin property
exists in this case.

If we summarize the discussion we obtain that P - SP, and P - SP+ have
origins and determining origin properties, and P - SP- has weak origins and a
weak determining origin property P. Moreover, we conclude that sp = 1. 0

Theorem 3.10. [2] The equimorphic p-spaces in P - SP, or P - SP+ are isomor-
phic. Thus P - SP, and P - SP+ are 2-determined. P - SP2 is 3-determined.

Proof. By Lemma 3.7 and Lemma 2.5 we can apply Theorems 2.3 and 2.4. Accord-
ing to Theorem 2.4 we obtain that equimorphic p-spaces from P - SPt or P - SP+
are isomorphic because m~~ _ S h, = T7~p_~p+ = 1 and p~~ _ s p, - pp-sp+ = 0 . By
Theorem 2.3 we obtain that P - SP- is 3-determined because my_sy- - 1 and
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sp = 1 for a determining weak origin property P and P - SP- is considered as a
subcategory of binary relations.

Finally consider the category P - SP2. If A = (X, , r) E P - SP2 and A ~
P - SP- then  is discrete. Let ,~(A) _ (X’, , ~) E P - SP- such that X’ =
X U I(x, y); x, y E X, x 0 y), for every z, y E X define (z, y) &#x3E; x, y and tT is the
extension of r on X’. Such extension is unique and by an easy calculation we obtain
End(A) ££ End(.~’(A)). Obviously for A, B E P - SPZ with A, B ~ P - SP- we
have that ,~(A) is isomorphic to Z(B) if and only if A is isomorphic to B. Moreover,
.~(A) is equimorphic with some p-space B in P - SP- if and only if they ,~(A)
and B are isomorphic because ,~(A) E P - SP+ . Hence we obtain that P - SP2 is
3-determined. 0

Remark. The isomorphism between End(A) and End(2(A)) is not strong. There-
fore P - SPZ has not a coordination property. Note that the full subcategory P - SP2
formed by all p-spaces distinct from ,~(A) for some A with discrete ordering has
also a coordination property.

By Priestley duality we obtain that equimorphic Stone algebras (i.e. p-algebras
in the variety L1) are isomorphic and the variety L2 is 3-determined. This result
was originally proved by Adams, Koubek and Sichler - see (2~ . Adams, Koubek and
Sichler [3] showed that L3 is not determined in any sense, in precise:
Theorem 3.11. [3] For every monoid M denote by Me a monoid obtained from
M by adjoined countable many left zeros. Then there exists a proper class of non-
isomorphic p-algebras in L3 with endomorphism monoid isomorphic to Mc. 0

4. HEYTING ALGEBRAS

Recall that an algebra (H, V, A, -~ 0,1) of type (2,2,2,0,0) is called a Heyting
algebra if (H, V, A, 0, 1) is a distributive (0,1)-lattice with an added operation - of
relative pseudocomplementation defined by x  a -~ y just when z /~ x  y. The
class of all Heyting algebras with its homomorphisms (i.e. mappings preserving all
five operations) is a variety, see H. Rasiova and R. Sikorski [23].

For a Priestley space A = (X, , r) a subset W C X is called convez if it is a
meet of an increasing set and a decreasing set. We say that A is an h - space if for
every clopen convex set U C_ X the set [U) is clopen. A mapping ,f : X ----~ Y is
an h-mapping from an h-space A = (X, , r) into an h-space B = (Y, , 0") if f is
continuous, order preserving and f((z]) = ( f (z)~ for every z E X. A subcategory
of PRIEST formed by all h-spaces and h-mappings is denoted by H - SP. Then
it holds

Theorem 4.1. [20] The category H - SP is d ua~Ily isomorphic to the variety of aIl
Heyting algebras and their homomorphisms. C~

We recall that a constant mapping is an h-mapping between h-spaces if and only
if it is a constant mapping to a minimal element. Hence for a non-empty h-space
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A = (X, _, r) the Kernel(A) is the set of all constant mappings to a minimal
element and it is the set of all left zeros in End(A) and AKer is the set of all

minimal elements of A. The set Axer is closed. Let {/, : Ai 2013~ A; i E I } be a
family of injective h-mappings such that X is the closure of U{Im( f; ); i E Il then
the dual algebra of A is a subdirect power of dual algebras of Ai, i E I , see [13].
Hence we immediately obtain the following folklore statement:

Proposition 4.2. An h-space A = (X, , r~ is a dual of a subdirectly irreducible
Heyting algebra if and only if X contains the open greatest element. Let V be a

variety of Heyting algebras. An h-space A = (X, , T) is a dual of an algebra from
V just when for every x E X, the h-space (z] is a dual of an algebra in V. If,
moreover, V is finitely generated and A E V then (z] is a dual of a subdirectly
irreducible algebras in V for every z E X . 0

Let A = (X, , r) be an h-space. For z E X denote by .1(~) the supremum of
length of all chains in (z] and A(A) = sup~.1 (x); x E XI. For an element x E X

denote by p(z) = {y E (aJ; A(y) + 1 = A(z)). We say that ,f E End(A) is z-spanning
if 7T7t(/) = (z] for some ~ E X. We say that a finite h-space A = (X, , r) is an
e-space if every independent subset Z C X has at most two elements, all maximal
chains in X have the same length, and for z, y E X with A(z) = A(y) we have
p(z) n p(y) ~ 0, e.g. every finite chain is an e-space. Denote by Eoo the full

subcategory of H - SP formed by all h-spaces A = (X, , r) such that À(A) is

finite and (z] is an e-space for every z E X. Denote by Coo the full subcategory of
2?oo formed by all h-spaces A = (X, , r) such that either there exists a E X with
Ip(z)1 = 1 or for any pair of distinct elements z, y E X with a(~) = A(A) = A(y) we
have that (z] B ~~~ ~ (y] B {y}.
Lemma 4.3. Let A = (X, , r) be an h-space then for every z E X such that (a~)
is an e-space and there exists z’ E (z] with (z’J = (u] U (v] U {2/} for every u, v E (~J
covered by an element z E X there exists an z-spanning f E Id(X). Moreover, for
v E X with (zJ B ((vJ U fxl) 0 0 we can assume that ,f (v) ~ z.

Proof. Let A = (X, , r). For any e-subspace Y C_ X we shall prove by induction
over a(~), that for every z E Y and for every v E X with (xJ B (( v] U ~z}) ~ 0 there
exists an a-spanning f E Id(A) such that f (a) ~ f (v). If a(z) = 0 then x E AKer
and the constant mapping f to ~ is a-spanning and f E Id(A). Assume that the
statement holds for all y E Y with A(y)  n and a(2) = n for x E Y. Choose y E (z]
with A(y) = n - 1 and I (z] B (yJ ~  2 - clearly such y exists. Then by the induction
assumption there exists y-spanning 9 E Id(A). Consider two cases - there exists

z E P(x) with z ~ y or p(~) _ lyl. First, assume that (z] B (y] = Ix, zl for some
z ~ z. Then one of the following three possibilities occurs:
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If (a) or (b) holds then set U = g-1 (y). Clearly, U is clopen increasing and
y, z E U. Thus B = ( U, _, r) is an h-space. Choose clopen decreasing sets Z, Y C U
with z E Z, y E Y, Bxe,. C_ Z U Y, and Z r1 Y = 0. Define f : X - X such that

f(u) = g(u) for u E X B U, f(u) = y for u E [Y) B [Z), f (u) = z for u E [Z) B [Y),
and f (u) = z for u E [Y) n [Z). Since g is an idempotent h-map we obtain by a
routine calculation that f is an idempotent z-spanning h-map.

Assume that (c) holds. Set V = ~g-1 (t)), clearly, V is clopen increasing and
z, y E V, thus C = (V, , r) is an h-space. Further g- I (y) = ~g-1 (w)) rl V and
hence ~g-1 (w)) rl CKer = 0 because g is an h-map. There exists a clopen increasing
set Uo C V with Cxe,. fl Uo - 0, ~g-1(~cu)) n V C Uo, and y, z E Uo. Set Zo =

Uo B ~9-1(’~))~ Yo = g-’(y) B [Zo), and Wo = g-’(y) n [Zo). Then Zo, Yo~ Wo
are clopen and they form a partition of Uo. Hence Wo B (Yo) is clopen and thus
(Wo B (Yo)~ fl Zo is closed. By the assumption on X we obtain z £ (Wo B (Yo)~.
Hence there exists a clopen decreasing set ZI g Zo with (Wo B [Yo)] rl Zo g ZI and
z ~ Zl. Sct!7==~oB~i, Z = Zo B Zl, Y = g- i (y) B (Z), and W = [Z) r1 [Y). Define
f : X --~ X such that f (u) = g(u) for u E X ( U, f (u) = y for u E Y, f (u) = z for
u E Z, f (u) = z for u E W . Since g is an idempotent h-map we immediately obtain
that f is a continuous, order preserving idempotent map with f ((u]) = ( f (u)~ for
every u E X B W. Clearly, (z] B jyj g f (u) for every u E W and by a choice of
U there exists tu E (u] with g(w) E Y, in contrary g(u) E Wo B ~Yo). This is a

contradiction because Wo B (Yo) C Y. Thus f is an idempotent x-spanning h-map.
Moreover, if v E U then we can assume that v E Z fl Y and hence f (v) ~ f (x).

Assume that p(z) _ lyl. Set U = g-1 (y), since g is continuous, order preserving
we conclude that U is clopen increasing and thus B = (U, , r) is an h-space. There
exists an increasing clopen set T C U such that z E T, v, y ~ T, T rl Bxer = 0.
Define f : X --~ X such that f (u) = g(u) if g(u) ~ y, f (u) _ y if g(u) = y and
u E U B T, f (u) = z if g(u) = y and u E T. Obviously, f E Id(A) is x-spanning
f (v) ~ z. The proof is complete. 0

For an f E Id(A) denote by Pf the poset (Id(A) fl f o End(A) o f, ~)/ = where
h -~ g if and only if g o h = h and g - h if and only if g ~ h ~ g. The class of -
containing h will be denoted by [h]. Denote by PId( f ) = Id(A) rl f o End(A) o f.
Define A(f) as the supremum of length of all chains in PJ.
Lemma 4.4. Let A = (X, , r) E ~oo then

(1) if f E End(A) is x-spanning for some x E X then g o f is g(z)-spanning for
every g E End(A);

(2) if f E Id(A) is x-spanning then (x] is isomorphic to the poset Pf;
(3) if fi E End(A) is xi-spanning for xi E X and i = 1, 2 then Xl = Z2 if

and only if for every y-spanning g C Id(A) we have g o II = II just when
9 0 f2 = f2;

(4) if 1 E Id(A) is not x-spanning for any x E X and PJ is an e-space then IM(f
is an e-space such that Im( f ) ~ (z] for any z E X and Pf is isomorphic to
Im( f ) with adjoined the greatest element.



- 213 -

Proof. Since (g(z)) = g((z]) we immediately obtain (1).
Let f E Id(A) be z-spanning. By Lemma 1.1, if g, h E PId( f ) then g m h if and

only if Irn.(g) = Im(h). By (1) if 9 E PId( f ) then g is g(z)-spanning and Lemma
4.3 completes the proof of (2).
We prove (3). If ZI = z2 then by Lemma 1.1 for every 9 E Id(A) we have

g o fi = fi just when g o f 2 = f2 because I m( f i ) = I m( f 2 ) . Conversely, if x ~ ~ z 2
then there exists y E X with either zi E (y] and z2 ~ (y~ or zi £ (y] and X2 E (Yl-
Then Lemmas 4.3 and 1.1 complete the proof.

Assume that Pf is an e-space. If I m( f ) is not an e-space then by Lemma 4.3 we
obtain that 1m(!) is isomorphic to a subposet of P f and thus P f is not an e-space
- a contradiction. Assume that g E PId( f ) such that g is not z-spanning for any
z E Im(f). Then there exist two maximal elements z, y E Im(g) and because
Im(g) = Ul(z]; z E Im(g)} we obtain Im(g) = (z] U (y]. Assume that A(z) &#x3E; A(y),
then there exists z E Im( f ) with A(z) = A(y) + 1 and z &#x3E; y because maximal
chains in Im( f ) have the same length. Let u E (z] with A(u) = A(z), then there
exists v E p(u) n p(z), hence v E (z] and g(v) = v, g(y) = y imply g(z) = z - a
contradiction with the maximality y in Im(g). Hence A(z) = A(y). If there exists
z E X with x &#x3E; z, y then g(x) - z for some z E Im( f ) with z &#x3E; z, y because

g(z) = z, g(y) = y - a contradiction. Hence Im(g) = Im( f ), Pf is isomorphic to
1m(f) with adjoined a new greatest element, and 1m(f) CZ (z] for any z E X. D

Lemma 4.5. Let A = (X, , r) E Coo. F’or f E Id(A) we have that f is u-spanning
for some u E X if and only if Pf is an e-space and one of the folloyving conditions
holds

(1) there exist 9 E Id(A), g’, h E PId(g), and h’ E End(A) such that Pg is an
e-space, p(~g’~) _ ~(h~}, and for every k E PId(,f ) with [k] ~ ( f) we have
hoh’ok =h’ok and hoh’o,f ,-~ h’o f =g’oh’o f;

(2) there exist g E Id(A), h, k E End(A) such that Pg is an e-space, A(g) &#x3E; A(f),
goho f =ho f, andkoho f = f;

(3) for every 9 E Id(A) such that Pg is an e-space we have that .~(g)  A(f)
and Ip([h])1 = 2 for every h E PId(g), and if A(g) = A(f) then either there
exist h, k E End(A) with g o h o f = h o f and k o h o f = f or for every
h E End(A) with g o h o f = h o f there exists k E PId(g) with [k] 54 [g] and
koho f = ho f.

Proof. Assume that f E Id(A) is u-spanning for u E X then by Lemma 4.4 (2) Pj
is an e-space and one of the following occurs:

(1) There exists z E X with p(x) = ~y} and A(y)  A(u);
(2) For every v E (u] we have ~p(v)~ = 2 and there exists z E X with a(z) &#x3E; A(u)

such that lp(y) = 2 for every y E (z~;
(3) Ip(z)1 = 2 for every E X and A(u) = ~1(A).
In the first case we assume that A(y) is the smallest possible. Choose z-spanning

g E Id(A) - by Lemma 4.3 g exists. By Lemma 4.4 (2) there exists an y-spanning
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h E PId(g) with p(g) = ~(h~}. Since A(y) is the smallest there exists h’ E End(A)o f
with h’(Im( f ) B Jul) (y], h’(u) = z. Since for every k E PId( f ) with k ~ f we
have that Im(k) g (u] B Jul we conclude by Lemma 1.1 that h o h’ o k = h’ o k but
h o h’ o f ~ h’ o f and (1) holds.

In the second case let g E Id(A) be z-spanning. Clearly, there exist h E End(A) o
f , k E End(A) o g such that h on Im( f ) is injective, h(u) E (z] B iml and k(z) = u.
Then by Lemma 1.1 we obtain g o h o f = h o f and k o h o f = f because k is
injective on Im(h o f ) and (2) holds.

Investigate the last case. Let g E Id(A) such that P9 is an e-space. By Lemma
4.4 (2) and (4) Im(g) is an e-space, ~~h~; h E PId(g) is z-spanning} is a subspace
of P9 isomorphic to Im(g), and if h E PId(g) is not z-spanning for any x E Im(g)
then Im(h) = Im(g). Thus for a maximal element ~c E Im(g) either J1(g) = a(~)
if g is z-spanning or A(g) = a(z) + 1 if g is not z-spanning. From this follows that
Ip([h])1 = 2 for every h E PId(g) and X(g) :5 X(f). Assume that X(g) = a( f ). If g
is z-spanning then there exist h E End(A) o f , k E End(A) o g such that h(u) = z,
k(z) = u and by Lemma 1.1 (3) we obtain g o h o f = h o f and k o h o f = f because
k is injective on Im(h o f ). If g is not ac-spanning for any z E X then by Lemma
4.4 (1) is h o f h(u)-spanning and for h(u)-spanning k E PId(g) we have [k] 1= [g]
and k o h o f = h o f . Thus (3) is proved.

Assume that f is not u-spanning for any u E X , and P f is an e-space then by
Lemma 4.4 (4) Im( f ) is an e-space and there exist exactly two maximal elements
v, w E 1 m( f ) such that v, w  t for no t E X . If (1) holds then for v-spanning
k E PId( f ) we have h o h’ o k = h’ o k and by Lemma 1.1 Im(h’ o k) g Im(h).
The same holds for w-spanning k’ E PId( f ) but Im( f ) = Im(k) U Im(k’) and thus
Im(h’ o f ) g Im(h). Hence h o h’ o f = h’ o f - a contradiction with (1). Assume
that f satisfies (2). Then we can assume that k E End(A) o g and by Lemma
4.4 (1) we conclude that k is y-spanning for some y E X and 1m(/) ç 1 m(k ) -
a contradiction with the property of v and w. Assume that f satisfies (3). By
Lemma 4.4 (2) for every z-spanning g E Id(A), z E X we have that Pg is an

e-space isomorphic to (z] and thus Ip(y)1 I = 2 for every y E (z~. Choose a~ E X

with A(z) = a(A). Since A E Coo we conclude that Å(z) &#x3E; X(v) = A(w). Hence

for a-spanning g E Id(A) we obtain a(g) &#x3E; X(f) and therefore A(g) = J1( f ). The
existence h, k E End(A) with g o h o f = ~o/, koho f = f implies Im( f) C Im(kog)
because kogohof = f and by Lemma 4.4 (1) kog is k(z)-spanning - a contradiction
with the property of v and w. Thus for every h E End(A) with g o h o , f = h o f
there exists k E Id(A) rl g o End(A) o g with k ~ g and k o h o f = h o f . From the
assumptions we obtain that there exists an injective h-mapping k’ : Im( f ) --~ (z]
such that k’(Im(f)) = (z] B {z}. Define h : X - X such that h(z) = k’( f (z)) for
every z E X, then h E End(A) and g o h o , f = h o f = h. For every k E PId(g)
with k o h o f = h we conclude that (z] B ~a} C 7?7t(J:). Let p(z) = ~yl, y2} then
k(y;) = y; for i = 1, 2 and k(yi) = yi, k(y2) = y2  k(x) and thus k(~) = z. Hence
Im(k) = (z] and [k] _ ~g~ - a contradiction with (3). 0
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According to Lemma 4.5 there exists the isoproperty determining z-spanning
f E Id(A) for A E Coo Thus there exists the isoproperty determining the right
ideal Q generated by all x-spanning f E Id(A). From Lemma 4.3 we obtain that
Q is left 1-transitive where the associated congruence - is defined such that f ~ g
if Im( f ) = Im(g) = (z] for some x E X . Since by Lemmas 4.4 (3) and 4.5 there
exists the isoproperty determining the left congruence - we conclude

Corollary 4.6. The category Coo has a coordination property. 0

Lemma 4.7. For every A = (X, , r) E ~oo the Boolean closure of the family
~f 1 (z)~ f E Fin(A), z E Im( f))
is the set of a,II clopen sets.

Proof. Since every set in ~ f -1 (a); f E Fin(A), z E Im( f )} is clopen we con-
clude that every set in the Boolean closure is clopen. If we prove that the family
~ f -1 (~); f E Fin(A), x E I m( f ) ~ separates elements of X then the proof will be
complete. Assume that a, y E X are distinct. If z / AKer and (a:]B((!/]LJ{a:}) 7~ 0 or
z, y E (z] for some z E X then we apply Lemma 4.3. Thus it suffices to investigate
the case that (z] B {z} = (y] B jyj and sc, y E (z] for no z E X. Let f E Id(A)
be z-spanning. Assume that there exist h E End(A) o f and v E X such that
h(u) ~ h( z) for every u E (z] B Ix), h( z) E (v~, and (w] = ((h(a)~ B ~h(~)}) U ~~c,c~~
for some w E (v]. Then either h(a) ~ h(y) or there exist clopen decreasing disjoint
sets U, V C_ f -1 (~) such that z E U, y E V and U U V contains all minimal ele-
ment of f " 1 (x). Define 9 : X - X such that g(z) = h(z) for every z E X with
h(z) ~ h(m), g(z) _ h(a) if z E [U) B [V), g(z) = w if z E [V) B [U), g(z) = t if
z E [U) rl [V) where t E (v] is a minimal element with h(a), w _ t - such t exists
because h(a), w  v. Obviously, g E Fin(A) and g(x) ~ g(y). Assume that there
exists v E X with ip(v) = 1 and a(v)  A(z) then we can assume that v has the
smallest A(v). In this case there exists h E End(A) o f with h(z) = v and h(u) ~ v
for any u E (z] B fxl. Assume that p(v) = ~ur~ then w has the required property.
Thus we can assume that for every v E X with a(v)  A(z) we have ip(v) I = 2.
If there exists v E X with A(v) = A(z) + 1 and p(v) = {w, u} then there exists
h E End(A) o f such that h(ac) = u and h is injective on (z]. Then w has the

required property and hence we can assume that ip(v) = 1 for every v E X with
A(v) = A(z) + 1. Choose a decreasing clopen set U C /’~(a;) with a E U, y rt U.
Then ~U) and f ~ 1 (~) B ~U) are disjoint clopen increasing, y E f - ~ (ac) B (U) and we
can define 9 : X --· X such that g(z) = f (z) if f (z) ~ z, g(z) _ x if z E [U),
g(z) = y if z E f - 1 (z) B ~U). Obviously, g E Fin(A) and g(~) ~ 9(y). 0

Theorem 4.8. The strong equimorphic h-spaces from Coo are the same.

Proof. Let A = (X, , r), B = (X, , u) E Coo be strongly equimorphic. Since for
z, y E X we have by Lemma 1.1 z  y in A if and only if there exist z-spanning
f E Id(A) and y-spanning g E Id(A) with g o f = f and this is just when for every
a-spanning f E Id(A) and for every y-spanning g E Id(A) we have g o f = f we
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conclude that x  y in A if and only if x  y in B. By Lemma 4.7 U = T and the
proof is complete. 0

Corollary 4.9. Equimorphic h-spaces in Coo are isomorphic. Thus Cm is 2-
determined.

Proof. Combine Corollaries 4.6 and 1.10 and Theorem 4.8. 0

Denote by Kn the variety determined by the identity (Zl --· z2) V (22 - z3) V
... v (zn -~ Zn+l) - 1. As proved Hecht and Katrinak see [11], Kn is generated
by the n-element chain and therefore a dual A = (X, , r) of some algebra in K"
belongs to Coo because (z~ is at most n - 1 element chain for every z E X. As a

consequence of Corollary 4.9 we immediately obtain

Corollary 4.10. Equimorphic algebras in U~Kn; n &#x3E; 1} are isomorphic. 0

More generally, we say that a finite subdirectly irreducible algebra A satisfies (e 1 )
if the poset of join irreducible elements of A is an e-space and there exists distinct
join irreducible elements a, b E A with b  a such that for every join irreducible
element c E A we have c  a just when c  b. Note that then the dual of A belongs
to Coo. We say that a finitely generated variety of Heyting algebras V satisfies (e 1 )
if every subdirectly irreducible algebra in V satisfies (el). If V satisfies (el) then
dual of any algebra in V belongs to Coo, thus

Corollary 4.11. Equimorphic algebras in

U{V; V is the variety of Heyting algebras satisfying (el)l

are isomorphic. CJ

Finally, we investigate h-spaces A = (X,,r) E E~ ~ Coo. We say that an h-
space A = (X, ,T) satisfies (sl) if Ip(z)1 = 2 for every z E X. Consider that any
A E ~oo B Coo satisfies (s 1 ) . Let A satisfy (sl). Denote by P (A) _ {{z, y}; x, y E
X, x ~ y, (z]B{z} = (y] B lyl, A (-) = A (y) = A (A) 1. For every {z, y} E P(A) choose
a new element ZZ,1/ and define E(X) = X U {ZZ,1/; {z, y} E P(A)}. We extend the
ordering  from X to E(X) such that z, y  zz,y for every {z, y} E P(A). For every
clopen decreasing set U C_ X define E(U) = U U ~zz~y; im, y} E P(A), x, y E U}
then E(U) is decreasing and for every x, y E E(X) with z f y there exists a clopen
decreasing set U C X with y E E(U) and x V E(U) because A is a Priestley
space. Let a- be the smallest topology on E(X) such that E(U) is clopen whenever
U C X is clopen decreasing. The restriction of or on X coincides with r. Moreover,
for every clopen convex V C_ X we have that E(X B [V)) = E(X ) ~ [V) is clopen
decreasing. If we prove that o’ is compact we obtain that E(A) _ (E(X ), , ~) E Coo
and X = E(X ) ~ {y E E(X); A(y) = X(E(A))l implies that E(A) and E(B) are
isomorphic if and only if A and B are isomorphic. We prove:
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Proposition 4.12. If A = (X, , T) E Foo B Coo then A satisfies (sl). If A satisfies
(sl) then E(A) E Coo and End(E(A)) is isomorphic with End(A). Moreover, if
A, B E ~oo B Coo then A is isomorphic to B if and only if E(A) is isomorphic to
E(B).

Proof. From the above discussion to prove that E(A) is an h-space it suffices to show
that a is compact. Assume that A = (X, , r) satisfies (sl), set PM(A) _ {y E
X; 3z E X, {z, y} E P(A)l and denote by M(A) the set of all maximal elements
of A. Define C~(X) - ~(u, x); u E (z], x E M(A) B PM(A))} U ~(u, (z, y)); u E
(f 7,1 YI], f 29 Y) E P(~)}, R(X) = Q(x) U {(zz,,,, (z, y)); {z, y} E P(A)}· Define the
ordering  on Q(X) and R(X) such that (u, z)  (v, z) whenever u _ v. For a

given set Y denote by /3(K) the set of all ultrafilters on Y and let /3 be the topology
on Q(Y) being the /3-compactification of (Y, 6) where 6 is the discrete topology.
Koubek and Sichler [13] proved that /3(Q(~)) = (~Q(Q(X )), , ~Q) with the natural
ordering  (two ultrafilters F, G satisfy F  G if for every U E G there exists
V E F with U C [V)) is a free Priestley compactification of Q(A) = (Q(X), ~,6)
where 6 is the discrete topology and /3(jR(j4)) == (~Q(R(X )), , ~) with the natural
ordering is a free Priestley compactification of R(A) = (R(X ), , 6) where 6 is the
discrete topology 6. Moreover, it is easy to see that both iQ(Q(A)) and a(R(A))
are h-spaces and ~Q(Q(A)) is the clopen decreasing subspace of P(R(A)). Hence

there exists an h-mapping f : ~Q(Q(A)) --+ A such that f (u, x) = u for every
(u, a) E Q(A). Set V = {y E /3(R(X));A(y) = a(A) + 11 = A(R(X)) B ,B(Q(X».
To extend f to an h-mapping g : ~Q(R(A)) --~ E(A) we must define g on V. For

v E V let p(v) - (vo, vil g ~Q(R(X))· Define g( vf = zz,y if g(~vo, vil) = {z, y},
g(v) = g(vo) if g(vo) - g(vi). It is easy to verify that ~Q(R(A)) satisfies (sl) and
thus either g(vo) = g(vl) or 19(vo), g(vl)l E P(A) and the definition of 9 is correct.
Obviously, g is surjective, preserves ordering and g((y]) = (g(y)] for every element
y of ~Q(R(X )). To prove that g is continuous it suffices to show that g-’(E(U))
is clopen for every clopen decreasing set U C X. By the definition of g we have
g-1 (E(U)) - f -1 (U) U ~v E V ; g(v) = g(vo) E U or g(v) = Zz,v ~ 9(f vo, W }) _
~a, y} 9 U} = f -1 (U) U ~v E V; g({vo, vi 1) g f -1 (U)} The set f -1 (U) is clopen in
~0(R(X)) because U is clopen, f is continuous, and ~Q(l~(X)) is a clopen subspace
of ~(R(X )). Since ~vo; v E V}, ~vl; v E V} are hqmeomorphic clopen subsets of
,0(R(X )) we conclude that U¡ = f -1 (U) n ivi; v E V} is clopen for i = 0,1. Hence
U2 = (Uo fl ~vo; vi E Ul }) U (Ul rl fvl; vo E Uo}) is clopen and convex. Thus

U3 = [U2) B U2 is clopen and by a direct calculation we obtain that U;i = {v E
V; g({vo, vl}) g f -1 (U)}. Therefore g-’(E(U)) is clopen. Since 3 is compact on
,Q(R(X )) and g is surjective continuous we obtain that u is compact.

It remains to show that End(A) and End(E(A)) are isomorphic. Let h E

End(A), define an extension cp(h) : E(A) --~ E(A) of h such that ~p(h)(zz,y) -
Zh(z),h(,,) if ~h(a), h(y)} E P(A), cp(h)(zz,,,) = h(x) if h(x) = h(y). By a direct cal-
culation we obtain that cp(h) preserves the ordering and ~p(h)((y~) _ (~p(h)(y)~ for
every y E E(A). Since for a clopen decreasing set U C X we have ~p(h)’ 1 (E(U)) _
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E(h-l(U)) we conclude that ~p(h) E End(E(A)) and yy : End(A) --~ End(E(A))
is an isomorphism. 0

Theorem 4.13. The category Eoo is 3-determined.

Proof. Combine Corollary 4.9 and Proposition 4.12. 0

A variety V of Hey ting algebras is called an e-variety if V is finitely generated and
for every subdirectly irreducible algebra A E V the set of join irreducible elements
in A is an e-space.

Theorem 4.14. Every e-variety V of Heyting algebras is 3-determined.

Proof. Since a dual A of every finite subdirect irreducible algebra in V is an e-
space we conclude that A E Eoo. Since the lattice of congruences is distributive we
conclude that V has only finitely many subdirectly irreducible algebras and every
subdirectly irreducible algebra in V is finite. Thus by Theorem 4.2 we conclude
that a dual of any algebra in V belongs to 7?oo. Apply Theorem 4.13. 0

As it was shown in [2] the variety of all Heyting algebras is not determined and
this solved the problem given by McKenzie and Tsinakis in [18]. This result was

strengthened by Adams, Koubek and Sichler in [4]. They proved that the variety
of Heyting algebras cannot be determined in no sense.
Theorem 4.15. [4] For every monoid M there exists a proper class of non-isomor-
phic Heyting algebras such that their endomorphism monoid is isomorphic to the
monoid M with adjoined a new zero. 0

5. ABELIAN GROUPS

The part is devoted to study an a-determinacy by general categorical methods.
We will apply obtained results on Abelian groups. First we give some conventions.

Assume that 1C is a category. For a family {/, : B --~ A; ; i E ’I } of 1C-morphisms
such that the product II{j4,;t ~ 7} exists the canonical morphism from B to
n{~4,; i E 7} is denoted by p( f; ; i E I ). Dually, for a family {/, : A; --~ B; i E I }
of 1C-morphisms such that the coproduct ~~A;; i E I} exists the canonical mor-
phism from E{Ai; i E 7} to B is denoted by s( f;; i E I). If 1C is a category with
a zero then the zero morphism from A to B in 1C is denoted by CA,B : A --~ B .

Let 1C be a category with zero and let A be a coproduct of B, C with coproduct
injections ~rB : B --· A, crc : C --~ A. The endomorphism f = 9(~B , cc~ ~ )
of A is called a summand corresponding to lTn. We say that an endomorphism
f E End(A) is a summand if f is a summand corresponding to a coproduct injec-
tion u. A family Ifi; i E 7} of 1iC-endomorphisms of an object A is isomorphic to
f E End(A) if a coproduct F,10(fi); i E 7} exists and it is isomorphic to O( f ) and
Jl~t( f ) = a(.JVi( f;); i E I). We say that a family ~ f;; i E I} of endomorphisms of
A is isomorphic to a summand of A if there exists a summand f E En,d(A) such
that { f;; i E 7} is isomorphic to f . Two endomorphisms f, g E End(A) are called
perpendicular if f o g - g o f - CA,A. By an easy calculation we obtain:
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Lemma 5.1. Let 1~C be a category with a zero. For a family ~ f; : B ---~ A; ; i E I}
of l~C-morphisms such that a product of ~{A; ; i E Il exists we have that p(fi; i E
I) = cB,A if and only if f; = CB,A; for every i E I. DuaRy, for a family ~ f; : Ai --~
B; i E 7} of l~C-morphisms such that a coproduct of fAi; i E Il exists we have that
s(fi; i E I) = cA,B if and only if f; = cAi,B for every i E I. C’7

Lemma 5.2. Let 1C be a category with zero. Then for every 1~G-object A we have

(1) Every summand is an idempotent endomorphism;
(2) If f, g E End(A) are perpendicular and g is an automorphism then f = cA,,~;
(3) For a coproduct A of ~B; ; i E Il the summands ~ f; ; i E Il corresponding to

the coproduct injections (Ti : Bi ---~ A are pairwise perpendicular.

Proof. If A = B V C and f = s(a~B, CC,A) where (TB : B --~ B V C is the coproduct
injection then f o f o ~,~ = f o orB = Un and ,f o f o ~c = f o cc,A = cc,A, hence
f o f = f and (1) is proved.

If f , g are perpendicular and g is an automorphism then f = f o 1 A = f o g o g-1 ==
cA,A o 9 1 = cA,A and (2) is proved.

Let cr, : Bi 2013~ A, i E I be the coproduct injections. Choose distinct i, j E I.
Then for every k E I ~ ~ j ~ we have f; o f~ 0 O’k = f; o cB,~ ,,~ = Cn.,A, and f; o f~ OUj ==
f; o ~~ = cB~, A . By Lemma 5.1 we obtain f; o f  = CA, A · Therefore ~ f; ; i E I } are
pairwise perpendicular. (3) is proved. 0

We say that a category K has conditional coproducts if for every family fAi; i E Il
of J~C-objects with a coproduct the family fAi; i E I’l has also a coproduct for every
I’ C I. A class C of non-isomorphic 1C-objects is called a coproduct generator if
every 1~C-object is isomorphic to a coproduct of a family of objects in C. Denote by
(3( C) the number of all one-to-one mappings f : C ---i C such that C and f (C) are
equimorphic for every C E C.

Theorem 5.3. Let K be a category with zero, conditional coproducts, and a co-
product generator C. Assume that

(1) There exists an isoproperty P, such that for every l~C-object A, f E Id(A)
is a summand with 0(/) E C if and only if f satisfies Pl;

(2) There exists a set isoproperty P2 such that for every J~C-object A, F C
End(A) satisfies P2 if and only if F is a set of pairwise perpendicular idem-
potent endomorphisms satisfying PI such that if; f E F} is isomorphic to
a summand of A.

Then K is p(C)+-determined.
Proof. First we prove that F C Err,d(A) is a maximal set satisfying P2 if and only
if ~ f ; , f E Fl is isomorphic to 1 A . Indeed, there exists a family fBi; i E 7} of JC-
objects from C such that A = E{Bi; i E I}. For every i E I let ,f; be a summand
corresponding to the coproduct injection Ui : B; ---~ A. By Lemma 5.2 (1) and
(3) F = { f;; i E 7} is a set of idempotent pairwise perpendicular endomorphisms
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and because B; E ’C, f; satisfies Pi. Thus F satisfies also P2, and {/,;t E I }
is isomorphic to lA. If F is not maximal then F U fhl satisfies ~2, thus h is

perpendicular to every f; . Lemma 5.1 implies 1 A o h = cA,A and by Lemma 5.2
(2) we obtain h = CA,A. Thus F is maximal. Conversely, let F C End(A) be a
maximal subset satisfying P2. Set B = E{0(/); f E Fl, then A = B V B’ for some
K-object B’. Thus there exists a summand h of B’ with O(h) E C. Then F U fh}
also satisfies P2 and therefore h = CA~A and B = A.

Let fAi; i E 7} be a class of equimorphic objects with A and let ~i : End(A) -
End(A; ) be an isomorphism for every i E I. If F C_ End(A) is a maximal set

satisfying P2 then so is ~; ( F ) ç End ( A; ) . Define ~ : F ---~ C, ~(/) = O ( f )
for every f E F, and ~; : F - C, ~; ( f ) = 0(4~i(f)) for every f E F. Since

O ( f ) is isomorphic with O ( f’ ) for f , f’ E F if and only if 0(4~i(f)) is isomorphic
with 0(-4~i(f’)) - see Lemma 1.4, we conclude that Ker(*) = Ker(~; ) for every
i E I and that ~( f ) and ~; ( f ) are equimorphic for every f E F. If A and At
are non-isomorphic then * and ~; are distinct. Define an equivalence ~ such that
f ££ f’ if ~( f ) = ~( f’). Set F’ = F/~. The number of pairwise non-isomorphic
objects equimorphic with A is less or equal to the number of one-to-one mappings
A from F’ to C such that 0(/) and ~i ( ( f ~ ) are equimorphic for every f E ( f ~ E F’ .
Therefore card(I)  ~Q(C). 0

Corollary 5.4. Let ~C be a category with zero, conditional coproducts, and a
coproduct generator C such that objects in C are non-equimorphic. Assume that

(1) There exists an isoproperty ~1 such that for every J~C-object A, f E Id(A)
is a summand with O( f ) E C if and only if f satisfies P1;

(2) There exists a set isoproperty ~2 such that for every 1C-object A, F C
End(A) satisfies ~2 if and only if F is a set of pairwise perpendicular idem-
potent endomorphisms satisfying ~l such that If; f E Fl is isomorphic to
a summand of A.

Then equimorphic X-objects are isomorphic. 0

We apply the foregoing result to Abelian groups. It is well known that the

category of Abelian groups and their homomorphisms is a category with zero, see
[15]. First we recall several conventions and definitions for Abelian groups. We
shall use an additive notation for Abelian groups. A subset A of an Abelian group
G is called a base if A generates G and for every finite family of distinct elements
~a; ; i E 7} of A if £(n1;a;; i E Il = 0 then 7Nai = 0 for every i E I. We say that
a base A is a p-base whenever order of every element a E A of A is either 0 or a
power of a prime. Denote by CYCL i the class of all cyclic groups G such that
either G is infinite or the order of G is a power of a prime, and CYCL2 the class
of all quasicyclic groups and the group of rational numbers with the addition. Set

CYCL = CYCL 1 U CYCL2 . The following easy lemma is folklore.

Lemma 5.5. For every Abelian group G the following are equivalent:
(1) G is a coproduct ofgroups from CYCL1;
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(2) G has a base;
(3) G has a p-base. 0

We recau

Proposition 5.6. [9] Every divisible Abelian group is a coproduct of Abelian
groups from CYCL2. 0

Let AB be a category of Abelian groups and their homomorphisms. Denote by
AB, the full subcategory of AB formed by all groups G which are a coproduct
of a divisible Abelian group and an Abelian group with a base, and AB2 is a full
subcategory of AB formed by all Abelian groups with a base. Clearly, AB1 and AB2
have zero and conditional coproducts. Moreover, CYCL is a coproduct generator
of AB1, and CYCL, is a coproduct generator for AB2.

Let G be an Abelian group. The zero morphism cc~G is a constant mapping to
0. For f E Id(G) we have that G is a coproduct of f -1 (0) and Im( f ) and thus
f E End(G) is a summand if and only if f is an idempotent. We say that f E Id(A)
is 0-minimal if for every g E Id(G) with Im(g) C Im( f ) we have either g = f or
9 = ~G,G. The following is an easy observation:

Lemma 5.7. Let G be an Abelian group, then f E Id(G) is 0-minimal if and only
if for every g E Id(G) with g = f o g we have either g = f or g = CG~G. If G E ABI
then f E Id(G) is 0-minimal if and only if Im( f ) E CYCL. 0

Hence" 1 is 0-minimal" is an isoproperty satisfying the conditions of ~1 in The-
orem 5.3 for AB, and AB2.
We recall a well known and useful statement characterizing coproducts in Abelian

groups.

Proposition 5.8. Let G be an Abelian group and let {~,;t E Il be a family of
subgroup of G. Then G is a coproduct of IHi; i E 7} such that the inclusions are
coproduct injections if and only if for every element 9 E G there exists exactly one
family ~h;; i E 7} of elements of G such that g = Elhi; i E 7} and hi E Hi for every
i E I (if I is infinite then h; ~ 0 for only finitely many i E I). C7

Lemma 5.9. Let G be an Abelian group which is a coproduct of n groups from
CYCL for finite n. For every family F C Id(G) of 0-minimal, pairwise perpendic-
ular endomorphisms we have card(F)  n.

Proof. For simplicity every natural number n we identify with the set {O, 1, n-11.
We prove the statement by induction over n. For n = 1 the statement is true.

Assume that it holds for n -1 and let G be a coproduct of ~A; ; i 6 ~} of subgroups
where Ai E CYCL for every 1 E n. For every a E G by Proposition 5.8 there exists
exactly one family ~a;; i E n} with ai E Ai and a = Elai; i E n}. In the following
for a E G, ai denotes the corresponding element of A; . Let F C Id(A) be a family of
0-minimal, pairwise perpendicular endomorphisms. Choose fo E F, denote by B =
Im(/o), D = ,fo 1 (0). Then G = D V B = E{Ai; i E nl. First we prove that we can



222

exchange B and some A;. Since fo is 0-minimal (thus I1n( fo ) E CYCL) there exists
i E n such that for distinct a, b E Im( fo) we have a; ~ bi, - without loss of generality
we can assume that i = n -1 - and ~an _ 1; a E B} = A" _ 1. Let a E G. For an there
exists exactly one 71(an) E B with 71(an)n = an . Then ~~(a; - r~(a" )i ); i E n - 1 } +
71(an) = (a-an )’- (r/(an ) -7~(an )n ) "+’tj(an ) = a Hence {A¡j i E n-1 } and B generates
G. Let a = E f c(i); i E n - 1 } + c = I;{d(i); i E n - 1} -E- d where c(i), d(i) E Ai for
i E n -1, e, d E B. Then E{c(i) - d(i); i E n - 1} + (c - d) = 0. Hence cn = dn and
we obtain that c = d and thus c(i) = d(i) because G = E{~4,; i E n}. We conclude
by Proposition 5.8 that G is isomorphic to a coproduct of ~ A; ; i E n - 1 } U {~3}.
Thus if we rename elements of G we can assume B = An . Since G = D u An there
exists exactly one 9 E Id(G) with Im(g) - D, g’ 1 (0) - B. Set Di = g(A¡) for
i E n - 1. We show that D is isomorphic to a coproduct of {D;; i E n - 11. Let

d E D then d = E{d¡j i E n} = E~g(d;); i E n -1} -f- E~ fo(d; ); i E n -1} -f- dn. Since
~~9(di ); i E n - 11 E D, E~ fo(di ); i E n - 11 E B we conclude that E~ fo(d~ ); i E
n - I} = -dn and ~~g(d~); i E n - 11 = d. Whence {D~; i E n - 11 generates D.
Assume that d = Eld(i); i E n - 11 = Efc(i); i E n - 11 where d(i), c(i) E D¡ for
i E n - 1. Choose a(i), b(i) E Ai for i E n - 1 with g(a(i)) = d(i), g(b(i)) = c(i).
Then E{oM - b(i); i E n - 1 } = Eld(i) - c(i); i E n - 11 + E{ fo(a(i)) - fo(b(i)); i E
n’-1} _ E{/o(~))-/o(~));~~ ~-1}. Since E~fo(a(i))-fo(b(i))~ = E n-1~ E An
we conclude that E{ fo(a(i)) - fo(b(i)); i E n - 11 = 0 therefore a(i) = b(i) and
thus d(i) = c(i) for every i E n - 1. Hence by Proposition 5.8 D is isomorphic
to a coproduct of IDi; i E n - 1 }. Consider F’ _ ~ f o O-D; f E F B {/o}} where
~D : D --~ G is the inclusion. Since for every f E FB~ fo} we have that fBo f = c~,c
we conclude that Im( f ) g D and therefore f o crjr) ~E CD,D because f ~ cG,c . Thus
F’ C_ Id(D) is the set of 0-minimal pairwise perpendicular endomorphisms and by
induction assumptions card(F’)  n - 1. Whence card(F)  n. 0

Let F C_ End(G) where G = E~A~; j E J}. If for every j E J the set ~ f E
F; f (A~ ) ~ loll is finite we can define an endomorphism EF = ~~, f ; f E F} such
that EF(~) - Elf (z); f E F} because for every z E G there exist only finitely
many f E F with f (a) ~ 0. Define a set property P such that
F C End(G) satisfies ~ if
endomorphisms in F are 0-minimal, idempotent, and pairwise perpendicular, and

for every subgroup H C G which is a finite coproduct of groups from CYCL the
set ~ f E F; ,f (H) ~ ~0}} is finite.

Corollary 5.10. Let G E ABI. If F C End(A) satisfies P then If; f E F} is
isomorphic to EF which is a summand of G. In particular, there exists a coproduct
of ~O( f ); f E F}.
Proof. By a direct calculation we obtain that EF E Id(G) and hence ~ f ; f E F} is
isomorphic to EF. The rest is clear. 0

The following folklore lemma describes End(G) of cyclic groups, quasicyclic
groups, and the group of rational numbers.
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Lemma 6.11. Let G be a cyclic group of order n or the group of integers with ad-
dition or the group of rational numbers with addition. Then End(G) is isomorphic
to the multiplicative semigroup of integers modulo n or the multiplicative semi-
group of integers or the multiplicative semigroup of rational numbers. Let G be a
p-quasicyclic group for a prime p, then End(G) is isomorphic to the multiplicative
semigroup of p-adic numbers. 0

Theorem 6.12. The category AB, is (2~° )+-determined, the category AB2 is 2-
determined.

Proof. From Lemma 5.10 and Corollary 5.11 follows that the property P is an

isoproperty and satisfies the conditions of the property P2 in Theorem 5.3. Since

card(CYCL) = No we obtain the first statement as a consequence of Theorem 5.3.
By Lemma 5.11 groups in CYCL1 are equimorphic if and only if they are isomorphic
and thus I3(CYCL1) = 1. According to Proposition 5.5 CYCL¡ is a coproduct
generator of AB2 and the second statement follows from Theorem 5.3. 0

Corollary 5.15. Every pair of equimorphic bounded Abelian groups is isomorphic,
every pair of equimorphic finitely generated Abelian groups is isomorphic.

Proof. By Prüfer theorem [21] every bounded Abelian group is a coproduct of cyclic
groups, and also every finitely generated Abelian group is a coproduct of cyclic
groups [9]. 0

As proved S. Shelah [27] the category AB is not a-determined for any cardinal
a:

Theorem 5.14. [27] There exists a proper class of non-isomorphic Abelian groups
G such that End(G) is isomorphic to multiplicative semigroup of integers. 0

CONCLUSION

On the end we give several open problems.

Problem 1. Let V be a variety. We say that V is a monoid decidable (or group
decidable) if there exists an algorithm which for a given finite monoid M (or a
finite group G) decides whether there exists an algebra A E V with End(A) ££ M
(or Aut(A) ~ G). Which varieties are monoid decidable or group decidable? The
only known non-trivial results are for finite monoid universal variety or finite group
universal variety - in which case for every monoid (group) there exists a required
algebra. Foldes and Sabidussy showed [8] that it is undecidable whether a variety is
monoid or group universal. Is it undecidable whether a variety is monoid decidable
or group decidable? Or is it undecidable whether a variety is finite monoid (group)
universal? We can restrict ourselves on subvarieties of a given variety - here the
problem can be decidable even the general problem will be undecidable.
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Problem 2. Are there two non-isomorphic quasi-cyclic groups which are equimor-
phic ? If equimorphic quasi-cyclic groups are isomorphic then we can strengthen
Theorem 5.10 such that equimorphic groups in AB, are isomorphic. It is well

known, see Lemma 5.11 that the endomorphism monoid of p-quasi-cyclic group for
some prime p is isomorphic to the endomorphism monoid of q-quasi-cyclic group
for some prime q if and only if the multiplicative semigroup of p-adic numbers is
isomorphic to the multiplicative semigroup of q-adic numbers and it is equivalent
to that the multiplicative group of invertible p-adic numbers is isomorphic to the
multiplicative group of invertible q-adic numbers.

Problem 3. Let V be a variety of 0-lattices (or (0,1)-lattices) such that each non-
trivial lattice has a prime ideal. Are there two equimorphic lattices in V which
are not isomorphic nor antiisomorphic? Theorem 2.11 gives an answer only for the
subclass of such varieties.

Problem g. Denote by K the variety of Heyting algebras generated by all chains.
It is well known that K is a supremum of Kn where n is taken over all natural
numbers - see [11]. Are there non-isomorphic equimorphic algebras in K?
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