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HADAMARD OPERATIONS ON RATIONAL FUNCTIONS

by Alfred J. VAN DER POORTEN (*)

If \( \sum_{h=0}^{\infty} a_h x^h \) and \( \sum_{h=0}^{\infty} b_h x^h \) are rational functions then so is their Hadamard product \( \sum_{h=0}^{\infty} c_h x^h \), where \( a_h b_h = c_h \), \( h \geq 0 \) and equally simply if \( f \) is a polynomial then also \( \sum_{h=0}^{\infty} f(a_h) x^h \) is rational. In a talk at Budapest, in July 1981 [13], I announced and at this séminaire I presented, purported proofs of best possible converse results in characteristic zero. Throughout, \( K \) denotes a field of characteristic zero, and \( R \) is a finitely generated subring of \( K \). In the algebraic case, when we suppose \( K \) of degree \( d \) over \( \mathbb{Q} \), the ring \( R \) is then a ring of \( S \)-integers of \( K \) with \( S \) some finite set of valuations of \( K \) including all its archimedean valuations.

**THEOREM A (Hadamard quotient theorem).** - Suppose \( \sum_{h=0}^{\infty} c_h x^h \), \( \sum_{h=0}^{\infty} b_h x^h \) are Taylor expansions of functions rational over \( K \) and that there is a sequence \( (a'_h) \) of elements of \( R \) so that \( a'_h b_h = c_h \), \( h \geq 0 \). Then there is a rational function \( \sum_{h=0}^{\infty} a_h x^h \) with \( a_h b_h = c_h \), \( h \geq 0 \).

**THEOREM B.** - Suppose \( b \) is a possibly degenerate exponential polynomial and \( (a'_h) \) a sequence of elements of \( R \) so that \( \sum b(a'_h) x^h \) is rational. Then there is a rational function \( \sum_{h=0}^{\infty} a_h x^h \) with \( b(a_h) = b(a'_h) \), \( h \geq 0 \). In particular, if \( b \) is a nondegenerate exponential polynomial and \( a \) an arbitrary permutation of \( \mathbb{N} = \{0, 1, 2, 3, \ldots \} \) then \( \sum b(a(h)) x^h \) rational implies there is an integer \( d > 0 \) so that for each \( r, 0 \leq r < d \), the function \( a(hd + r) \) is linear in \( h \) for all sufficiently large \( h \).

In 1979, POURCHET [8], outlined a proof of theorem A. It seems fair to remark that [8] was generally viewed as consisting entirely of wellknown or evident propositions that did not appear to contribute materially to a proof of theorem A. I shared this view, vide [13], until the writing of the present report (April 1983). Though it may have taken me some years to decipher Prouchet's intent, and though my proof arose more or less independently, the proof below precisely follows the programme proposed in [8]. Just as it is improper to claim that a sequence of uninterpretable hints constitutes a proof, so it is immoral to suggest that a proof acting upon such hints is independent. I do not suggest this. The proof below is, d'après POURCHET,

(*) Alfred J. VAN DER POORTEN, School of Mathematics and Physics, Macquarie University NORTH RYDE, NSW 2113 (Australia).
I do not provide a proof of theorem B but restrict myself to the improper expedient of giving some easily understandable hints.

1. Rappels.

If \( \sum_{h \geq 0} a_h x^h = r(x)/s(x) \) with \( r, s \) polynomials then we may set over \( \mathbb{K} \):

\[
s(x) = 1 - \sum_{j=1}^{\infty} s_j x^j = \prod_{i=1}^{p} (1 - \alpha_i x)^{n(i)}, \quad s_n \neq 0.
\]

From a partial fraction expansion we then obtain

\[
a_h = \sum_{i=1}^{\infty} \sum_{k=1}^{A_i} (h + k - 1) A_i \alpha_i^{k-1} \alpha_i^h = \sum_{i=1}^{A_i} (h - 1) \alpha_i^h,
\]

with the \( A_i \) in \( \mathbb{K}[X] \) and \( \deg A_i = n_i - 1 \). Thus the \( a_n \) are generalised power sums or equivalently are given by an exponential polynomial \( a \) evaluated at the non-negative integers. The distinct quantities \( \alpha_1, \ldots, \alpha_n \) are the characteristic roots of the exponential polynomial \( a \); each appears with multiplicity, respectively \( n_i \). We also have a linear homogeneous recurrence relation

\[
a_{h+n} = s_1 a_{h+n-1} + \cdots + s_n a_h.
\]

So \( (a_n) \) is a so-called recurrence sequence of order \( n \). Its initial values \( a_0, a_1, \ldots, a_{n-1}, \ldots \) are determined by the numerator \( r(x) \). If \( \deg r(x) = r \geq n \) then the exponential polynomial and the recurrence relation, yields \( a_h \) only for \( h > r - n \).

To verify the rationality of \( \sum a_h x^h \) one studies the Kronecker-Hankel determinants of the sequence \( (a_n) \):

\[
K_h a = |a_{i+j}|_{0 \leq i, j \leq r}.
\]

It is immediate that with \( (a_n) \) a recurrence sequence as above one has \( K_h a = 0 \) for \( h \geq \max(r + 1, n) \). The converse is true but some traditional proofs, for example [7] (chap. 3, p. 85-99), seem to me to be unnecessarily clever. Certainly a straightforward induction as given by Salem [11], suffices and makes it easy to see more. For example, if \( K_h a = 0 \) for \( H_0 \leq h \leq H \) then there is a recurrence sequence \( (a_n') \) of order \( H'_0 \leq H_0 \) so that \( a_n = a_n' \) for at least \( H_0 - H'_0 \leq H + H_0 \).

How might we go about showing that \( K_h a = 0 \)? In the first instance, we will want to suppose that the field of definition of the roots and coefficients of the generalised power sum \( a_n \) is an algebraic number field \( \mathbb{K} \) of degree \( d \) over \( \mathbb{Q} \). Given a sequence \( (a_n) \) of elements of \( \mathbb{K} \), we write

\[
d \log a_n = \sum_{\nu} \max_{0 \leq s \leq n} \log |a_{i+j}|_{\nu}
\]

and we then say that the sequence \( (a_n) \) has size at most \( \nu \) if
Here the sum is over the usually normalised valuations $\nu$ of $K$: thus for $0 \neq x \in K$ one has the product formula $\sum_{\nu} \log |x|_{\nu} = 0$ and if $y$ is an integer of $K$ the constant sequence $(y, y, \ldots)$ has size $|N|^{1/d}$, where $N$ is the norm from $K$ to $Q$. Since early values do not affect the size of $(a_h)$ nor the rationality of $\sum a_h x^h$ we may if we wish always suppose $a_0 = 1$. A recurrence sequence certainly has finite size; conversely a power series $\sum a_h x^h$, with $(a_h)$ of finite size, is called a $G$-function (see BOMBIERI [1]).

Now turn to the sequence $(K_h)$ of Kronecker determinants $K_h$ of the sequence $(a_h)$.

Let $T$ be a finite set of valuations of $K$. By the product formula: $K_h = 0$ or $\sum_{\nu} \log |K_h|_{\nu} = 0$ so

$$-\sum_{\nu \in T} \log |K_h|_{\nu} \leq \sum_{\nu} \max_{0 < k < h} |K_h|_{\nu}.$$ 

But a simple estimate yields

$$\sigma_h K \leq (h + 1)! (\sigma_h a)^{h+1}.$$ 

Hence if

$$\prod_{\nu \in T} |K_h|_{\nu}^{-1/h^2} > \rho^d$$

for certain sufficiently large $h$ then $K_h = 0$ for such $h$.

2. $p$-adification and specialisation

It is wellknown, and elegantly described by CASSELS [4], that any finitely generated field $K$ may be embedded in infinitely many fields $Q_p$ of $p$-adic rationals in such a way that any nominated finite set of nonzero elements of $K$ is mapped onto a set of $p$-adic units. The account in [4] is such that one sees that stopping partway yields a homomorphism of a finitely generated subring $R$ of $K$ into an algebraic number field, say of degree $d$ over $Q$; this latter mapping, which we call specialisation is such that any nominated finite set of nonzero elements of $K$ may be supposed to have been specialised to nonzero elements of the algebraic number field. For some details see the account Though the point is not explicitly made in [4] it is clear that the density of the good, or regular primes that is those primes $p$ for which one obtains an appropriate embedding of $K$ into $Q_p$, is $1/d$; for example note [5] (p. 78 and p. 163). More precisely,

$$\prod_{p \leq x} p^{1/p-1} = 0(x^{1/d}), \quad x \to \infty$$

where the product is over regular primes only.
We apply these notions as follows: Given an exponential polynomial \( d \) over \( K \),

\[
d(h) = \sum D_i(h) \delta_i^h
\]

we may deem \( d \) to be defined over \( Q_p \), \( p \) regular with respect to \( d \), so that the roots \( \delta_i \) be units of \( Q_p \), so that no nonzero coefficient of the \( D_i \) vanishes as element of \( Q_p \), and so that at most finitely many \( d(h) \) not already zero in \( K \) become zero as elements of \( Q_p \). Only the last condition requires comment; I refer the reader to the survey commencing [6] and to remarks of Cantor [3]. In much the same way the exponential polynomial may be supposed to be defined over an algebraic number field without the sensible specialisation introducing any degeneracies.

Now consider the \( p - 1 \) \( p \)-adic power series

\[
d(t(p - 1) + r) = \sum D_i(t(p - 1) + r) \delta_i^r \exp(t \log \delta_i^{p-1}), \quad 0 \leq r < p - 1.
\]

Because the \( \delta_i \) are units of \( Q_p \) we have

\[
|\delta_i^{p-1} - 1|_p < p^{-1}
\]

so the maps

\[
h \mapsto \delta_i^{h(p-1)+r}, \quad 0 \leq r < p - 1
\]

each continue to \( p \)-adic power series \( \delta_i^r \exp(t \log \delta_i^{p-1}) \) converging for \( t \) in \( Q_p \), the completion of an algebraic closure of \( Q_p \), with \( \text{ord}_p t > -1 + 1/(p - 1) \). To avoid irritating exponents I write

\[
|t|_p = p^{-\text{ord}_p t}.
\]

I will refer to the cited series \( d(t(p - 1) + r) \) as sensible \( p \)-adicifications of the exponential polynomial \( d \).

We \( p \)-adify so as to be able to use the following result: Let \( g(t) = \sum x_h t^h \) be a \( p \)-adic power series converging for \( t \) with \( \text{ord}_p t > -s + 1/(p - 1) \), some \( s > 0 \). To account for the convergence we must have

\[
\liminf h^{-1} \text{ord}_p x_h \geq s - 1/(p - 1).
\]

Now denote by \( \Delta \) the operator defined by \( \Delta f(t) = f(t + 1) - f(t) \). Then for \( \lambda = 0, 1, 2, \ldots \),

\[
\text{ord}_p \Delta^k g(t) = \text{ord}_p \sum_{h \geq 0} x_h \Delta^k t^h \geq \min_{h \geq 0} \text{ord}_p x_h + k \text{ord}_p \Delta^k t^h.
\]

But \( \Delta^k t^h \) is a polynomial in \( t \) of degree \( h - k \) and with integer coefficients each divisible by \( k! \). Hence if \( \lambda \) is an integer then \( \Delta^k t^h \bigg|_{t=\lambda} \) vanishes for \( h < k \) and is always divisible by \( k! \). Thus
which is to say that
\[ \lim \inf k^{-1} \left| \Delta^k g(t) \right|_{t=-1/n} \geq s. \]


We now proceed to a proof of theorem A in apparently special circumstances. Thus, we suppose that \( h > 0 \). Next, we suppose that the quotient sequence \( \left( a_h \right) \), where \( a_h \) is a sequence of elements of an algebraic number field \( K \) of degree \( d \) over \( Q \) and that the sequence has finite size at most \( p \). Denote by \( n \) the order of the exponential polynomial \( b \).

In the immediate sequel, \( p \) denotes one of finitely many rational primes greater than \( n \) with respect to which we may sensibly p-adify both \( b \) and \( c \). We consider a typical quotient
\[ a(t(p - 1) + r) = c(t(p - 1) + r)/b(t(p - 1) + r), \quad 0 \leq r < p - 1 \]
of p-adic exponential polynomials.

It is known \([10]\) that each \( b(t(p - 1) + r) \) has at most \( n \) zeros in the disc \( \{ t : \text{ord}_p t > -1 + n/(p - 1) \} \). We recall that these zeros lie on the so-called critical circles on which at least two terms of the power series \( b(t(p - 1) + r) \) share minimal p-adic order; these critical terms cannot be of degree greater than \( n \). Since \( b(t(p - 1) + r) \) has coefficients in \( Q_p \) it follows that any of its zeros \( t_0 \) outside the unit disc must satisfy \( \text{ord}_p t_0 \leq -1/n \). Hence for each \( p \) and \( r \), \( 0 \leq r < p - 1 \), there is a polynomial \( f_{p,r} \) in \( Z_p[t] \) of degree at most \( n \) so that the power series
\[ f_{p,r}(t(p - 1) + r) a(t(p - 1) + r) \]
converges for \( t \) with \( \text{ord}_p t > -1/n \). I should remark that much sharper facts hold: but we only need \( f_{p,r} \) in \( Z_p[t] \) and convergence beyond the unit disc to an extent independent of \( p \).

Now denote by \( F_p \) a polynomial in \( Z_p[t] \) divisible in that ring by each of the \( f_{p,r} \). Then for each \( r \), \( 0 \leq r < p - 1 \), we have
\[ \lim \inf k^{-1} \left| \Delta^k F_p(t(p - 1) + r) a(t(p - 1) + r) \right|_{t=0} \geq 1/n + 1/(p - 1). \]

Consider the \((h + 1) \times (h + 1)\) determinant
\[ K_h = |a(i + j)|_{0 \leq i, j \leq h}, \]
noting that simple row and column manipulation yields
\[ K_h = \left| a^{k} \sum_{p(t(p-1)+r)a(t(p-1)+r)}_{t=0} \mid 0 \leq j \leq n, i+j=k(p-1)+r \right. \]

It is not difficult to deduce that as \( h \to \infty \)
\[ \lim \inf h^{-2} \text{ord}_p K_h \geq \left( \frac{1}{n+1/(p-1)} \right)/(p-1). \]

So we see that for \( h \) sufficiently large:
\[ h^{-2} \text{ord}_p K_h > \frac{1}{n(p-1)}. \]

Now if we were lucky enough to have each \( \sum_{p \in \mathbb{P}} \) with rational integer coefficients then the remarks above would readily lead to a proof of theorem A. For we would lose no generality in supposing \( \sum_{p \in \mathbb{P}} \) independent of \( p \), we would have archimedean information
\[ \lim \sup h^{-2} \log a_h K \leq d \log \rho \]

on the one hand, whilst on the other hand we could combine the pieces of \( p \)-adic data. Provided only that
\[ \sum_{p \in \mathbb{P}} \frac{\log p}{p-1} > nd \log \rho \]

we would have \( K_h = 0 \) for all sufficiently large \( h \), whence \( \sum F(h) a_h x^h \) would have been proved rational. But then a result of POLYA-CANTOR [2] yields the rationality of \( \sum a_h x^h \).

Unfortunately it would beg the question to suppose that \( \sum_{p \in \mathbb{P}} \) belongs to \( \mathbb{Q}[x] \).

Nevertheless, as we see below, we can arrange a sufficiently good approximation to this state of affairs.


To obtain the result that for \( h \) sufficiently large, say \( h \geq H_0 \), we have
\[ \text{ord}_p K_h(F, a) > \frac{h^2}{n(p-1)}, \]
we use only that
\[ \text{ord}_p a^{k} \sum_{p(t(p-1)+r)a(t(p-1)+r)}_{t=0} \geq k \left( \frac{1}{n} + \frac{1}{p-1} \right)/(p-1) \]
with \( k(p-1)+r \leq 2h \). Thus if we were to truncate the coefficients of the \( \sum_{p \in \mathbb{P}} \) modulo
\[ N(p ; H) = p^{2H((1/n)+(1/(p-1)))^2}, \]
we would retain the inequalities above for \( H_0 \leq h \leq H \) but with the \( \sum_{p \in \mathbb{P}} \) now elements of \( \mathbb{Z}[x] \) with coefficients not exceeding \( N(p ; H) \). By the Chinese remainder
theorem, we may construct a polynomial \( f \) in \( \mathbb{Z}[X] \) with coefficients not exceeding

\[ M := M(H) = \prod_{p \in P} M(p ; H) \]

so that \( f \) plays the role of \( f_p \) each \( p \in P \), \( P \) being the set of primes with which we are dealing. The degree of \( f \) is at most

\[ \max_{p \in P} n(p - 1) \]

indeed we can avoid the somewhat clumsy and naive notion of truncation by describing \( f \) as being so constructed as to satisfy

\[ ||f - f_p||_p \leq M(p , H)^{-1} , \quad p \in P \]

here \( || \cdot ||_p \) is the maximum of the valuations of the coefficients and for the existence of \( f \) we appeal to the approximation theorem rather than the equivalent Chinese remainder theorem.

But the polynomial \( f \) may be replaced by any multiple \( F = f_0 f \), where \( f_0 \) is some nonzero element of \( \mathbb{Z}[X] \). To see this we need only notice that each \( F_p \) may replaced by a multiple \( f_0 F_p \) since, in the first instance each \( F_p \) was described as divisible by a given polynomial. Then we have \( F \) such that

\[ ||F - f_0 F_p||_p \leq H(p , H)^{-1} , \]

we shall choose \( f_0 \) to have degree \( N = c_1 H^{1/2} (\log H)^{-1/2} \). Here and in the immediate sequel \( c_0 , c_1 , \ldots \) denote positive constants and \( H \) is supposed large relative to the parameters \( n \) and \( p \in P \). Modulo \( M \) there are some \( N^N \) possibilities for \( f_0 \) and, using foresight, we wish \( F = f_0 f \) to have coefficients no larger in absolute value than \( M c_0 / N \) modulo \( M \) of course. In applying the box principle, we see that if each "pigeonhole" contains polynomials \( F \) with coefficients differing modulo \( N \) by no more than \( M c_0 / N \) then with \( c_0 \) appropriately large (but not depending on \( H \)) there are fewer than \( N^N \) pigeonholes required \((1)\). Hence our construction succeeds and we have

\[ \text{ord}_p K_h(Fa) > H^2 / n(p - 1) \quad H_0 \leq h \leq H , \quad p \in P \]

with \( F \) of degree \( c H^{1/2} (\log H)^{-1/2} \) and with coefficients not exceeding \( M c_0 / N \) in absolute value. A priori \( H_0 \) needs only be large enough to validate the \( p \)-adic inequalities. Since we may choose \( H \) as large as we wish it certainly suffices to set \( H_0 = H^{1/2} \log H \).

\((1)\) Because the coefficients of the polynomial multipliers are congruent modulo \( H(p , H) \) to \( f_0 F_p \), therefore

\( \text{ord}_p K_h(F(. \cdot (p - 1) + 1) a(. \cdot (p - 1) + 1) \geq k(1 + \frac{1}{p - 1}) \frac{1}{p - 1} > \frac{k}{n(p - 1)} \)

with \( k(p - 1) + 1 \leq 2H \) (and \( k \) large enough) and then

\[ \text{ord}_p K_h(Fa) > \frac{k}{n(p - 1)} \quad \text{for} \quad H_0 < h < H \]
It now follows that for $H_0 \leq h \leq H$ we have the upper bound

$$\log c_h(K(Fa)) < h^2 d \log p + d c_2 h H^{1/2} (\log H)^{1/2}.$$ 

Given the $p$-adic inequalities and our remarks in section 1 we see that $K_h(Fa) = 0$ for $H^{1/2} \log H \leq h \leq H$ if

$$\sum_{p \in P} \frac{\log p}{n(p-1)} > d \log p + d c_2 H^{1/2} (\log H)^{1/2}.$$ 

Plainly, if $H$ is large enough then the second term on the right is arbitrarily small. On the other hand, as remarked in section 2, the sum

$$\sum_{p \in P} \frac{\log p}{n(p-1)}$$

may be chosen arbitrarily large whence indeed we obtain $K_h(Fa) = 0$ for $H^{1/2} \log H \leq h \leq H$.

But this implies that there is a recurrence sequence $(d_h)$ of order at most $H^{1/2} \log H$ so that

$$d_h = F(h) a_h = F(h) c_h/b_h$$

for $H^{1/2} \log H \leq h \leq H$.

But then the recurrence sequence $(b_h d_h - F(h) c_h)$ vanishes over a range considerably larger than its order. Hence the recurrence vanishes identically and we have, for all $h \geq 0$,

$$b_h d_h = F(h) c_h.$$ 

It follows that the polynomial $F$ divides the exponential polynomial $bd$ in the ring of exponential polynomials. But by the Polya-Cantor lemma [3] we may suppose $b$ contains no polynomial factor. For such a factor must also divide $c$ and we may suppose therefore that this common factor of $c$ and $b$ has already been removed. It follows then that $F$ must divide $d$ in the ring of exponential polynomials whence indeed, by [3] once again, we see that $(a_h)$ is a recurrence sequence, exactly as we wished to show.

5. Comments.

In attempting to fill the gags and repair the errors that riddled my earlier alleged proofs of theorem A I came to the eventual view that the methods I was trying to use could not possibly prove the Polya-Cantor lemma. Accordingly, I asked myself how I could use that result en route to a proof of theorem A. At this point I had the idea of appropriately truncating elements of $\mathbb{Z}_p^n$ so as to attain polynomials with integer coefficients. Eventually it became obvious that I had only uncovered the details of the proof sketched by POURCELT [8].

I want to acknowledge the patience and care of those particularly J.-P. BEZIVIN
and Philippe ROBBA, who prevented me from perpetuating the errors to which I allude
above.

It is quite plain that the ideas in section 4 coincide with those intended in [8].
One sees this most clearly by noting that the somewhat eccentric detail given in the
otherwise well-known propositions of [8] is exactly the kind of detail I use above.
For example, one does need an estimate on the order of the exponential polynomial
$F_c - b d$ in order to then be able to conclude that it vanishes identically. POURCHET,
as I do, glides over the fact that strictly speaking one needs a factorisation
theory in the ring of exponential polynomials in order to deduce that $F$ divides
d; if required this theory is provided by RITT [9]. See also remarks in my survey
with TIJDEMAN [12]. It seems that my choice of a very large degree for $F$ saves
me from requiring some of the detail considered relevant in [8].

6. Further details of the proof of theorem A.

We have assumed that the sequence $(a_h^c)$ has finite size. In fact, suppose that
initially we sensibly specialised the exponential polynomials $c$ and $b$. Then by
the hypothesis of theorem A the $a_h^c$ are $S$-integers of the algebraic number field
$K$. Hence

$$d \log \omega_h = \sum_v \max_{0 \leq k \leq h} (\log |c_k|^v - \log |b_k|^v),$$

\[\leq d \log \omega_h c + \sum_{v \in S} \max_{0 \leq k \leq h} |\log |b_k|^v|,
\]

and the latter sum is bounded by $d|S|\log \omega_h$, where $|S|$ is the number of va-
luations in $S$. Thus because $|S|$ is finite it follows that every sensible spe-
cialisation of the sequence $(a_h^c)$ has finite size.

We can only have proved that every sensible specialisation of $\sum a_h\chi^h$ is a ra-
tional function. Suppose that, in fact, $a$ is an exponential polynomial. Thus we
have $c(h) = a(h) b(h)$ in the ring of generalised power sums. Then after multi-
plying by some appropriate $\chi^h = \omega^h \rho^h$ we can suppose the characteristic roots of
each of the sums to have so normalised as to validate the following result of RITT
[9]: there is a positive integer $u$ so that each $\rho^u_j$ is a monomial

$$\nu_1^{u(1i)}, \ldots, \nu_u^{u(mi)}$$
in the roots $\gamma_j$ of $c$, with the $u^j$ integers satisfying $0 \leq u^j \leq u$. The
same holds for the roots $\omega^v$ of the divisor $a$.

Since $b$ is given we are given $u$ and thus we have an a priori bound on the
number of roots of the putative divisor $a$; it is then easy to obtain such a bound
$N$, say, on the order of $a$. Thus $\sum a_h\chi^h$ is rational if, and only if, its
Kronecker determinants $K_N$ vanish for $h \geq N$. But we may control our specia-
lisation so that a specialisation of $K_N$ vanishes if, and only if, $K_N = 0$. 
Thus if every sensible specialisation of \( \sum a_h x^h \) is rational then indeed the original Hadamard quotient is rational.

It remains to deal with the possibility that some \( b_h \) vanish by the theorem of LEHNT-HAHLER, for references see [6], the set of \( h \) for which \( b_h = 0 \) consists of finitely many isolated points and finitely many complete arithmetic progressions \((hd + r)\) some \( d > 0 \) and certain \( r \), \( 0 < r < d \). If must needs be replace \( (b_h) \) by the sequences \( (b_{hd + r}) \) disregarding those that vanish identically. Change notation so that each surviving sequence is called \( (b_h) \). Now \( b_h = 0 \) for at most finitely many \( h \) so after a translation we lose no generality in supposing \( b_h \neq 0 \) for \( h \geq 0 \). Eventually any missing \( a_h \) are given by evaluating the discovered exponential polynomial \( a(h) \) at \( h \) in \( \mathbb{Z} \). As for the missing arithmetic progressions, those \( a_{hd + r} \) may be selected arbitrarily provided only that each \( \sum a_{hd + r} x^h \) be rational, \( 0 < r < d \).

7. Some remarks on theorem B.

The alleged result asserts that given exponential polynomials \( b, c \) and a sequence \((a'_h)\) so that the \( a'_h \) might possibly be the values of an exponential polynomial \( a' \) evaluated at \( h \), then there is indeed an exponential polynomial \( a \) so that identically \( b \circ a = c \). Given this viewpoint it seems reasonable to make simple transformations and translations in order to be able to study \( p \)-adic exponential polynomials \( b \) and \( c \), thus a sensible \( p \)-adification, in the expectation of being able to demonstrate that the \( p \)-adic power series \( a = b^{-1} \circ c \) converge beyond the unit disc. When \( b \) is given as a nondegenerate exponential polynomial growth considerations [14] imply that \( a \) is piecewise linear. In effect, the only other case is \( b \) a polynomial.

Though theorem B is known in some special cases, my earlier attempts to provide a detailed proof led me into sinful error. Accordingly, I mention the result here only because it was the belief that I could deal with it that led me to believe that I could handle theorem A. The reader may properly treat theorem B as a conjecture. I claim only that I kind of think that I sort of know how to perhaps attack the question with possible success; I could easily be wrong.
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