The distribution of powers of integers in algebraic number fields

par Werner Georg Nowak et Johannes Schossierengeier

Abstract. For an arbitrary (not totally real) number field $K$ of degree $\geq 3$, we ask how many perfect powers $\gamma^p$ of algebraic integers $\gamma$ in $K$ exist, such that $\mu(\tau(\gamma^p)) \leq X$ for each embedding $\tau$ of $K$ into the complex field. ($X$ a large real parameter, $p \geq 2$ a fixed integer, and $\mu(z) = \max(|\Re(z)|, |\Im(z)|)$ for any complex $z$.) This quantity is evaluated asymptotically in the form $c_{p,K}X^{n/p} + R_{p,K}(X)$, with sharp estimates for the remainder $R_{p,K}(X)$. The argument uses techniques from lattice point theory along with W. Schmidt’s multivariate extension of K.F. Roth’s result on the approximation of algebraic numbers by rationals.

1. Introduction and statement of results

In the context of computer calculations on Catalan’s problem in $\mathbb{Z}[i]$, Opfer and Ripken [18] raised questions about the distribution of $p$-th powers of Gaussian integers ($p \geq 2$, $p \in \mathbb{Z}$ fixed). In particular, they asked for their number $M_p(X)$ in a square $\{z \in \mathbb{C} : \mu(z) \leq X \}$, where

$$\mu(z) := \max\{|\Re(z)|, |\Im(z)|\},$$

(1.1)
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X a large real parameter. While Opfer and Ripken gave only the crude bound \( \mathcal{M}_p(X) \ll X^{2/p} \), H. Müller and the first named author [14] undertook a thorough analysis of the problem. They reduced it to the task to evaluate the number \( A_p(X) \) of lattice points (of the standard lattice \( \mathbb{Z}^2 \)) in the linearly dilated copy \( X^{1/p} \mathcal{D}_p \) of the planar domain

\[
\mathcal{D}_p := \{ (\xi, \eta) \in \mathbb{R}^2 : \mu((\xi + \eta)^p) \leq 1 \}. \tag{1.2}
\]

In fact,

\[
\mathcal{M}_p(X) = \frac{1}{\gcd(4, p)} \left( A_p(X^{1/p}) - 1 \right) + 1 = \frac{\text{area}(\mathcal{D}_p)}{\gcd(4, p)} X^{2/p} + \mathcal{R}_p(X), \tag{1.3}
\]

where \( \mathcal{R}_p(X) \) is a certain error term. The area of \( \mathcal{D}_p \) is readily computed (supported, e.g., by Mathematica [22]) as

\[
\text{area}(\mathcal{D}_p) = 4 \int_0^{\pi/4} (\cos(w))^{-2/p} dw = \frac{4p\sqrt{\pi} \Gamma\left(\frac{3}{2} - \frac{1}{p}\right)}{(p-2)\Gamma(1 - \frac{1}{p})} - \frac{2^{2+1/p} p}{p-2} 2F_1\left(\frac{1}{2}, 1; \frac{3}{2} - \frac{1}{p}; -1\right)
\]

for \( p > 2 \), resp., \( \text{area}(\mathcal{D}_2) = 4 \log(1 + \sqrt{2}) = 3.52549 \ldots \). Here 2F1 denotes the hypergeometric function

\[
2F_1(a_1, a_2; b; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k (a_2)_k}{(b)_k} \frac{z^k}{k!}, \quad (a)_k = \prod_{1 \leq j \leq k} (a - 1 + j).
\]

\[\text{FIG. 1 : The domain } \mathcal{D}_2 \quad \text{FIG. 2 : The domain } \mathcal{D}_3 \]
Using deep tools from the theory of lattice points, in particular those due to Huxley [3], [4], it was proved in [14] that

\[
R_p(X) \ll X^{1+\frac{49}{73}} (\log X)^{315/146},
\]

and

\[
\limsup_{X \to \infty} \left( \frac{R_p(X)}{X^{1/(2p)} (\log X)^{1/4}} \right) > 0.
\]

Furthermore,

\[
R_p(X) \ll X^{1/(2p)} \quad \text{in mean – square},
\]

as was discussed in detail in [17].


In this paper we consider the – apparently natural – analogue of the problem in an algebraic number field \( K \), not totally real, of degree \([K : \mathbb{Q}] = n \geq 3\). (The case of an arbitrary imaginary quadratic field \( K \) can be dealt with in the same way as that of the Gaussian field, as far as the \( O \)-estimate (1.4) is concerned.) Again for a fixed exponent \( p \geq 2 \) and large real \( X \), let \( \mathcal{M}_{p,K}(X) \) denote the number of \( z \in K \) with the following properties:

(i) There exists some algebraic integer \( \gamma \in K \) with \( \gamma^p = z \),

(ii) For each embedding \( \tau \) of \( K \) into \( \mathbb{C} \),

\[
\mu(\tau(z)) \leq X.
\]

Our objective will be to establish an asymptotic formula for \( \mathcal{M}_{p,K}(X) \).

**Theorem.** For any fixed exponent \( p \geq 2 \), and any not totally real number field \( K \) of degree \([K : \mathbb{Q}] = n \geq 3\),

\[
\mathcal{M}_{p,K}(X) = \frac{2^{r+s}(\text{area}(D_p))^s}{\gcd(p,w_K)\sqrt{\text{disc}(K)}} X^{n/p} + R_{p,K}(X),
\]

where \( w_K \) is the number of roots of unity in \( K \), \( r \) the number of real embeddings \( K \to \mathbb{R} \), \( s = \frac{1}{2}(n-r) \), and \( \text{disc}(K) \) the discriminant of \( K \). The error term \( R_{p,K}(X) \) can be estimated as follows:

If \( K \) is "totally complex", i.e., \( r = 0 \),

\[
R_{p,K}(X) \ll \begin{cases} 
X^{\frac{1}{p}(n-1-\frac{1}{n-2})+\epsilon} & \text{for } n \leq 6, \\
X^{\frac{1}{p}(n-\frac{3}{2})} & \text{for } n > 6.
\end{cases}
\]

If \( r \geq 1 \),

\[
R_{p,K}(X) \ll X^{\frac{1}{p}(n-1-\frac{1}{n-2})+\epsilon},
\]

---

\(^1\) For an enlightening presentation of the whole topic the reader is recommended to the monographs of Krätzel [5] and [6].
where throughout $\epsilon > 0$ is arbitrary but fixed. The constants implied in the $\ll$-symbol may depend on $p, K$ and $\epsilon$.

**Remarks.** Our method of proof uses techniques from the theory of lattice points in domains with boundaries of nonzero curvature, along with tools from Diophantine approximation. It works best for $n = 3$ and for $n = 4$, $K$ totally complex. The bounds achieved in these two cases read $X^{\frac{1}{3}+\epsilon}$, resp., $X^{\frac{2}{3}+\epsilon}$. The first one significantly improves upon the estimate $O\left(X^{\frac{1}{10}+\epsilon}\right)$ which had been established in [12]. The result for $r = 0, n > 6$ is somewhat crude (and, by the way, independent of our Diophantine approximation techniques). Using a more geometric argument and plugging in Huxley’s method, this most likely can be refined to $X^{\frac{1}{p}(n-\frac{100}{33})+\epsilon}$.

2. Auxiliary results and other preliminaries

First of all, we reduce our task to a lattice point problem. To this end, we have to take care of multiple solutions of the equation $\gamma^p = z$. Since, as is well-known (cf., e.g., Narkiewicz [16], p. 100), the set of all roots of unity in an algebraic number field $K$ forms a cyclic group (of order $w_K$, say), it is simple to see that $K$ contains just $\gcd(p, w_K)$ $p$-th roots of unity, for any fixed $p \geq 2$. Therefore, if we define $A_{p,K}(X)$ as the number of algebraic integers in $\gamma \in K$ with the property that $\mu(\tau(\gamma^p)) \leq X$ for each embedding $\tau : K \to \mathbb{C}$, it readily follows that

$$M_{p,K}(X) = \frac{1}{\gcd(p, w_K)} (A_{p,K}(X) - 1) + 1. \quad (2.1)$$

Let $\sigma_1, \ldots, \sigma_r$ be the real embeddings and $\sigma_{r+1}, \sigma_{r+2}, \ldots, \sigma_{r+s}, \sigma_{r+s}$ the complex embeddings of $K$ into $\mathbb{C}$. Further, let $\Gamma = (\alpha_1, \ldots, \alpha_n)$ be a fixed (ordered) integral basis of $K$. For $u = (u_1, \ldots, u_n) \in \mathbb{R}^n$, we define linear forms

$$\Lambda_j(u) = \sum_{k=1}^n \sigma_j(\alpha_k) u_k, \quad j = 1, \ldots, r + s,$$

and

$$\Phi_j(u) = \Re \Lambda_j(u), \quad \Psi_j(u) = \Im \Lambda_j(u), \quad j = r + 1, \ldots, r + s.$$

Obviously, $A_{p,K}(X)$ is the number of lattice points (of the standard lattice $\mathbb{Z}^n$) in the linearly dilated copy $X^{1/p}B_p$ of the body

$$B_p = \{ u \in \mathbb{R}^n : \mu(\Lambda_j(u)^p) \leq 1, \ j = 1, \ldots, r + s \}$$

$$= \left\{ u \in \mathbb{R}^n : |\Lambda_j(u)| \leq 1, \ (\Phi_j(u), \Psi_j(u)) \in D_p, \quad 1 \leq j \leq r + 1 \leq j \leq r + s \right\}.$$

\[\text{Cf. again the books of Krätzel [5], [6].}\]
In our argument, we shall need the linear transformations
\[ u \mapsto v = (\Lambda_1(u), \ldots, \Lambda_r(u), \Phi_{r+1}(u), \Psi_{r+1}(u), \ldots, \Phi_{r+s}(u), \Psi_{r+s}(u)) \]
\[ =: M u \] (2.2)
and
\[ u \mapsto v = (\Lambda_1(u), \ldots, \Lambda_r(u), \Lambda_{r+1}(u), \Lambda_{r+1}(u), \ldots, \Lambda_{r+s}(u), \Lambda_{r+s}(u)) \]
\[ =: C u . \] (2.3)

Let \( P = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ -i & i \end{pmatrix} \), and define an \((n \times n)\)-matrix \( P_{r,s} \) as follows: Along the main diagonal, there are first \( r \) 1's, then \( s \) blocks \( P \), and all other entries are 0. Then it is simple to see that
\[ M = P_{r,s} C \]
where \( M, C \), are defined by (2.2), (2.3), respectively. Since \(|\det P| = \frac{1}{2}\), it is clear that
\[ |\det M| = 2^{-s} |\det C| = 2^{-s} \sqrt{\text{disc}(K)}. \] (2.4)

For any matrix \( A \in \text{GL}_n(\mathbb{C}) \), we shall write \( A^* = {}^tA^{-1} \) for the contragradient matrix. Of course,
\[ M^* = P_{r,s}^* C^* , \] (2.5)
where \( P_{r,s}^* \) is quite similar to \( P_{r,s} \), only with \( P \) replaced by \( P^* = \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \).

From this it is easy to verify that the first \( r \) rows of \( C^* \) are real and that its \((r + 2k)\)-th row is the complex conjugate of the \((r + 2k - 1)\)-th row, \( k = 1, \ldots, s \). Moreover, if we define linear forms \( L_j(w), j = 1, \ldots, r + s \), and \( F_{r+k}(w), G_{r+k}(w), k = 1, \ldots, s \), \( w \in \mathbb{R}^n \), by
\[ \begin{align*}
L_1(w), \ldots, L_r(w), F_{r+1}(w), G_{r+1}(w), \ldots, F_{r+s}(w), G_{r+s}(w) & := M^* w , \\
L_1(w), \ldots, L_r(w), L_{r+1}(w), \bar{L}_{r+1}(w), \ldots, L_{r+s}(w), \bar{L}_{r+s}(w) & := C^* w ,
\end{align*} \]

it readily follows from (2.5) that \( L_1, \ldots, L_r \) are real and, for \( j = r + 1, \ldots, r + s \),
\[ F_j(w) = 2 \text{Re} L_j(w), \quad G_j(w) = 2 \text{Im} L_j(w) . \] (2.7)

Moreover, since the linear transformation \( w \mapsto C^* w \) is non-singular, \( \|C^* w\|_2 \) attains a positive minimum on \( \|w\|_2 = 1 \). By homogeneity, for all \( w \in \mathbb{R}^n \setminus \{(0, \ldots, 0)\}, \)
\[ \left( \sum_{j=1}^{r+s} |L_j(w)|^2 \right)^{1/2} \gg \|C^* w\|_2 \gg \|w\|_2 . \] (2.8)

\[^3\text{Vectors are always meant as column vectors although we write them – for convenience of print – as n-tuples in one line.}\]
A salient point in our argument will be to estimate from below absolute values of the linear forms \( L_j(m) \), \( m \in \mathbb{Z}^n \). For this purpose, we need first some information about the linear independence (over the rationals) of their coefficients.

**Lemma 1.** For nonnegative integers \( p, n \), denote by

\[
\delta_p^{(n)} := \sum_{H \subseteq \{1, \ldots, n\}} \prod_{i \in H} X_i
\]

the symmetric basic polynomial of index \( p \) in the \( n \) indeterminates \( X_1, \ldots, X_n \) (in particular, \( \delta_0^{(n)} = 1 \) and \( \delta_p^{(n)} = 0 \) for \( p > n \)). Let \( K = \mathbb{Q}(\alpha) \) be an algebraic number field of degree \( [K : \mathbb{Q}] = n \), and \( \sigma_j, j = 1, \ldots, n \), its embeddings into \( \mathbb{C} \). Then the set \( \{\delta_i^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) : 0 \leq i < n\} \) is linearly independent over \( \mathbb{Q} \).

**Proof.** Choose \( x_0, \ldots, x_{n-1} \in \mathbb{Q} \) so that

\[
(*) \quad \sum_{i=0}^{n-1} x_i \delta_i^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) = 0.
\]

We construct a finite sequence \((p_k)_{k=0}^{n}\) of polynomials \( p_k \in \mathbb{Q}[X] \), by the recursion

\[
p_0 = 0, \quad p_k = \sum_{i=0}^{n-k} x_i \delta_{i+k}^{(n)}(\sigma_1(\alpha), \ldots, \sigma_n(\alpha)) - Xp_{k-1} \quad \text{for } k \geq 1.
\]

The sum on the right hand side is always a rational number, and obviously the degree of \( p_k \) is \( < k \) throughout. We shall show that for \( 0 \leq k \leq n \),

\[
(**) \quad \sum_{i=0}^{n-k-1} x_i \delta_{i+k}^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) = p_k(\sigma_1(\alpha)).
\]

We use induction on \( k \). For \( k = 0 \) we simply appeal to \((*)\). Supposing that

\[
\sum_{i=0}^{n-k} x_i \delta_{i+k}^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) = p_{k-1}(\sigma_1(\alpha))
\]

has already been established, we multiply this identity by \( \sigma_1(\alpha) \) and use

\[
\delta_{j+1}^{(n)}(X_1, \ldots, X_n) - \delta_j^{(n-1)}(X_2, \ldots, X_n) = X_1 \delta_j^{(n-1)}(X_2, \ldots, X_n)
\]

to obtain

\[
\sigma_1(\alpha)p_{k-1}(\sigma_1(\alpha)) = \sum_{i=0}^{n-k} x_i (\delta_{i+k}^{(n)}(\sigma_1(\alpha), \ldots, \sigma_n(\alpha)) - \delta_{i+k}^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha))).
\]
or, in other terms,

$$\sum_{i=0}^{n-k-1} x_i s_{i+k}^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) =$$

$$\sum_{i=0}^{n-k} x_i s_{i+k}^{(n)}(\sigma_1(\alpha), \ldots, \sigma_n(\alpha)) - \sigma_1(\alpha)p_{k-1}(\sigma_1(\alpha)),$$

which, by our recursion formula, yields just (**) Putting $k = n$ in (**) gives $p_n(\sigma_1(\alpha)) = 0$. As $\sigma_1(\alpha)$ has degree $n$ over $\mathbb{Q}$, it follows that $p_n = 0$. By our recursive construction, all $p_j$ vanish identically, $j = 0, \ldots, n$. Let $I$ be the minimal index such that $x_I \neq 0$ in (*). Applying (**) with $k = n - I - 1$, we infer that $x_I s_{n-1}^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) = x_I \sigma_2(\alpha) \cdots \sigma_n(\alpha) = 0$, thus $x_I = 0$, hence the assertion of Lemma 1. \(\square\)

**Lemma 2.** Let $\Gamma = (\alpha_1, \ldots, \alpha_n)$ be a basis of the number field $K$ as a vector space over $\mathbb{Q}$. Let the matrix $A$ be defined as $A = (a_{ij})_{1 \leq i, j \leq n} = (\sigma_j(\alpha_k))_{1 \leq j, k \leq n}$, $\sigma_j$ the embeddings of $K$ into $\mathbb{C}$. Then for each row of $A^*$, the $n$ elements are linearly independent over $\mathbb{Q}$.

**Proof.** W.l.o.g. we may choose notation so that the assertion will be established for the first row of $A^*$. We start with the special case that the basis has the special form $\Gamma_0 = (1, \alpha, \alpha^2, \ldots, \alpha^{n-1})$. Then $A_0 = ((\sigma_j(\alpha))_{1 \leq j, k \leq n})$ is a Vandermonde matrix, and a little reflection shows that the first row of $A_0^*$ (which is the first column of $A_0^{-1}$) is proportional to the vector

$$\left( -1^k s_{n-k}^{(n-1)}(\sigma_2(\alpha), \ldots, \sigma_n(\alpha)) \right)_{1 \leq k \leq n}.$$  

By Lemma 1, this is actually linearly independent over $\mathbb{Q}$. If $\Gamma$ is arbitrary, and $K = \mathbb{Q}(\alpha)$, there exists a nonsingular $(n \times n)$-matrix $R = (r_{j,k})_{1 \leq j, k \leq n}$, with rational entries, so that $A = A_0R$, hence also $A^* = A_0^*R^*$. Let us write $A^* = (a^*_{j,k})_{1 \leq j, k \leq n}$, $A_0^* = (\beta^*_{j,k})_{1 \leq j, k \leq n}$, $R^* = (r^*_{j,k})_{1 \leq j, k \leq n}$. Assume that $x_1, \ldots, x_n$ are rational numbers with

$$\sum_{k=1}^{n} x_k a^*_{1,k} = 0.$$  

Then

$$0 = \sum_{k=1}^{n} x_k \left( \sum_{j=1}^{n} \beta^*_{1,j} r^*_{j,k} \right) = \sum_{j=1}^{n} \beta^*_{1,j} \left( \sum_{k=1}^{n} x_k r^*_{j,k} \right).$$

\[\text{In fact, it is plain to see that, for } j \geq 2, \text{ the } j\text{-th row of } A_0 \text{ is orthogonal to this vector.}\]
Since we have already shown the linear independence of \((\beta_{1,1}, \ldots, \beta_{1,n})\), each of the last inner sums must vanish. As \(\det(R^*) \neq 0\), this implies that \(x_1 = \cdots = x_n = 0\).

**Lemma 3.** Let \(L(m) = c_1m_1 + \cdots + c_nm_n\) be a linear form whose coefficients are algebraic numbers and linearly independent over \(\mathbb{Q}\). Let further \(\gamma \geq 1\), \(\epsilon > 0\) and \(c > 0\) be fixed, and let \(Y\) and \(M\) be large real parameters.

(i) If \(L\) is a real form, it follows that

\[
\sum_{0 < \|m\|_\infty \leq M} \min \left( Y^\gamma, \frac{1}{|L(m)|^{-\gamma}} \right) \ll Y^{-1}M^{n-1+\epsilon}.
\]

(ii) If \(L\) is not proportional to a real form, then

\[
\sum_{0 < \|m\|_\infty \leq M, \quad |L(m)| > c} \min \left( Y^\gamma, \frac{1}{|L(m)|^{-\gamma}} \right) \ll Y^{-1}M^{n-2+\epsilon}.
\]

(iii) Furthermore, in that latter case,

\[
\sum_{0 < \|m\|_\infty \leq M, \quad |L(m)| > c} |L(m)|^{-\gamma} \ll M^{n-\min(\gamma,2)+\epsilon}.
\]

**Proof.** (i) We split up the sum in question as

\[
Y^\gamma \sum_{0 < \|m\|_\infty \leq M, \quad |L(m)| \leq 1/Y} 1 + \sum_{0 < \|m\|_\infty \leq M, \quad |L(m)| > 1/Y} |L(m)|^{-\gamma} =: S_1 + S_2.
\]

By a celebrated result of W. Schmidt [20] and [21], p. 152, \(|L(m)| \gg M^{-(n-1)-\epsilon}\), under the conditions stated. For \(m, m' \in \mathbb{Z}^n, m \neq \pm m', \|m\|_\infty, \|m'\|_\infty \leq M\), it thus follows that

\[
||L(m)| - |L(m')|| = \min_{\pm} |L(m \pm m')| \geq c' M^{-(n-1)-\epsilon} =: z
\]

for short. (Here we mimick an idea which may be found, e.g., in the book of Kuipers and Niederreiter [13], p. 123.) Hence the real numbers \(|L(m)|\), with \(m \in \mathbb{Z}^n, 0 < \|m\|_\infty \leq M\), have distances \(\geq z\) from each other (apart from the fact that \(|L(m)| = |L(-m)|\), which does not affect the \(\ll\)-estimates which follow) and also from \(0 = |L(0, \ldots, 0)|\). Therefore,

\[
\#\{m \in \mathbb{Z}^n : 0 < \|m\|_\infty \leq M, |L(m)| \leq \frac{1}{Y}\} \ll (Yz)^{-1},
\]

thus

\[
S_1 \ll Y^\gamma (Yz)^{-1} \ll Y^{-1}M^{n-1+\epsilon}.
\]
Furthermore,

\[
S_2 \leq \sum_{1 \leq k < M^c} \left( \frac{1}{Y} + k\epsilon \right)^{-\gamma} \ll z^{-\gamma} \sum_{1 \leq \ell < M^c, \ell \approx |Yz|^{-1}} \ell^{-\gamma} \\
\ll z^{-1} M^c Y^{-1} \ll Y^{-1} M^{n-1+\epsilon},
\]

which gives just the assertion (i). Slightly more general (and useful for what follows), we readily derive the following conclusion: If \( q \) is a fixed rational number, \( \langle w \rangle \) denotes the distance of the real \( w \) from the nearest integer, and \( c'_1, \ldots, c'_{n-1} \) are real algebraic numbers such that \( 1, c'_1, \ldots, c'_{n-1} \) are linearly independent over \( \mathbb{Q} \), then (with \( Y, M \) as before),

\[
\sum_{0 < |m_j| \leq M} \min \left( Y^{-\gamma}, \langle q + c'_1 m_1 + \cdots + c'_{n-1} m_{n-1} \rangle^{-\gamma} \right) \ll Y^{-1} M^{n-1+\epsilon}.
\]  

(2.9)

(ii) Dealing with the complex case, we put \( \nu = n - 2 \), and may assume w.l.o.g. that \( c_{\nu+2} = 1 \) and \( c_{\nu+1} \notin \mathbb{R} \). For \( j = 1, \ldots, \nu + 1 \), we set \( a_j = \text{Re} c_j \), \( b_j = \text{Im} c_j \), and \( \mathbf{a} = (a_1, \ldots, a_{\nu}) \), \( \mathbf{b} = (b_1, \ldots, b_{\nu}) \), \( \mathbf{m} = (m_1, \ldots, m_{\nu}) \). We notice that

\[
|L(m)|^2 = (\mathbf{a} \cdot \mathbf{m} + a_{\nu+1} m_{\nu+1} + m_{\nu+2})^2 + (\mathbf{b} \cdot \mathbf{m} + b_{\nu+1} m_{\nu+1})^2. 
\]  

(2.10)

For \( m \in \mathbb{Z}^\nu \), we thus choose \( m_{\nu+1}(m) \) the nearest integer to \( -\mathbf{b} \cdot \mathbf{m}/b_{\nu+1} \), then \( m_{\nu+2}(m) \) the nearest integer to \( -m_{\nu+1}(m) a_{\nu+1} - \mathbf{a} \cdot \mathbf{m} \). (To be quite precise, the nearest integer to \( x \in \mathbb{R} \) is meant to be \( \lfloor x + \frac{1}{2} \rfloor \). Throughout, \( \cdot \) denotes the standard inner product.) Accordingly, we define

\[
S_L := \{(m_1, \ldots, m_{\nu}, m_{\nu+1}(m), m_{\nu+2}(m)) : m = (m_1, \ldots, m_{\nu}) \in \mathbb{Z}^\nu \}.
\]

The sum to be estimated is therefore

\[
\sum_{0 < |m| \infty \leq M, \frac{1}{|L(m)|^\gamma}} \min \left( Y^{-\gamma}, |L(m)|^{-\gamma} \right) \ll \sum_{0 < |m| \infty \leq M, m \in S_L} \min \left( Y^{-\gamma}, |L(m)|^{-\gamma} \right). 
\]  

(2.11)

Now consider the group \( G := \{m \in \mathbb{Z}^\nu : \mathbf{b} \cdot m/b_{\nu+1} \in \mathbb{Z} \} \), and let \( R \) denote its rank, \( 0 \leq R \leq \nu \). According to Bourbaki [2], chap. VII, § 4, No. 3, p. 18, Theorem 1, there exist a basis \( (\mathbf{e}_1, \ldots, \mathbf{e}_\nu) \) of \( \mathbb{Z}^\nu \) and positive integers \( g_1, \ldots, g_R, g_R \), so that \((g_1 e_1, \ldots, g_R e_R)\) is a basis of \( G \), i.e., \( G = g_1 e_1 \mathbb{Z} + \cdots + g_R e_R \mathbb{Z} \). Furthermore, each \( m \in \mathbb{Z}^\nu \) has a (unique) representation

\[
m = \sum_{j=1}^{R} (h_j + g_j q_j) e_j + \sum_{j=R+1}^{\nu} t_j e_j, 
\]

(2.12)

\[\text{Only for the rest of this proof, vectors have less than } n \text{ components. We symbolize this by writing } \mathbf{m} \text{ instead of } m, \text{ and so on.}\]
where \( \mathbf{h} = (h_1, \ldots, h_R) \in \mathbb{Z}^R, \mathbf{q} = (q_1, \ldots, q_R) \in \mathbb{Z}^R, 0 \leq h_j < g_j \) for \( j = 1, \ldots, R, \) and \( \mathbf{t} = (t_{R+1}, \ldots, t_{\nu}) \in \mathbb{Z}^{\nu-R} \). Obviously, \( \mathbf{m} \in G \) iff all \( h_j \) and \( t_j \) vanish. By Cramer’s rule, \( \|\mathbf{m}\|_\infty \leq M \) implies that also \( \|\mathbf{q}\|_\infty \ll M \) and \( \|\mathbf{t}\|_\infty \ll M \). As a further simple consequence of (2.12), the numbers \( 1, g_{R+1} \cdot b/b_{\nu+1}, \ldots, g_{\nu} \cdot b/b_{\nu+1} \) are linearly independent over \( \mathbb{Q} \). Since

\[
\sum_{j=1}^R h_j e_j \cdot b/b_{\nu+1} \text{ is rational, we infer from (2.9) (with } n - 1 \text{ replaced by } \nu - R, \text{ the } t_j \text{ taking over the rôle of the } m_j \text{ in (2.9)}, \text{ (2.10) (and } |\operatorname{Im} z| \leq |z|) \text{ that the portion of the right hand side of (2.11) which corresponds to } \mathbf{m} \notin G \text{ is}
\]

\[
\ll \sum_{\|\mathbf{m}\|_\infty \leq M, \mathbf{m} \notin G} \min \left( Y^\gamma, |L(m_1, \ldots, m_\nu, m_{\nu+1}(\mathbf{m}), m_{\nu+2}(\mathbf{m}))|^{-\gamma} \right)
\]

\[
\ll \sum_{\|\mathbf{m}\|_\infty \leq M, \mathbf{m} \notin G} \min \left( Y^\gamma, \langle \mathbf{b} \cdot \mathbf{m} / b_{\nu+1} \rangle^{-\gamma} \right)
\]

\[
\ll \sum_{\mathbf{b} \in \mathbb{Z}^R, \|\mathbf{b}\|_\infty \leq M} \sum_{0 \leq h_j < g_j} \min \left( Y^\gamma, \langle \sum_{j=1}^R h_j e_j \cdot b / b_{\nu+1} + \sum_{j=R+1}^\nu t_j e_j \cdot b / b_{\nu+1} \rangle^{-\gamma} \right)
\]

\[
\ll Y^{\gamma - 1} M^{\nu + \epsilon}, \quad (2.13)
\]

since \( g_1, \ldots, g_R \ll 1 \). It remains to deal with the \( \mathbf{m} \in G \). Here (2.12) simplifies to \( \mathbf{m} = \sum_{j=1}^R g_j q_j e_j \), with \( q \) unique. Hence, in this case,

\[
m_{\nu+1}^*(\mathbf{m}) = -\mathbf{b} \cdot \mathbf{m} / b_{\nu+1} = -\sum_{j=1}^R g_j q_j b e_j / b_{\nu+1}.
\]

Therefore (motivated by a look at (2.10)), we infer that

\[
\langle m_{\nu+1}^*(\mathbf{m}) a_{\nu+1} + \mathbf{a} \cdot \mathbf{m} \rangle = \left( \sum_{j=1}^R g_j q_j e_j \cdot \left( a - a_{\nu+1} b / b_{\nu+1} \right) \right).
\]

(2.14)

We claim that the numbers \( \eta_0 := 1, \eta_j := e_j \cdot \left( a - a_{\nu+1} b / b_{\nu+1} \right) \) for \( 1 \leq j \leq R \), are linearly independent over \( \mathbb{Q} \). Write \( e_j =: (e_{j,1}, \ldots, e_{j,R}) \) for \( 1 \leq j \leq R \). Suppose that \( k_0 \eta_0 + \cdots + k_R \eta_R = 0 \) for certain integers \( k_0, \ldots, k_R \). This is just the real part of the equality

\[
k_0 + \sum_{\ell=1}^\nu \left( \sum_{j=1}^R k_j e_{j,\ell} \right) c_\ell - c_{\nu+1} \sum_{j=1}^R k_j b e_j / b_{\nu+1} = 0,
\]
whose imaginary part is trivial. The last sum is again a rational number. Since $1, c_1, \ldots, c_{\nu}, c_\nu+1$ are linearly independent over $\mathbb{Q}$, it follows that
\[
\sum_{j=1}^{R} k_j e_{j,\ell} e \equiv 0 \quad \text{for } \ell = 1, \ldots, \nu, \text{ hence } k_1 = \cdots = k_R = 0, \text{ and also } k_0 = 0.
\]
Therefore, by (2.9) (with $R$ instead of $n - 1$), (2.10), and the fact that $|\text{Re} z| \leq |z|$, the relevant part of the right hand side sum in (2.11) is
\[
\ll \sum_{0 < \|\mathbf{m}\|_\infty \leq M} \min \left( Y^\gamma, |L(m_1, \ldots, m_\nu, m_\nu+1(m), m_\nu+2(m))|^{-\gamma} \right)
\]
\[
\ll \sum_{0 < \|\mathbf{m}\|_\infty \leq M} \min \left( Y^\gamma, (m_\nu+1(m) a_{\nu+1} + a \cdot m)^{-\gamma} \right)
\]
\[
= \sum_{0 < \|\mathbf{g}\|_\infty \leq M} \min \left( Y^\gamma, \left( \sum_{j=1}^{R} g_j q_j a_j \cdot \left( a - \frac{a_{\nu+1}}{b_{\nu+1}} b \right) \right)^{-\gamma} \right)
\]
\[
\ll Y^{\gamma - 1} M^{R+\varepsilon}.
\]
Combining the bounds (2.13) and (2.15), we complete the proof of clause (ii).
(iii) For a further parameter $1 \ll M_1 \ll M$, consider the body
\[
W(M, M_1) = \{ \mathbf{w} \in \mathbb{R}^n : \|\mathbf{w}\|_\infty \leq M, \frac{1}{2} M_1 \leq |L(\mathbf{w})| \leq M_1 \}.
\]
It is easy to see\(^6\) that $\text{vol}(W(M, M_1)) \ll M_1^2 M^{n-2}$, hence also
\[
\#(\mathbb{Z}^n \cap W(M, M_1)) \ll M_1^2 M^{n-2}.
\]
Therefore,
\[
\sum_{\mathbf{m} \in W(M, M_1)} |L(\mathbf{m})|^{-\gamma} \ll M_1^{-\gamma} \#(\mathbb{Z}^n \cap W(M, M_1)) \ll M_1^{2-\gamma} M^{n-2}.
\]
Finally, we let $M_1$ range over a dyadic sequence, $1 \ll M_1 \ll M$, and sum up to complete the proof of Lemma 3.

\[\square\]

**Lemma 4.** There exist positive constants $C_1, C_2$, depending only on $p$ and on the integral basis $\Gamma$ of the number field $K$, so that for $0 < \omega \leq C_1$ the following holds true: For arbitrary points $\mathbf{u}, \mathbf{v} \in \mathbb{R}^n$ such that $\mathbf{u} \in B_p$, $\mathbf{v} \not\in (1 + \omega)B_p$, it follows that $\|\mathbf{u} - \mathbf{v}\|_2 > C_2 \omega$.

**Proof.** By definition of $B_p$, there are two possible cases: Either $|\Lambda_j(\mathbf{v})| > 1 + \omega$ for some $j \in \{1, \ldots, r\}$, then
\[
|\Lambda_j(\mathbf{u})| + \omega \leq 1 + \omega < |\Lambda_j(\mathbf{u}) + \Lambda_j(\mathbf{v} - \mathbf{u})| \leq |\Lambda_j(\mathbf{u})| + |\Lambda_j(\mathbf{v} - \mathbf{u})|,
\]

---
\(^{6}\)E.g., by a change of the coordinate system, using a basis of $\mathbb{R}^n$ which contains $(a_1, \ldots, a_{\nu+1}, 1), (b_1, \ldots, b_{\nu+1}, 0)$, with $L$ as in (2.10).
hence $|\lambda_j(v - u)| \geq \omega$, and by Cauchy's inequality
\[ \omega \leq \left( \sum_{k=1}^{n} \sigma_j(\alpha_k)^2 \right)^{1/2} \|u - v\|_2 \]
as desired. Or, $\mu(\Lambda_j(v)^p) > 1 + \omega$ for some $j \in \{r + 1, \ldots, r + s\}$, i.e., $(\Phi_j(v), \Psi_j(v)) \notin (1 + \omega)D_p$. By Lemma D in [17], therefore the Euclidean distance of $(\Phi_j(u), \Psi_j(u))$ and $(\Phi_j(v), \Psi_j(v))$ is $\geq C\omega$, for appropriate $C > 0$. Therefore,
\[ C\omega \leq \|\Phi_j(u - v), \Psi_j(u - v)\|_2 \leq \left( \sum_{k=1}^{n} \sigma_j(\alpha_k)^2 \right)^{1/2} \|u - v\|_2 . \]

Lemma 5. For the region $D_p$ and arbitrary real numbers $T_1, T_2$, not both 0,
\[ \iint_{D_p} e(T_1x + T_2y) \, d(x,y) \ll (T_1^2 + T_2^2)^{-3/4} , \]
with $e(w) := e^{2\pi i w}$ as usual.

Proof. This is just (a special case of) Lemma 1 in [12].

3. Proof of the Theorem

Like in [12], we employ a method of W. Müller [15], ch. 3, to evaluate the number of lattice points $A_{p,K}(X)$ in the body $X^{1/p}B_p$. For any fixed positive real $N$ there exists a continuous function $\delta_1 : \mathbb{R}^{n} \to [0, \infty]$ with the following properties:

(i) The support of $\delta_1$ is contained in the $n$-dimensional unit ball $\|u\|_2 \leq 1$.

(ii) $\int_{\mathbb{R}^{n}} \delta_1(u) \, du = 1$.

(iii) The Fourier transform satisfies
\[ \hat{\delta}_1(w) := \int_{\mathbb{R}^{n}} \delta_1(u)e(u \cdot w) \, du \ll \min \left(1, \|w\|^{-N}_2 \right) \quad (w \in \mathbb{R}^{n}) , \]
where $u \cdot w$ denotes the standard inner product. For a small parameter $\omega > 0$, we put $\delta_\omega(u) = \omega^{-n}\delta_1(\omega^{-1}u)$. Then the support of $\delta_\omega$ is contained in the ball $\|u\|_2 \leq \omega$, and it follows that
\[ \hat{\delta}_\omega(w) = \hat{\delta}_1(\omega w) \ll \min \left(1, (\omega \|w\|_2)^{-N} \right) , \]

\[ \text{for an explicite construction of such a } \delta_1, \text{ one can start from the normalized indicator function of a smaller ball and apply repeated convolution with itself. See also [12] for further details and references.} \]
Denote by $I_S$ the indicator function of any set $S \subseteq \mathbb{R}^n$. We shall use convolution by $\delta_\omega$ to smoothen indicator functions:

$$
(I_S * \delta_\omega)(\mathbf{v}) = \int_{\mathbb{R}^n} I_S(\mathbf{u}) \delta_\omega(\mathbf{v} - \mathbf{u}) \, d\mathbf{u}, \quad \mathbf{v} \in \mathbb{R}^n.
$$

We put $Y_\pm := X^{1/p} \pm C_2^{-1} \omega$, with $C_2$ as in Lemma 4, and claim:

(a) $I_{Y_- B_p} * \delta_\omega = 0$ on $\mathbb{R}^n \setminus (X^{1/p} B_p)$,

(b) $I_{Y_+ B_p} * \delta_\omega = 1$ on $X^{1/p} B_p$.

To verify (a), let $\mathbf{u} \in Y_- B_p$, $\mathbf{v} \in \mathbb{R}^n \setminus (X^{1/p} B_p)$. Then there exist $\mathbf{u}_* \in B_p$, $\mathbf{v}_* \in \mathbb{R}^n \setminus B_p$, with $\mathbf{u} = Y_- \mathbf{u}_*$, $\mathbf{v} = X^{1/p} \mathbf{v}_*$. By Lemma 4,

$$
\|\mathbf{v} - \mathbf{u}\|_2 = Y_- \|\mathbf{v}_* \left(1 + \frac{\omega}{C_2 Y_-}\right) - \mathbf{u}_*\|_2 > \omega,
$$

hence $I_{Y_- B_p}(\mathbf{u}) \delta_\omega(\mathbf{v} - \mathbf{u}) = 0$ for all $\mathbf{u} \in \mathbb{R}^n$, therefore (a) is true. Similarly, let $\mathbf{u} \in \mathbb{R}^n \setminus (Y_+ B_p)$, $\mathbf{v} \in X^{1/p} B_p$. There exist $\mathbf{u}_* \in \mathbb{R}^n \setminus B_p$, $\mathbf{v}_* \in B_p$, with $\mathbf{u} = Y_+ \mathbf{u}_*$, $\mathbf{v} = X^{1/p} \mathbf{v}_*$. Again by Lemma 4,

$$
\|\mathbf{u} - \mathbf{v}\|_2 = X^{1/p} \|\mathbf{u}_* \left(1 + \frac{\omega}{C_2 X^{1/p}}\right) - \mathbf{v}_*\|_2 > \omega,
$$

thus $I_{\mathbb{R}^n \setminus (Y_+ B_p)}(\mathbf{u}) \delta_\omega(\mathbf{v} - \mathbf{u}) = 0$ for all $\mathbf{u} \in \mathbb{R}^n$, hence $I_{\mathbb{R}^n \setminus (Y_+ B_p)} * \delta_\omega = 0$ on $X^{1/p} B_p$, which is equivalent to (b). Since $0 \leq I_{Y_\pm B_p} * \delta_\omega \leq 1$ throughout, (a) and (b) imply that

$$
I_{Y_- B_p} * \delta_\omega \leq I_{X^{1/p} B_p} \leq I_{Y_+ B_p} * \delta_\omega.
$$

Therefore,

$$
\sum_{k \in \mathbb{Z}^n} (I_{Y_- B_p} * \delta_\omega)(k) \leq A_{p,K}(X) \leq \sum_{k \in \mathbb{Z}^n} (I_{Y_+ B_p} * \delta_\omega)(k).
$$

By Poisson's formula in $\mathbb{R}^n$ (see Bochner [1]), we thus infer that

$$
\sum_{m \in \mathbb{Z}^n} \widehat{I_{Y_- B_p}}(m) \widetilde{\delta_\omega}(m) \leq A_{p,K}(X) \leq \sum_{m \in \mathbb{Z}^n} \widehat{I_{Y_+ B_p}}(m) \widetilde{\delta_\omega}(m).
$$

Since $\widetilde{\delta_\omega}(0, \ldots, 0) = 1$ and

$$
\widehat{I_{Y_\pm B_p}}(0, \ldots, 0) = \text{vol}(B_p) Y_\pm^n = \text{vol}(B_p) X^{n/p} + O\left(X^{(n-1)/p} \omega\right),
$$

we obtain from (3.1) and (3.2)

$$
\left| A_{p,K}(X) - \text{vol}(B_p) X^{n/p} \right| \ll \max_{\pm} \sum_{m \in \mathbb{Z}^n} \left| \widehat{I_{Y_\pm B_p}}(m) \right| \left| \widetilde{\delta_\omega}(m) \right| + X^{(n-1)/p} \omega.
$$
\[ \max_{\mathbf{m} \in \mathbb{Z}_n^*} \sum_{\mathbf{m} \in \mathbb{Z}_n^*} \left| \widehat{I}_{\mathbf{YB}_p} (\mathbf{m}) \right| \min \left( 1, (\omega \| \mathbf{m} \|_2)^{-N} \right) + X^{(n-1)/p} \omega \] (3.3)

with \( \mathbb{Z}_n^* = \mathbb{Z}_n \setminus \{(0, \ldots, 0)\} \). Writing \( Y \) instead of \( Y_\pm \) for short (thus \( Y \asymp X^{1/p} \)), we have to estimate
\[
\widehat{I}_{\mathbf{YB}_p} (\mathbf{m}) = \int e(\mathbf{m} \cdot \mathbf{u}) \, \mathrm{d}\mathbf{u} = Y^n \int e(Y \mathbf{m} \cdot \mathbf{u}) \, \mathrm{d}\mathbf{u} .
\] (3.4)

To this integral we apply the linear transformation \( \mathbf{u} \mapsto \mathbf{v} = \mathbf{M} \mathbf{u} \) defined in (2.2). Thus
\[
\widehat{I}_{\mathbf{YB}_p} (\mathbf{m}) = \frac{Y^n}{|\det \mathbf{M}|} \int_{\mathcal{B}_p^*} e(Y \mathbf{m} \cdot (\mathbf{M}^{-1} \mathbf{v})) \, \mathrm{d}\mathbf{v}
\]
\[
= \frac{Y^n}{|\det \mathbf{M}|} \int_{\mathcal{B}_p^*} e(Y (\mathbf{M}^{-1} \mathbf{m}) \cdot \mathbf{v}) \, \mathrm{d}\mathbf{v} ,
\]
where
\[
\mathcal{B}_p^* := \left\{ \mathbf{v} = (v_1, \ldots, v_n) : \begin{array}{c}
|v_j| \leq 1, \\
(v_{r+2k-1}, v_{r+2k}) \in \mathcal{D}_p, \\
1 \leq j \leq r,
\end{array} \right\}
\]

Using throughout the notation introduced in section 2, in particular (2.6), we can write this as
\[
\widehat{I}_{\mathbf{YB}_p} (\mathbf{m}) = \frac{Y^n}{|\det \mathbf{M}|} \prod_{j=1}^r \int_{-1}^1 e(Y L_j(\mathbf{m}) v_j) \, \mathrm{d}v_j \times
\]
\[
\prod_{k=1}^s \int_{\mathcal{D}_p} e(Y (F_{r+k}(\mathbf{m}) v_{r+2k-1} + G_{r+k}(\mathbf{m}) v_{r+2k})) \, \mathrm{d}(v_{r+2k-1}, v_{r+2k}) .
\] (3.5)

As an immediate by-result, we obtain, by an appeal to (2.4),
\[
\text{vol}(\mathcal{B}_p) = \widehat{I}_{\mathbf{B}_p} (0, \ldots, 0) = \frac{2^r (\text{area}(\mathcal{D}_p))^s}{|\det \mathbf{M}|} = \frac{2^{r+s} (\text{area}(\mathcal{D}_p))^s}{\sqrt{|\text{disc}(K)|}} .
\] (3.6)

By Lemma 5, (3.5) implies (for \( \mathbf{m} \neq (0, \ldots, 0) \))
\[
\widehat{I}_{\mathbf{YB}_p} (\mathbf{m}) \ll Y^{n-r-3s/2} \prod_{j=1}^r \min \left( Y, |L_j(\mathbf{m})|^{-1} \right) \times
\]
\[
\times \prod_{k=1}^s \min \left( Y^{3/2}, (F_{r+k}(\mathbf{m})^2 + G_{r+k}(\mathbf{m})^2)^{-3/4} \right)
\]
\[
\ll Y^{s/2} \prod_{j=1}^r \min \left( Y, |L_j(\mathbf{m})|^{-1} \right) \prod_{j=r+1}^{r+s} \min \left( Y^{3/2}, |L_j(\mathbf{m})|^{-3/2} \right) ,
\] (3.7)
in view of (2.7). Combining this with (3.3), we arrive at
\[
\left| A_{p,K}(X) - \text{vol}(B_p)X^{n/p} \right| \ll X^{(n-1)/p}\omega + X^{s/(2p)} \sum_{m \in \mathbb{Z}_n^+} \min \left( 1, \left( \omega \|m\|_2 \right)^{-N} \right) \times 
\]
\[
\times \prod_{j=1}^{r} \min \left( Y, |L_j(m)|^{-1} \right) \prod_{j=r+1}^{r+s} \min \left( Y^{3/2}, |L_j(m)|^{-3/2} \right) . \quad (3.8)
\]

We divide the range of summation of this sum into subsets
\[ S(M,J) := \{ m \in \mathbb{Z}_n^+ : \frac{1}{2}M < \|m\|_\infty \leq M, \ |L_J(m)| = \max_{1 \leq k \leq r+s} |L_k(m)| \} , \]
where \( J \in \{ 1, \ldots, r+s \} \), and \( M \) is large. By (2.8), always
\[ m \in S(M,J) \Rightarrow |L_J(m)| > M . \quad (3.9) \]

We have to distinguish two cases.

Case 1: \( r = 0 \), i.e., \( K \) is "totally complex". Let w.l.o.g. \( J = 1 \), then we conclude that
\[
\sum_{m \in S(M,1)} \prod_{k=1}^{s} \min \left( Y^{3/2}, |L_k(m)|^{-3/2} \right) \ll 
\]
\[
\ll Y^{\frac{3}{2}(s-2)}M^{-3/2} \sum_{0 < \|m\|_\infty \leq M} \min \left( Y^{3/2}, |L_2(m)|^{-3/2} \right) \]
\[
\ll Y^{\frac{3}{2}(s-2)+\frac{1}{2}M^{2s-7/2+\epsilon'}} + Y^{\frac{3}{2}(s-2)}M^{2s-3+\epsilon'} , \quad (3.10)
\]
by (3.9) and an application of Lemma 3, (ii) and (iii). As a consequence, the corresponding portion of the sum in (3.8) can be estimated by
\[
\sum_{\frac{1}{2}M < \|m\|_\infty \leq M} \min \left( 1, \left( \omega \|m\|_2 \right)^{-N} \right) \prod_{k=1}^{s} \min \left( Y^{3/2}, |L_k(m)|^{-3/2} \right) \ll 
\]
\[
\ll \left( Y^{\frac{3}{2}(s-2)+\frac{1}{2}M^{2s-7/2+\epsilon'}} + Y^{\frac{3}{2}(s-2)}M^{2s-3+\epsilon'} \right) \min \left( 1, (\omega M)^{-N} \right) . \]

We fix \( N \) sufficiently large and let \( M \) run through the powers of 2. It follows that
\[ P_{p,K}(X) := A_{p,K}(X) - \text{vol}(B_p)X^{n/p} \ll 
\]
\[
\ll X^{(n-1)/p}\omega + X^{s/(2p)} \left( Y^{\frac{3}{2}(s-2)+\frac{1}{2}M^{2s-7/2+\epsilon'}} + Y^{\frac{3}{2}(s-2)}M^{-2s+3-\epsilon'} \right) . \]

Recalling that \( Y \ll X^{1/p} \), and balancing the remainder terms, we get \( \omega = X^{-\frac{1}{p-2n-\frac{3}{5}}} \) and thus
\[ P_{p,K}(X) \ll X^{\frac{1}{p}\left( n - \frac{3}{2n-\frac{3}{5}} \right) + \epsilon} . \quad (3.11) \]
For larger $n$, it is favorable to choose a different (actually somewhat cruder) approach. For any $U \in \{1, \ldots, s\}$ and parameters $1 \ll T_1, \ldots, T_U \ll M$, we consider the body

$$ K_U(T_1, \ldots, T_U) := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n : \begin{cases} T_k^2 \leq x_{2k-1}^2 + x_{2k}^2 \leq 4T_k^2 & \text{for } 1 \leq k \leq U, \\ x_{2k-1}^2 + x_{2k}^2 \leq 1 & \text{for } U + 1 \leq k \leq s \end{cases} \right\}.$$ 

It is plain to see that the number of points of the lattice $M^* \mathbb{Z}^n$ (with $M^*$ as in (2.2) through (2.6)) in $K_U(T_1, \ldots, T_U)$ satisfies

$$ \# (M^* \mathbb{Z}^n \cap K_U(T_1, \ldots, T_U)) \ll (T_1 \ldots T_U)^2. $$

Therefore,

$$ \sum_{\frac{1}{2} M \leq \|m\|_\infty \leq M} \left| \widehat{I_Y B_p}(m) \right| \min \left( 1, (\omega \|m\|_2)^{-N} \right) \ll \min \left( 1, (\omega M)^{-N} \right) Y^{s/2} \sum_{m: M^* m \in K_U(T_1, \ldots, T_U)} \prod_{k=1}^s \min \left( Y^{3/2}, \|L_k(m)\|^{-3/2} \right) $$

$$ \ll \min \left( 1, (\omega M)^{-N} \right) Y^{s+3/2(s-U)} \left( T_1 \ldots T_U \right)^{-3/2} \sum_{m: M^* m \in K_U(T_1, \ldots, T_U)} 1 $$

$$ \ll \min \left( 1, (\omega M)^{-N} \right) Y^{n-\frac{3}{2}U} \left( T_1 \ldots T_U \right)^{1/2}. $$

We let the $T_k$ range over dyadic sequences $\ll M$, and sum also over $U = 1, \ldots, s$ to arrive at

$$ \sum_{\frac{1}{2} M \leq \|m\|_\infty \leq M} \left| \widehat{I_Y B_p}(m) \right| \min \left( 1, (\omega \|m\|_2)^{-N} \right) \ll \min \left( 1, (\omega M)^{-N} \right) \max_{1 \leq U \leq s} \left( Y^{n-\frac{3}{2}U} M^{U/2} \right). $$

With $N$ fixed sufficiently large, we let again $M$ range over the powers of 2 to obtain

$$ P_{p,K}(X) \ll X^{(n-1)/p \omega} + \max_{1 \leq U \leq s} \left( X^{\frac{1}{p} \left( n-\frac{3}{2}U \right) \omega^{1-2U}} \right). $$

Taking $\omega = X^{-1/(3p)}$, we thus get

$$ P_{p,K}(X) \ll X^{\frac{1}{p} \left( n-\frac{4}{3} \right)} + \max_{1 \leq U \leq s} \left( X^{\frac{1}{p} \left( n-\frac{4}{3}U \right) \omega^{-U/2}} \right) \ll X^{\frac{1}{p} \left( n-\frac{4}{3} \right)}. \quad (3.12) $$

---

\(^8\)Note that, because of (3.9), this sum would be empty for $U = 0$, if $M$ is sufficiently large.
Case 2: \( r \geq 1 \). Dealing again with the sum in (3.8), we consider first those domains \( S(M, J) \) with \( J \in \{ r + 1, \ldots, r + s \} \), say, \( J = r + s \). Similarly to (3.10),

\[
\sum_{m \in S(M, r+s)} \prod_{j=1}^{r} \min \left( Y, \frac{|L_j(m)|^{-1}}{Y} \right) \prod_{k=r+1}^{r+s} \min \left( Y^{3/2}, \frac{|L_k(m)|^{-3/2}}{Y} \right) \ll Y^{r-1+\frac{s}{2}(s-1)} M^{-3/2} \sum_{0<\|m\|_{\infty} \leq M} \min \left( Y, \frac{|L_1(m)|^{-1}}{Y} \right) \ll Y^{r+\frac{s}{2}+\frac{s}{2}M^{-5/2+\epsilon'}},
\]

by an appeal to (3.9) and Lemma 3, part (i). Secondly, we deal with \( S(M, J) \) where \( J \in \{ 1, \ldots, r \} \), say, \( J = 1 \). The corresponding argument now reads

\[
\sum_{m \in S(M, 1)} \prod_{j=1}^{r} \min \left( Y, \frac{|L_j(m)|^{-1}}{Y} \right) \prod_{k=r+1}^{r+s} \min \left( Y^{3/2}, \frac{|L_k(m)|^{-3/2}}{Y} \right) \ll Y^{r-1+\frac{s}{2}(s-1)} M^{-1} \sum_{0<\|m\|_{\infty} \leq M} \min \left( Y^{3/2}, \frac{|L_{r+1}(m)|^{-3/2}}{Y} \right) \ll Y^{r+\frac{s}{2}s-2M^{-n-3+\epsilon'} + Y^{r+\frac{s}{2}s-\frac{s}{2}M^{-n-5/2+\epsilon'}}},
\]

again in view of (3.9) and Lemma 3, (ii) and (iii). Therefore, the part of the sum in (3.8) which corresponds to \( \frac{1}{2} M < \|m\|_{\infty} \leq M \) is

\[
\ll \left( Y^{r+\frac{s}{2}s-2M^{-n-3+\epsilon'} + Y^{r+\frac{s}{2}s-\frac{s}{2}M^{-n-5/2+\epsilon'}}} \min \left( 1, \frac{(\omega M)^{-N}}{Y} \right) \right).
\]

Again, with fixed \( N \) sufficiently large, we let \( M \) range through the powers of 2, and sum up to infer from (3.8) that

\[
P_{p,K}(X) \ll X^{(n-1)/p} + X^{s/(2p)} \left( Y^{r+\frac{s}{2}s-2\omega^{-n-3+\epsilon'} + Y^{r+\frac{s}{2}s-\frac{s}{2}\omega^{-n+5/2-\epsilon'}}} \right).
\]

Recalling that \( Y \asymp X^{1/p} \), and balancing the remainder terms, we choose \( \omega = X^{-\frac{1}{p}n^{-\frac{1}{n-2}}} \) and thus obtain

\[
P_{p,K}(X) \ll X^{\frac{1}{p}(n-1-\frac{1}{n-2})+\epsilon}.
\]

Combining the estimates (3.11), (3.12), and (3.15), and recalling (3.6) and (2.1), we complete the proof of our Theorem. \( \square \)
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