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(Vol 20, n° 4, 1986, p 571 à 637)

HARTREE-FOCK THEORY IN NUCLEAR PHYSICS (*)

by D. GOGNY O and P. L. LIONS (2)

Abstract — We present the Hartree-Fock approximation method for the many-body problems in
Quantum Mechanics cor r esponding to the interaction of neutrons and protons We study the vanous
farms of Hartree-Fock équations, the questions related to spin-dependence and spin-orbtt forces,
symmetries of the nucleus and symmetry breakings and time-dependent Hartree-Fock équations

AMS (MOS) Subject Classifications 81 H 05, 81 G 05, 35 J 60, 35 P 30, 81 D 20, 35 Q 20.
Key Words Hartree-Fock équations, mimmization problems, many-body problems, Slater déter-
minants, nonlmear Schrodmger équations, concentration-compactness method, spin-orbit
forces, interaction of nucléons, translation invariance

I. INTRODUCTION

This paper is devoted to a gênerai présentation of Hartree-Fock équations
and related questions, and we will be mainly interested in the application of
Hartree-Fock method to Nuclear Physics.

As it is well-known, the Hartree-Fock method was introduced by D. Hartree
[23], V. Fock [17] and J. C. Slater [45] to approximate the ground state (and its
energy) of gênerai JV-body problems in Quantum Physics. And the main
application of this method was, in Atomic Physics, the study of Coulomb
Systems (atoms and molécules) with the purely Coulomb Hamiltonian of
électrons interacting with static nucleii.

In Nuclear Physics, the use of Hartree-Fock methods to compute the ground
state of nucleii is quite recent (see for example the review papers by H. Bethe [7],
J. W. Negele [41], [42], P. Quentin and H. Flocard [44] and the références
therein) ; among other reasons, this delay was due to the lack of understanding
of strong interaction and thus to the difïîculty of deriving realistic Hamiltonians
to describe the interaction of nucléons (neutrons and protons). Let us imme-
diately emphasize several important différences between the N-body Hamdto-
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572 D GOGNY, P L LIONS

mans ansing in Atomic and Nuclear Physics
(i) translation invariance of the center of mass in Nuclear Physics (and no

1 -body terms),
(n) very different 2-body potentials (in Nuclear Physics the potentials have

very short range),
(ni) large numbers of particles (nucléons)
We will come back on these différences and we will mention others such as

the use of phenomenological density-dependent forces
From the mathematical viewpomt, these différences lead to équations

(Hartree-Fock équations, HF in short) of a completely different nature And
we do not know of any référence in the mathematical (or mathematical physics)
literature dealing with HF équations in Nuclear Physics, while there are many
références for HF équations (or at least Hartree équations) in Atomic Physics
(see for example E H Lieb and B Sunon [30], E H Lieb [29], P L Lions [32]
and the références therem)

Our goal here is to present to mathematicians the basics of Hartree-Fock
method (section II below) together with the known mathematical results on
HF équations in the context of Nuclear Physics As we will see, many problems
remain by large open and we present sometimes model, simplified problems
which, hopefully, should preserve the same features than the exact HF sys-
tems of équations

We first descnbe the HF method (section II) which approximates a linear
problem with a single unknown function in large dimensions by a non-linear
one in 3 dimensions with a large number of unknown fonctions (the computa-
tional advantage bemg obvious) If one is mterested m the ground state of a
nucleus, the resulting problem by HF method is roughly speaking a semi-
linear vector valued minimizatwn problem with constraints onR3 which is trans-
lation invariant This is typical of problems which can be analyzed by the so-
called concentratwn-compactness method (cf P L Lions [33], [34]) We explain
in sections III-V the existence results we can obtain, adopting a layered présen-
tation to cover more and more reahstic problems (from the physics viewpomt)
However, we do not consider in these sections the possibüity of spin-dependence
and spin-orbit forces until section VI

In section VII we go back to the original Hamiltonians and we discuss the
vanous approximations mcluding Thomas-Fermi classical approximatioa
Section VIII is devoted to the search of solutions of HF équations with sym-
metnes while section IX is a very small contribution to the understanding of
symmetry breakmgs of the nucleus In section X, we descnbe the external field
method which is an important tooi for the numencal computation of the ground
state
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HARTREE-FOCK EQUATIONS 573

Section XI is devoted to various considérations on time-dependent Hartree-
Fock (TDHF in short) équations such as the orbital stability of the minima of
HF problems and the study of OÜXQT periodic solutions. From the mathematical
viewpoint TDHF équations are Systems of semilinear Schrödinger équations.

Finally, the last section (XII) concerns another approximation (somewhat
related to the HF method) known as the Hartree-Fock-Bogolyubov method
(HFB in short) and we refer to J. Decharge and D. Gogny [14], J. G. Valatin [47],
for the Physics background of this method

There are important questions related to HF équations that we will not
consider here namely the question of numerical analysis of HF équations, the
RPA System and questions related to WKB approximations when 7i goes to 0.
We hope to come back on these questions in future publications.

Let us finally mention that we will not assume any knowledge of Quantum
Physics from the reader, but that we will try as much as possible to keep present
the Physics motivations. The authors would like to thank Mr. R. Dautray for
bringing HF theory in Nuclear Physics to the attention of the second author,
and for stimulating their interdisciplinary collaboration.

n. PRESENTATION OF HARTREE-FOCK METHOD

The basic object we consider is a ^4-body Hamiltonian that we dénote by H,
where A is a positive integer : in Nuclear Physics, A = N + Z with N number
of neutrons and Z number of protons. The précise quantum System of A
interacting nucléons is supposed to be described by the Hamiltonian H

# = - ^ 1 4 + 1 V(xt - xj) (1)
Z m i = l i<j

where F is a given potential (function on R3), H is the Planck constant, m is the
mass of the nucléon (we neglect here as usual the small différence of mass

H2

between neutrons and protons) so -z— may be thought of as a given positive

constant. The points xt (1 ^ / ^ Â) are generic points of R3 and the notation
A£ means the Laplacian with respect to the group x{ of variables.

The Hamiltonian H is, at least formally, a self-adjoint operator acting on the
closed subspace of L2((U3)A) consisting of antisymmetric fonctions <D of
* = (*!,..., x j e (RY Le.

*( *a(l) > - XaiA) ) = ( - O'*' $(*!> - * J (2)

for all xt e R 3 ( U K A) and for all permutations a of { 1,..., A } where | a |

vol. 20, n° 4, 1986



5 7 4 D. GOGNY, P. L. LIONS

dénotes the signature of a. We dénote by 2tf this subspace. This important
constraint (2) corresponds to the fondamental Pauli principle and is due to the
fact that nucléons are fermions.

Before going further in the description of HF method, let us point out that,
for physically correct Hamiltonians H, <I> should depend on spin and H should
incorporate spin-orbit terms and a particular 3-body term. We deliberately
ignore those terms in this section to keep the ideas clear even if in next section
the last term equivalent to a density-dependent term is incorporated. Finally, we
make no distinction between nucléons.

Of course, the interaction is mainly described by the choice of the potential
V : let us mention some typical examples in Nuclear Physics

V(x) = a e~^2 + P ÉTV|*12 , a, P e R , n, v > 0 (3)

or

V(x) = oc e-^x\\/\ x |) + p e'^{l/\ x \ ) 9 a, p e R , m v > 0 (4)

or
V(x) = a80 - p A80 , a e R, P > 0. (5)

All these choices (and there are many others) respect the fondamental character
of strong interaction : short range and intense at short distances. Notice that V
is spherically symmetrie and this also is a gênerai feature of the potentials V
used in Nuclear Physics.

Observe also that Jf, H are invariant by translation of the center of mass
_ i ^

, T„<D = O(jct + A, x2 + h, ...,xA + h)eJ^ for all heR3 (6)

7f(Tfc®). (7)

Of course, one wants to know the spectrxim of H and its eigenfonctions. In
particular, a fondamental rôle is played by the bottom of the spectrum which is
obviously given by

£ = I n f { ( / / O , <D)L2/<D e j f , f \Q>\2dx = i j . (8), f \Q>\2dx = i j .

This is the so-called ground state energy. We will write sometimes EA to recall
the dependence on the number A. Of course, the above notation is formai since
(HQ>, <D)£2 is not defined in gênerai on Jf but on a subspace whose description
dépends on V : we will ignore those technicalities in this section. Let us finally
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HÀRTREE-FOCK EQUATIONS 575

mention that any minimum of (8) is called a ground state (in fact, we have made
hère so many simplifications that one can prove there exists no minimum of
(8) because of the translation invariance — see section VII).

In Nuclear Physics, one has to deal with nucleii for which the number A of
nucléons is large (up to 240) and this is why the direct computation of (8) is
hopeless. Some approximation is needed. The original idea of D. Hartree [29]
was to consider wave functions $ (i.e. test fonctions O) of the form :

O(xl9..., xÂ) = f i <Pi(*i)- But clearly this choice contradicts the antisym-

metry requirement (2). This led V. Fock [17] and J. G Slater [45] to a better
choice of O

O(xl5.... xA) = ^ = I ( - D M f i <Pc(oW = - T ^ d e t (cpc(*;)) (9)
JA ! ii JA !

where cpls..., cp̂  are A functions on U3 and the sum is over all permutations of
{ 1,..., A }. Such a choice of O is called a Slater determinant.

Next, to check the normalization constraint of $ in (8), we see that it is enough
to impose

1cp. cp* dx = ôy for 1 < u ' < A . (10)

Indeed, we then have

f i o i 2 dx = -L S ( - D"™"'1 FI f q>

- — Y (-» L \ [) I I °o(i)o'(o
A ' ff,o' i

Therefore, the HF approximation consists in replacing isin (8) by

^HF = Inf {(H<D, O)L2/0> = det (cp,^-)), [ q>( <pf dx = ô y } . (11)
l J[R3 J

Observe that we have of course

E^EHF. (12)

vol. 20, n° 4, 1986



576 D. GOGNY, P. L. LIONS

Next, it is possible to rewrite (//O, O)L2 quite simply when d> is given by a
Slater determinant. Indeed, we have for all i < j

f | V,O |2 dx = - L X ( - 1)1-1+1«' I l n f

while

K»

. ^

i

= 7 E [

n | + | o f
ï J[TO3

x V(Xl - Xj) 9.w
Ju** x J R 3

« JB3X JR3

- T i E W * ) <P
" O JK3 X JR3

And we obtain the following expressions

{ , eL2(R3),EHF = Inf

. Vcp*.(1)(x,)) dx,

for 1 < i,j^ A j (13)
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with

+ I f [ I <P.W I2 V(x - y) | 9/7) I2 dx dy
1<J JR3 x JR3

- I f f 9*« <P?to n x - 7) 9? (j>) 9/7) <& <*7 (H)

or equivalently

= £- t f |VcpJ2^ +
/ m ^ l J|R3

+ i s f f \vt(x)\2y(x-y)\%(y)\2dxdy

9,W9?W^-7)9r(7)9/7)^rfy. (15)

The second term is often called the direct term while the third one is called the
exchange term. We will also often dénote by x(x) the density of kinetic energy

A A

T = £ I V(pX )̂ |2> P(x) t h e density p = S I ViW |2 a n d P(x' 7) t h e density

matrix p(x, y) = J] cp((x) 9*(7). Observe that we may simply write E as
i = i

It((pl5..., cpj = If- f x </* + i f f p(x) F(x - 7) P(7) dx dy +

JlR3 X J R
. (16)

The HF minimization problem (13) is nonlinear, nonconvex in gênerai,
with constraints and is invariant by translations (translating at the same time
all cp,), rotations in IR3 and by unitary transforms of (cpx, ..., q>A) in CA. In fact,
in the examples given in next sections, the HF minimization problems will be
slightly different (but still with the same gênerai features) : an additional non-
linear term will be included in is corresponding to a 3-body term in H equivalent
to a density-dependent 2-body term. We will come back on the realistic H
being used in Nuclear Physics in section VII while we analyze in section IV-V

vol 20, nM, 1986



578 D. GOGNY, P. L. LIONS

HF problems like (13) deduced from various examples of these realistic Hamil-
tonians by the method described above.

The Euler-Lagrange équations corresponding to the minimization problem
(13) may be written as

^Vix - y) +\v(y - x)\9(x,y)dy =

= X ^ 9 , in IR3

for some hermitian matrix (etj) of Lagrange multipliers. Now, observe that if
U is unitary and diagonalizes (e(J) then (q>u ..., q>A) = U(<pv ..., cp̂ ) is still a
minimum if (cpl5..., 9^) minimizes (13). And (q^,..., cpx) now solves

^ = elyl in U3 (17)

for some constant ev where K is the operator defined by

Kcp(x) = f cp( y) \\ V(x - y) + \v{x - j ) l p(x, y) dy .

( h
In particular, the constants eu ..., eA are eigenvalues of the operator i A +

V) - K).(p * V) — K l Notice also that, at least in all the examples considered below,

these eigenvalues elt..., eA are non positive.
We conclude this section by a brief discussion of the validity of HF method :

notice that it is an approximation of the " true " problem (8) and that, a priori,
it gives only a bound from above of the ground state energy E (recall (12)). On
the other hand, there are various reasons to use it and thus study it : first of all,
it gives good numerical results and there are almost no substitutes to compute
the ground state of E. A more " scientific " reason is its asymptotic validity as
A -» + oo (for gênerai V) as proved by E. H. Lieb and B. Simon [30], [31] : we
will corne back on this point in section VIL

m . A MODEL CASE

To give an idea of the type of HF problems which are encountered in Nuclear
Physics, we will consider in this section a very simplified problem : we build a
scalar problem (̂ 4 = 1) with Skyrme's interaction as in D. Vautherin and
D. M. Brink [48] skipping the spin dependence. In the next section, we will
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HARTREE-FOCK EQUATIONS 579

consider the gênerai case of HF problems with Skyrme's interaction but
without spin dependence. The functional (16) becomes in this case

+ ï f I <P I2 I Vcp |2 dx 4- 4 f | V | <p |2 | dx
JU* 1 O J|R3

where a, P, y, 5 are constants such that : a > 0, P > 0, y > 0, y + 5 > 0. This
functional corresponds (essentially) to a potential V of the form (5) with the

f

£ I cp |6
6 -IR*

Then the HF minimization problem becomes

| 2 ^ = l j (19)

where the minimizing class X is defined by

f | 9 | 2 | V ( p | 2 ^ < oo

Before stating our main existence result, let us recall that a minimizing séquence
(cpM) is a séquence (<p„) in X satisfying

f lep ,
JR 3

We have the

THEOREM III. 1 : For every minimizing séquence (<pn)„ of the minimization
problem{\9) one canfindyn in U3 such that the new minimizing séquence cp„(. +>>„)
is relatively compact in H\U3) ifandonly ifl < 0. In particular, ifl < 0 there
exists a minimum of (19). In addition, I < 0 if and only if a > a0 where a0 is a

h2 h2

positive constant depending on — , P, y, 8, which goes to 0 as — goes to 0. If
m m

a ^ a0 there are minimizing séquences convergingtoO in LP(R3) for 2 < p ^ oo.

Finallyifa < a0 there is no minimum oj'(19).

(*) H\U*) = {\|/€L2([R3),V\|/L2(IR3)}.

vol. 20, n° 4, 1986



580 D. GOGNY, P. L. LIONS

Remarks : i) Further properties of minima of (19) are given below.

ii) Scalar problems like (19) have already been studied by several authors :
we will only mention the works by W. Strauss [46], C. V. Coffman [13],
H. Berestycki and P. L. Lions [5], P. L. Lions [40]. The methods in these works
yield only the existence of a minimum if I < 0,using a symmetrization argument
which is outlined in the proof of Proposition III. 2 below and which no longer
applies to more realistic problems such as the ones studied in the following
sections.

iii) In fact it is possible to treat the case h = 0 : in that case every minimizing
séquence in the class

j cp e L2(IR3); (Re q>)2 , (Im cp)2 e H^U3); | | cp |2 | Vcp |2 dx < oo j

is relatively compact say in L 2 up to a translation and there exists a minimum
which is the limit of minima of (19) as h -»• 0. •

Before proving Theorem III . 1, we prove the

PROPOSITION III .2 : Assume that / < 0. Then there exists a minimum of (19)
which is spherically symmetrie, positive and deer easing with respect tor = \ x\.

Proof : In view of Theorem III. 1, there exists a minimum cp of (19). Then
considering the spherical nonincreasing rearrangement of | <p |, one checks
easily that E is decreased and thus a minimum with the above properties is
found. •

We now turn to the

Proof of Theorem III. 1 : We are going to apply the concentration-compact-
ness arguments (cf. P. L. Lions [33]). Hence we introducé

Ix = Inf { £(cp)/cp G X , f | cp |2 dx = X \ (20)

where X > 0. Then, applying the arguments of [33], we deduce that any mini-
mizing séquence of (19) is relatively compact up to a translation if and only if /
the following conditions holds

h < /« + ' i - « . Va e (0,1). (S.l)

We will not redo the proof in [33] but we will only make a few formai observa-
tions in order to explain the rôle of (S. 1). The main difïîculty in the above
statement is the " if " part : in [33], it was proved tfiat if a minimizing séquence
is not relatively compact up to a translation then roughly speaking it breaks at
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HARTREE-FOCK EQUATIONS 581

least into two parts which are essentially supported in two disjoint closed sets
whose distance goes to oo. Let us dénote those two parts by cp*, q>2 so cpn ~

9n + <Pn ; w e m a Y assume that (<p^)2 dx -• ot, (cp2)2 dx
JR3 JR3

1 — a.

The above dichotomy then yields

and if (S. 1) holds this is not possible.
The arguments of [33] apply : the only modification consists in checking

that if cpn is bounded in Hl(U3\ I 9„ I2 I Vcpn |
2 dx ^ c (indep. of n) and cpn

converges weakly in H1 to some cp then

ÏÏffiïf |cpJ
" ^ J t R t 3

J f | c p | 2 | V c p | 2 ^ + A f
HJ|R3 1 O J

A f |V|<p|2 |2<fc
1 O J

The proof of this claim is a simple conséquence of Lemma III. 3, which is
stated and proved after the proof of Theorem III. 1.

We next show that (S. 1) is equivalent to / < 0 and that one has always

0 : indeed, let q> e @(U3) such that | cp |2 dx = X and let <pa(x) =
J

/

| cp

_ J for er > 0. Obviously

and letting a -> + oo, we prove that Ix ^ 0. Next, by a similar scaling argu-

vol.20, n°4s 1986



582 D. GOGNY, P. L. LIONS

ment we see for ail 9 > 1, X > 0

A f \V\ip

f
Now we claim that if Ix < 0 the infîmum in 7X may be restricted to those cp
satisfying

<p |2 | Vcp |2 dx

rêl m»l
for some v > 0. Indeed if there were a mmimizing séquence of Ix such that
A(q>n) -+ 0, then by Sobolev embeddings <pn -* 0 in LP(1R3) for 2 < p ^ 6

(in fact p < 12 hère) and so | cpn |
4 *fa -^ 0. But this ineans that Ix ^ 0 and

J
our claim is proved Hence, we deduce

Je, <einfjis(cp)/cpeX, ^(cp)^v, f | cp |2 dx - X } = 07,

and this inequality holds if Ix < 0. Then, a straightforward argument proves
that (S. 1) is equivalent to I < 0.

Observe also that the above scaling argument shows that if / = 0, there is a
minimizing séquence (namely cpCT as a -> + oo) which converges to 0 in Lp

for 2 < p ^ oo.
We next discuss the inequality I < 0. It is obvious that I < 0 for a large

'S2

enough. So let us dénote by oc0 = otol —, p, y, 8 j the least positive constant

such that I < 0 for a > oc0 (observe that / is nonincreasing with respect to a).
We have to prove that oc0 > 0 or in other words that I = 0 for a small enough.
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r
But using Sobolev and Hölder inequalities we find for cp e X, | cp |2 = 1

dx .

f:2 „ O

A simple study of the fonction of one real variable c0 -=— t1/3 — - t1/2 + ?? t
lm 4 6

proves that I = 0 for a small enough.
H2

The fact that a0 goes to 0 as • 0 can be seen from the expression of
m

E[<pa] given above.
Finally let â < a0, if there exists a minimum of I for 5 we can test the mini-

mization problem (19) for öc < a < a0 with this minimum and this gives a
négative value for I contradicting the définition of oc0. •

LEMMA III .3 : Let ƒ„ ^ 0 converge in L1 to some f > 0, iet gn converge
weakly in L2 to some g. Then ƒ \ g \ 2 e Lv and we have

Proof : Let M, Re(0, oo). We introducé a symmetrie convex fonction OR

satisfying 0 ^ Q>R(z) ^ | z |2, $>R(z) = | z |2 for | z \ ^ R, <f>R is Lipschitz. It is
clearly enough to prove that we have

Hm (7.1 9n I2 > \

In order to do so we first observe that, without loss of generality, we may
assume that ®R(gn) converges weakly in L2 to some h which satisfies

Next, we remark that we can conclude if we prove that

L
vol. 20,11° 4, 1986



584 D. GOGNY, P. L. LIONS

But this intégral is easily bounded for ail ô > 0 by

f OM «S 5 [| gn \2 + C(M, R) ! \gn\

< CS + C(M, R) { meas ( ƒ - ƒ „ > S) }1/2

and we may conclude.

IV. SKYRME'S INTERACTION WITHOUT SPIN

In all this section we will consider only the so-called Skyrme's interaction
thus following the approach by D. Vautherin and D. M. Brink [46]. To simplify
the présentation we skip the spin dependence and we refer to section VI for the
complete problems.

We begin this section by a special case which corresponds to the simplified
situation where no différences are made between neutrons and protons (N = Zt

no Coulomb interaction between protons). In fact, if isospin is " fîxed " for
neutrons and protons at the level of the original A-body problem, one can
allow in the Slater determinant wave-functions which depend on the isospin
and then one is also led to problems of the following form. In those cases the
functional (16) becomes

E(<Pl,...,q>A)= ï ^Lx-Jp'+lpr+XiVpf+lp'A (21)

A A

where T = £ | Vq>t |
2, p = £ | «fc |2. The constants a, P, y, ô satisfy

oc > O, P > 0 , 5 > O, p -h y > O. (22)

S f
As in the preceding section, only the last term z p3 dx is not an obvious

conséquence of the HF method as described in section II : indeed this term (and
analogous terms in this section and in the next one) comes from a 3-body term
which is equivalent to a 2-body density dependent term in the Hamiltonian H.
We will corne back on this point in section VIL
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The HF minimization problem may then be written as

/ = Inf { £(q>l5..., «pj/cp. e T / 1 ^ 3 ) , f px dx < oo ,

f <p, q>* <k = Sy for 1 < ij ^ A \ . (23)
J[R3 J

Before stating our main resuit on (23), we need to introducé a few notations :
let M = (my) be a nonnegative hennitian matrix, we introducé the foUowing
minimization problem

IM = Inf \ E($>19 ..., cp^)M e / f ^ I R 3 ) , px dx < oo ,

q>, <p* rfx = m y for 1 < z,; < A 1 . (24)
JR3 J

Then, we observe that since E is invariant under unitary transforms of
(<Pi> ».» 9 j then for any unitary matrix U in CA

IMU (25)

so we may choose U so that C/"1 ML/ is diagonal and if (ml9..., mA) are the
eigenvalues of M, Mo = diag (mt,..., m )̂ is the diagonal matrix with(mi9 ...9 mA)
as diagonal entries then IM = IMQ and we will dénote IM = IMo = I(ml9..., mA).
With these notations, / = ^ = 7(1,..., 1) where H = (6y).

Finally, we will say that a séquence (cp",..., cp̂ ) in the minimizing set is
relatively compact up to a translation if there exists yn in (R3 such that
($;,..., 9^) = (<pï(- -f yn\ ..., <p̂ (- + yn)) — which is still a séquence in the
minimizing set — is relatively compact in H1 and | Vp" |2, p" x" are compact
in L1 (with obvious notations).

THEOREM IV. 1 : i) Theinfimum Ie{— 00,0] and for all R < oo there exists

CR < oo such that p + x + px dx ^ C
J(f?3

f < oo .

ii) Every minimizing séquence oftheproblem (24) is relatively compact up to a

vol 20, n° 4S 1986



586 D. GOGNY, P. L. LIONS

translation ifandonly if the following conditions holds

I < 7(mls ..., mA) + 7(1 - ml9..., 1 — mA) for ail (mu ..., mA) (26)

such that 0 ^ ml ^ 1 /or 1 ^ i ^ 4, 0 < £ m, < A 0 / course, if (26) Jio/ds

zs a minimum of (23).
H2

iii) Ifa<a0 where a0 w some positive constant depending on A, —, P, y, 8 ;

7 = 0 andthere isno minimum of (23).
Remarks : i) In gênerai, we do not know how to check (26). The answer

seems to be highly dependent on A in view of the numencal computations which
have been performed. In any case, checkmg conditions (26) for numencal
computations of ground states appears to be a good test since (26) means a
certain stabihty of the absolute minimum.

ii) In fact, as seen below from the proof which again relies on the concentra-
tion-compactness arguments [33], the concentration-compactness method
not only shows the necessity and sufficiency of (26) but also predicts what
can happen on minimizing séquences. Let us give a few examples :

1) Suppose 7 = 0 , then there are minimizing séquences converging to 0 in
7/for/; > 2 and the density vanishes(inthesenseof[33]).

2) Suppose (to simplify) that there exists a unique set of values (ml9..., mA)
such that 0 ^ m, ^ 1 for 1 ^ i ^ A, 0 < £ mt < A, I = I(rnl9..., mA) +

7(1 — mu ..., 1 — mA) while (26) holds for ail (ml5..., mA) ^ (ml5 ...9 mA). In
fact, this Over sinipliflcation impiies Jh^ — ••• = mA but we will ignore this for
the sake of the argument. Two cases may occur : the simplest one is when the
two minimization problems 7(ml5..., mA\ 7(1 — m^ ..., 1 — mA) satisfy the
analogues of the subadditivity conditions (26). Then, there are minimizing
séquences of (23) which are not relatively compact up to a translation and any
such séquence (cp",..., <pn

A) breaks in two parts :

where \|/", x? a r e relatively compact up to a translation and are minimizing
séquences of 7(ml5..., mA\ 7(1 — mu ..., 1 — mA) and thus (extracting sub-
sequences if necessary) converge to minima of these problems. In addition,
roughly speaking, the distance between the supports of £ | \|/" |2 and J] | %" \2

i i

goes to oo as n -> oo. The second case concerns the situation when 7(ml5..., mA)
(or 7(1 — ml5..., 1 — rnA)) does not satisfy the analogue of (26) : then we may
continue the above argument and in turn \j/" can break into two pièces. If we
knew completely the function 7(ml5 „., mA\ it would be possible to détermine
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completely the behavior of minimizing séquences : vanishing, dichotomy into
n parts converging to minima of subproblems, dichotomy into n parts with
(n — 1) pièces converging to minima of subproblems and one pièce vanishing.

iii) Again,wecantreataswellthecaseS = 0 and the analogue of i) holds. •
At this stage, it is interesting to briefly explain how all the above phenomena

are related to various physical situations which essentially depend on the set
(JV, Z) caracterizing the numbers of neutrons and protons. In fact, it is experi-
mentally observed that the existence of a nucleus crucially dépends on the set
(JV, Z) as we explain now with the help of Figure 1 below taken from M. Effer
[15]. In the plane (JV, Z) the stable nuclei (infinité life-time) are indicated in
black. Admitting that the ^4-body Hamiltonian and the Hartree-Fock approxi-
mation correctly represent the reality, these values of (JV, Z) would correspond
to " nice " minima in the problems we are considering here and below (the
strict subadditivity inequalities should hold for such values). The dotted grey
zone corresponds to unstable nuclei which are known today and whose life-
time may vary in between 1015 years and some milli-seconds. Let us mention
that a little more than 2 000 nuclei are known : about 300 exist in nature while
1 900 were " built ". Between 2 000 and 4 000 additional nuclei are expected
to exist (mostly unstable). Finally the majority of nuclei currently observed in
nature (263 out of 287) are stable. The white zone, delimited by two Unes, corres-
pond to (unstabie) nuclei which are to be discovered. For HF problems, those
unstable nuclei correspond to minimization problems where the strict sub-
additivity inequalities do not hold and minimizing séquences break into
several " compact " pièces (see a précise example below). The two Unes, the
so-called " drip-lines ", beyond which no nuclei are expected to exist, are
precisely associated with the loss of exactly one neutron (Sn = 0) or one proton
(Sp = 0). In our context, this situation would correspond to the case when
(mls..., mA) = (1, 0,..., 0) in Remark ii) above i.e. minimizing séquences
break into two parts : one which is " compact " and converges up to a transla-
tion to the minimum of a 1(0, 1,..., 1) while the other part vanishes. The zone
beyond the drip lines should correspond to similar phenomena where minimi-
zing séquences break into several pièces one of which vanishes.

In order to illustrate the situation concerning the unstable nuclei we shall
restrict ourselves to two examples. The first one concerns the nucleus ^ jNd
(Z = 60, JV = 84) whose lifetime is quite long (about 2 x 105 years). This
nucleus is unstable and eventually decays, emitting an alpha partiële (elemen-
tary nucleus composed of 2 neutrons and 2 protons), into the two stable sub-
systerns ^ X e and a and one writes
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The other example is provided by the nucleus 2£2Pu which spontaneously
fissions into two stable nuclei

In our context (once more admitting the models are good enough to reproduce
these fissions and this seems to be the case in view of HF numerical compu-
tations) this obviously corresponds to minimizing séquences breaking into
two parts which converge (up to translations) to minima of appropriate sub-
problems. In fact, if we were to use a nuclear force realistic enough and if we
knew completely the functions /(m^ ..., mA) we would be able to predict ail
unstability patterns (or confirm the numerical computations at least..).

We wish to conclude these physical considérations by indicating that HF
minimization problems (with possibly the extension to HFB problems — see
section XII) lead to numerical computations which reproduce quite well at
least parts of the diagram below (stable nuclei, some unstable ones, drip lines...) :
the restriction being essentially due to the difficulty of sol ving numerically these
problems. And we refer to J. F. Berger, M. Girod and D. Gogny [6], M. Girod
and B. Grammaticos [21], D. Vautherin and D. M. Brink [48], P. Quentin and
H. Flocard [44], J. Negele [41], [42] (and the références given therein) for various
extensive computations. Another observation consists in remarking that for
unstable nuclei in fact several different fragmentations are often possible with
one being more probable (statistically) and these various choices could be
related to dichotomies of minimizing séquences corresponding to values of
™l7 ..9mA strictly between 0 and î. Finaïly, we wî h 10 warn the interested
reader that the above considérations indicate that strict subadditivity inequali-
ties may be very hard to check and in addition should depend m a sensitive way
on A (or (N, Z) for problems below...).

Proof of Theorem IV. 1 : It is enough to prove the existence of CR. Remark
that

2

>VjrjLfn>0

ana j p ^ - p + (_,(&, o) so

2̂ /o + \

_— x + f —_L j pX dx — C(a, 5)
m* \ /

and i) is easily deduced Again part ii) of the above result is a direct application
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of the concentration-compactness argument ([33]). We will not give the proof
but instead we will explain the main idea used to prove the sufficiency of (26).
If(cpï,..., (p )̂ is a minimizing séquence of(23), then we apply the lemma below

(proved in [33]) with the probability Pn on R3 whose density is — pn (i.e. the

density in Nuclear Physics terminology !).

LEMMA IV. 1 : Let (Pn)n be a séquence of probability measures on RN.
Then there exists a subsequence that we still dénote by Pn such that one of

the following properties hold :

i) (compactness up to a translation) 3yn e Mn, Ve > 0, 3R < oo

))^ 1 - 8 .

ii) (vanishing) Vi? < oo, Sup Pn{B{y, R)) -+ 0.
yeUN

iii) (dichotomy) 3a e (0, 1), Vs > 0, VM < oo, 3i?0 ^ M, 3yn e UN, 3Rn -+ oo
such that

If Pn or pn vanishes (case ii)) then (see [33]) (p^ ..., cp̂  converge strongly in
LP(U3) to 0 for 2 < p < 6 (actually < 12) and thus / = lim E($>19..., (p^) ^ 0.

n
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Since one checks easily by a scaling argument as in the proof of Theorem III. 1
that IM ^ 0, this means 7 = 0 and it contradicts (26).

If dichotomy occurs (case iii)) then we translate (cp*,..., cp̂ ) by j / 1 and roughly
speaking we split these fonctions into their " restrictions " to B(yn

9 Ro) and
to B(yn, Rn)

c and we dénote by (\|jj, ..., \|/^), (xj,.», %£) the two parts. We may
assume that

f KWdx^m,,, f ü Sy - TOy

for some hermitian matrix (mtj) such that (essentially) £ *% = &A. The contra-
i

diction with (26) is obtained by remarking that

lim

+ A-M

Therefore, if (26) holds then automatically we are in case i) and we conclude as
in [33] provided one observes that since y is not assumed to be positive there is a
little difficulty to pass to the limit which is solved by the

LEMMA IV.2 : Let 9^ ..., cp̂  converge weakly in Hl(U3) to 91,..., cpA.
Assume in addition that pn xn is bounded in L*(IR3). Then px e LX(U3) and

lim p„ T„ dx ^ px dx,
n JR3 JR3 ( 2 ? )

M f P„T n - i |Vpj 2^ > f p t - i

: The first part of (27) is a conséquence of Lemma 111,3. The second
part will also be after a few considérations. We introducé the nonnegative,
convex, quadratic functional for all z e CA, <|> = (<pl9...,

Observe that 6(<l>, V<|>) = (1 + p)" 1 ]"^ - J | Vp | 2 1 .
Now, if we set <(>„ = (<pi,..., <p̂ ), »„ = { 6(<l>„, V<|>n) }

1 / 2 , flf,, is bounded in
L2(R3). And we may assume that gn converges weakly in L 2 to some g. If we
show that g > { ô((|>, V<J>) } 1 / 2 where <|> = (91 , . . . , q>A), then applying Lemma
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III. 3 with ƒ„ = (1 -f p„) we conclude easily showing the second half of (27) on

any bounded domain of IR3 ( this is enough since px - j | Vp |2 ^ 0 ).

Since Q(z, V<J>)1/2 is convex for all z, it is clearly enough to show that for any

f Ö 1/2(<J>„, V W - Q 1/2(d>, V<t>„) | dx v 0 .

Since Q1/2 is continuous on bounded sets, we introducé the local modulus

<o*(S) = sup,{ | Q 1 / 2 (z , />) - Qll2(z + h,p)\/\p\^Ri\z\^R,\h\^&}

for all 5 > 0, R < oo

and we split the above intégral into intégrais over several sets that we bound
as follows :

• On { | V4>„ | > R or | $n | ^ R or | $ | ^ R }, the intégral is bounded by

|(l 4 , | | * I) ( | ) meas ( - )

• O n { I V4>„ I, I <J)B I, I 4> ! ^ R ; | <J)n — 4> | > S }, the in tégral is b o u n d e d b y

C \ M\ V<U + I V<|> |) dx ^ C(\|/) meas (| *„ - <t>) | > 5) 1 / 2 ^ 0 .

• On { | V<J>n |, | cj)n |} | <)> | ^ R ; | $n — <(> | < 5 }, the intégral is bounded by

œ*(5) f \|rrfx = Cœ^CS) .

This enables us to conclude easily.
Another possible proof (communicated to us by H. Brézis) is the following :

since pn xn - - | Vpn |
2, px — j \ Vp |2 are nonnegative, it is enough to show

that for ail M

lim f p n x„- i |V P J 2 ^^ f
" J A (| (pl | ̂  M) J n

p x | V p | ^ .
pl | ^ M) J n (| cpl | < M)

i = i » = i

Now, by Egorov's theorem, for all e > 0 there exists a set E such that its
complement has measure less than e and cpj, converges uniformly to cp1 on E
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(A \

for ail i. Denoting by F = E n n (| (pl | < M) I, ît is enough to show that

lim P„ T„ - ^ | Vp„ |2 dx > | pi - 7 | Vp |2 dx.
n JF

|
F

Observe now that p„, cpj, (for 1 < / < i4) are uniformly bounded on F and
converge uniformly to p, <p\ Therefore, we just have to prove

V<t>) rfx .h m f e(4>? V<t>n) dx > f Ô(<t>,
n J F JF

To this end, we write 4>n = <|> + v|/„ and we obtain

Ô(4>, V(()n) = Ô(<j>, V<t>) + Q((|), Vx|/n) + 2 ö(4>, Vc|), Vx|/n)

where Q(z, ., .) is the symmetrie bilinear form assodated with g(z, •)•
To conclude, one just observes that Q($, Vv|/n) > 0, while by the weak

convergence of Vv|/n towards 0 it is easy to deduce that

We next consider the more gênerai situation of a nucleus with N neutrons,
Z protons (so A = N + Z). We may number the wave fonctions (p, in such
a way that (pls..., 9^ correspond to neutrons while <pw+1,..., 9,4 correspond
to protons. We also dénote by p„, x„, p„(x, y) (resp. pp) xp, pp(x, y)) the various
densities of neutrons (resp. protons) i.e.

P.W = I I <P,to !" . \(X) = t
1 = 1 1 = 1

N

pn(*> y) = E <P.(*) 9 * ( J )
1 = 1

A

= JV+1
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In this genera! case, the functional to be minimized is

+ "f pp« pp dx + T P*>W i v - v i PpW dx dy ~

e2 f f i
dy (28)

where e G IR, t0 > 0, x0 e (0, 1), o, p, y, 5, /x > 0.
Observe that the last two terms obviously correspond to a Coulombic

interaction between protons. Let us also mention that very often the last term
(Coulomb exchange term) is neglected : this makes no différence on the type
of mathematical results we prove. Still about the form of the functional it is
worth remarking that the parameters ot, (3, y, 8 are not completely independent
since in fact some of these terms are exchange terms.

The first situation we studied in this section corresponds to the situation

when the Coulomb term is neglected (e = 0), N = Z and pn = pp = - p,

x„ = xp = TT, Finally, we would like to remark that E(^u ..., cp̂ ) is not
invariant anymore under all unitary transforms of (cpl3..., <pA) but only under
the transforms of the form

where Un (resp. Up) is a N x N (resp. Z x Z) unitary matrix.
And we consider now the HF minimization problem

f . f
/ = Inw jB(<pl9..., cp̂ ) | <p le//1(R ), px dx < oo ,

q>( <p* dx = Sy for 1 < O* < N and for iV + 1 ^ ij ^ A \ (30)
Ju3

 J
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together with its extension

< co ,IM - Inf { Efol9 ..., <pj I q>. e #'(IR3), | px dx

r )
<p, q>* dx = ml} for 1 ^ ij < N and for N + 1 < u < ^ > (31)

J[R3 J

where M = (mt.) = ( " ) is a block diagonal hermitian nonnegative
\ 0 MpJ

matrix. Using unitary transforms of the form (29), it is clear that we may still
diagonalize M into d i a g ^ , . . . , mA) where ml ^ 0 for ail / e { l , . . . , A}.
Therefore IM = I(ml9...9mA) where

7(mls..., mA) = Inf J ^ (9 l 5 . . . , <pA) | <pl e ^ ^ K 3 ) , px dx < oo ,
l J[R3

r ]
cpt 9* dx = mt 5tJ for 1 < ij ^ iV and for N + 1 < i,j ^ A V.

JR 3 j

Observe also that the orthogonality conditions in (30) still enable us to write
down Euler-Lagrange équations (the HF équations) where, up to a unitary
transform of the form (29), the matrix of Lagrange multipliers (et in (17)) is
diagonal and the Lagrange multipliers are eigenvalues of self-adjoint operators.

Before going further in the mathematical analysis of (30), we would like
to mention the way the parameters t0, tl9 xOi a, p, y, 8 are chosen in realistic
computations. The parameters are adjusted by a simple fit to the binding
énergies and equilibrium densities of some fixed nucleii (essentially oxygen-16
and lead-258). Once this fitting is performed (see the tables in D. Vautherin
and D. M. Brink [46]), one can compute ail other nucleii by solving numeri-
cally(30).

It is clear that conditions on the parameters are needed in order to insure
that / > — oo (and that minimizing séquences are bounded). The bounded-
ness of ƒ and the solution of (30) are analyzed in the

THEOREM IV.4 : i) Assume that a > (p + 5)/2, a + 5 A y > 5 + p. Then
for ail N, Z the infimum Ie(— oo, 0] and for ail R > 0 there exists CR > 0
such that for a//(9 l5..., q>̂ ) in the minimizing class satisfying E(q>v ..., cp̂ ) ^ R

then p + x + px dx ^ CR.
J

ii) Assume that a < (p + S)/2 then, for ail JV, Z ^ 1 ,7= - oo.
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iii) Assume that the conditions given in i) hold. Then any minimizing séquence
of (30) is relatively compact up to a translation ifandonly if the following condi-
tion holds

I < 7(ml5..., mA) + 7(1 - ml9..., 1 - mA) for all mt e [0, 1] (1 ^ i < A)
(32)

A

such that YJ W£ e (0, v4).

In particular, if (32) holds, there exists a minimum of '(30).
Remarks : i) The analogues of the remarks given after Theorem IV. 1 still

hold here.
ii) There are other conditions than a < (P + S)/2 which imply that I = — oo.

We mention only this one to emphasize the following phenomenon : take
N = Z,e = 0 then in this case it is often assumed in the Physics littérature that

it is enough to consider (<pv ..., q>A) such that p„ = pp = -= p, x„ = xp = - x

without changing the value of /. And this is completely false in genera! (it would
be certainly of interest to understand completely this kind of symmetry brea-
king). Indeed, choose ot, p, y, 5 > 0 so that

oc<(p+S)/2, (a + y) > (p + 5)/2

then ii) implies that I = — oo while

r r r
Inf < E((pl9..., cp^) | q>j G H1, (f); (pt dx = 5y> px dx < oo ,

! I I

Pn = PP = 5 P ^ B = xp = i x } ^

f f f )

^ Inf < E'(q>i,..., cp^) | cpj 6 H , I cp* cp* dx = 8-J, I px dx < oo >

where

Hence, by part i) of Theorem IV. 1, the restricted infimum is finite as soon as
(a + y) > (P + 5)/2.
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Proof of Theorem IV.4 :We begin by proving part 1). We first observe that
we have denoting by y' = y A Ô

| ^ ^ I V P p |2) ^

+ï. + pp \

X _ v'
Vp„

5 - y' n Y7„ i2
16

But | Vpn |2 < 4 p„ x„, I Vpp |2 < 4 pp xp, and

, VP p) | < 2(pn xn + pp xp), | (Vpn, Vp,) | ^ 2(pp Tn + pn tp)

so the above quantity is bounded from below by

a _

- 1 1 (VpB) Vp p ) I ̂  vPT

where v is a positive constant. And this yields

(* -t-2.

E(<pl9 . „ , Cp̂ ) > ;r X + VpT — Cp2 rfx +
«/ (R3

- f ! f f 1 |2

for some C ^ 0 (depending only on t0, x0). Next, we remark that | pp(x, y)
pp(x) pp(y) and thus by standard convolution inequalities

T [ f T7^77lPAJ')la**<c||pF
JU3 X J|R3 ' -̂  '

\2

j
and by Sobolev inequalities
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where C dénotes various constants depending only on e and A. Therefore, one
gets

px «Èc - C
JR3 JR3

^ 3 I x dx + v I px dx - C | p2 rfx +

i l / 2

It just remains to bound conveniently p2 dx. In the computations that

follow C dénotes various constants depending only on A :

f 2 f

L P *^ . JR3 9 I

< T \4/5 / r \i/5

E \<Pi\2dx) X I c p J 1 2 ^

by Hölder inequalities, and since | cp, |2 rfx = 1 for all f
Jrc3

a \3/5

| Vp |2 dx 1 by Sobolev inequalities
R3 /

This allows us to conclude the proof of part i).
The proof of part iii) is the same as the proof of Theorem IV. 1 and thus

we will skip it. To prove part ii) we have to build appropriate test functions.
By simple considérations it is enough to treat the case N = Z = 1 so denoting
cp = <pl9 \|/ = <p2 we have p„ = cp2, pp = \|f2 since we will take real-valued (p, \|/.
We construct spherically symmetrie functions q>m, \|/m as follows. Let t0 > 1

be such that —z a \t$ > — , let ô0 > 0, r0 > 0 : So, r0 will have to be

determined later on and we assume at least ô0 < 1/4, r0 < 1. We are go ing
to build first cpm, \|/m in the bail .0(0, r0) : \j/m will take values in the interval
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[t0 - 8o5 'ol a n d (Pm = (2 'o - M>m)2)1/2- We next compute on the bail £(0, r0)

Vp? |2) ^ | Vv)/m |2 | ^ + ? (1 + (F')2) p - - £ ± * ((cpm)2 (F')2 + (cpm)2)

where F(t) = (2 t% - t2)1/2. Now for 50 small enough \F' \ takes values
as close to 1 as we wish while (q>m)2, (ilO2 take values arbitrarily close to /Q*
Therefore fixing ô0 > 0 small enough the quantity between brackets is boun-
ded by — v with v > 0, Since we will extend (pm

s \|/
m outside B(0, r0) in such

a way that cpm, \|/m and their first derivatives are bounded by fixed constants
(depending only on t0) and have compact support say in B(0, 1) we deduce

-±, V\|/m |2 dx + C .

4 Tir3

Now, we choose t0 by imposing { t\ + F(^o — ô0)2 } —r-^- < 1/8, and we

define \|/m as follows on B(0, r0)

if I x K ^ - J - , = r 0 if | X | ^ ^ + - L

It is of course easy to extend <pm, \|/m outside B(0, r0) as we claimed above and
we can even do so imposing

f (9m)2 dx=\A (v|/m)2 dx=\A cpmv|/m^ = 0
J K 3 JU3 J R 3

(this is where we use the restriction on r0). Computing

•» + oo

we prove that E(<pm
y \|/

m) ^ - oo. •

Remarks : i) Let us observe that even if we restrict in ii) the infimum to
spherically symmetrie functions, the infimum is — oo.
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11) The idea of the above tedious constructions is to choose at least locally
near 0, p = cp2 + i|/2 constant, | V<p |2 ~ | V\|/12, (p2 ~ \|/2, thus cancelhng
the y | Vp i2 term while making the other terms

apx - p(p„ x„ + pp xp) - | (| VPn |
2 + | Vpp |

2)

approximately equal to ( oc — ^ — ^ J px •

We would hke to conclude this section by emphasizing Remark 11) following
it is a priori not correct in gênerai to restrict the infimum to configurations

such that xn = xp — -r x, pn = pp = - p In fact, we gave an example of a

dramatic symmetry breaking in the isospin variable (between n and p i e
between neutrons and protons) Of course, a précise study of this phenome-
non (maybe on simpler model problems) certamly remains to be made, ïnves-
tigatmg in particular the possible bifurcations correspondmg to it From the
Physics viewpomt, this symmetry breaking does not seem to have been obser-
ved for nucleii such that N = Z m particular because reahstic computations
take mto account the Coulomb force between protons (and thus the symmetry
is not really satisfied) However, it would be interesting to look for related
effects such as metastable states or local minima

V. OTHER INTERACTIONS

We have considered in the preceding sections the case of the Skyrme's
interaction which basically corresponds to the choice (5) (in fact the différence
between neutrons and protons wave functions cp, in the preceding section
cornes from the fact that wave functions should depend on the so-called isospin
variable which takes fixed different values for neutrons or protons and that
the Hamdtonian acts also on this isospin variable) It is easy to understand
that (5) is a very simpliste model of nuclear interactions which, even if they
have a short range, do not have " zero-range " However this model is often
used because it already gives reasonably good numencal results and the HF
équations being completely local are somewhat easier to compute Never-
theless the theones allowing to dérive the effective interaction V from fîrst
prmciple reveal that one has to consider more sophisticated parametnzation
(î e different V ) Furthermore several extensions of the HF theory (as for
example time dependent Hartree-Fock problems, Hartree-Fock-Bogolyubov
theory ) make necessary the use of more reahstic interactions V On all these
basic issues, we refer to J Negele [43]
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In this section we are mainly interested in the case when V is given by (3)
even if it is quite clear that most of the arguments we present below are still
valid for much more gênerai V (including (4) as another example). We will
not bother to indicate precisely what are the mathematical assumptions
we need : it is an easy exercise to figure out in which LP + Lq class (for instance)
one has to take V and we leave it to the reader.

Again to explain the difficulties encountered, we begin with the scalar
case which more or less corresponds to the case of the alpha particle. For V
given by (3), we introducé the functional

M 4 + 2 / 3

2 f [ \<f>
JU3 x JR3

(x)V(x-y)\<p\2(y)dxdy (33)

where t0 > 0. Observe that we also changed the type of nonlinear terms.
And we want to study the following rninimization problem

ƒ = Inf { £(cp)/cp e Hl(R3\ f | <p |2 dx = 1 j (34)

that we embed in the following family of problems

2 j (35)f
where X is a positive parameter. In fact solving (35) for some X > 0 amounts

to solve (34) for different values of -—, t0, a, P as it is easily seen by a scaling

argument We begin by a simple observation

PROPOSITION V.l : i) For al! R < oo, there exists CR < oo such that

il 9 \\HHm ^CRifq>e H\U3\ £(9) ̂  B, f | <p |2 dx < i t
JlR3

ii) One has always Ix^0.Ifa9fi>QiI^ = Qfor ail X > 0 and there is no
minimum of (35).

iii) There exists Xo e (0, + 00] such that Ix = 0 for X < Xo, Ix < 0 for
X> Xo.

R
iV) Jf + <
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Proof : Part i) is easy and we skip it. If o, P > 0, E(<p) > 0 for all q> ^ 0
and thus admitting Ix < 0 the remainder of ii) is clear. To prove that Ix ^ 0,

we consider (p e ^ (R 3 ) such that | cp \2 dx = X and we dénote by cpG(x) =

J
| cp

J(R3

( x\
— 1 a~3/2. Computing £(<pCT) we find

ij j M (JC) F(a(* - y)) | (p |2

hence 2s(q>ff) -• 0 as a -> oo.
To prove iii), one first remarks that 7X is nonincreasing since by the concen-

tration-compactness argument one has always

Ix ^ L + Ix.y for all ye(OA) (36)

and Ix^y < 0. Therefore one just has to prove that Ix — 0 for X small enough.

Indeed ifcpe i / ^R 3 ) , | q> |2 dx = X
Ju3

9 l l i ( K 3 ) II V \\LvHu^ ^ C X [ | V c p

so for A, small enough £(cp) > 0 and iii) is proved
The proof of iv) relies on the following choice of (p : take cp G ̂ (IR3) and

fx\
set q>a(x) = o 3 /4 9( — ). Then Computing E(tya) we find

f | q >
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Remark that a3 V(ax) -> (-%$ + ^ \ nm 50(x) in iT(R3) as a -> oo and

we conclude easily letting a go to + oo •
We next give a resuit concerning the solution of (35)

THEOREM V 2 I) Every minimizing séquence of (35) is relatively compact in
HX(U3) up to a translation if and only if the following condition holds

Ix<Iy + /,_Y, for all y e ( ( U ) (37)

In particular if '(37) holds there exists a minimum of (35)
n) IfoLy P < 0 and ifthe following condition holds

Ix<Iy9 for all y e ( ( U ) (38)

then there exists a minimum of (35) which is spherically symmetrie, nonnegative,
smooth and decreasing with respect to \ x \

Remarks i) Very little is known on the values of X (or equivalently a, P,

n2
t0, -=— I for which (37) or (38) holds We only got very partial results on this

important question
ii) If for some Xo > 0, (38) holds and (37) does not hold then there exists a

minimum of (35) while some mimmizing séquences are not relatrvely compact
even up to a translation If this were to happen this would be an extremely
mterestmg situation

Proof of Theorem V 2 Part i) is proved by a direct application of the
concentration-compactness arguments [33] To prove part n) we first observe
that by a somewhat standard symmetnzation argument (as in E H Lieb [28],
H Berestycki and P L Lions [5]) one sees that Ix agrées with the infimum
of E(<p) for cp e /f1([R3)s cp spherically symmetrie, nonincreasing with respect

to | x |, nonnegative and | cp | dx = X Therefore, it is enough to prove

that if (38) holds then there exists a minimum of I{ = Inf \ E(q>)/<p e H1^3),
f o 1 ^

9 is spherically symmetrie, | <p | dx = X y the other properties of the
minimum following easily Now to solve II we may either apply the concen-
tration-compactness arguments in présence of symmetnes (see [34]) and
conclude observing that smee Ix vamshes for X small then lim nIxjn = 0 for

n

all X > 0 and thus (38) is equivalent to I{ = Ix < Fy + limn7(X_7)/n or we
n
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may use a more standard line of arguments showing first (as m [28], [46], [5])

that there exists a minimum q>0 of InN E(q>)/<p e H1^3), q> is sphencally

symmetrie, | <p |2 dx ^ X t and concludmg that | cp0 |
2 dx = X since

J|R3 J J[R3
(38) holds •

Before going into the gênerai case, we study problems hke (35) with H = 0
m which case (35) reduces to

4 = I n f | r o | |<p|4+2/3</jc+J f f | <p |2(*) K(JC - y)\<p\2(y)dxdy
L Ju3

 JR 3 x JR3

<p e L2(IR3) n L14 /3(IR3), f | cp |2 rfx = X 1 (39)

/ 14
in fact the value — plays no role in the analysis below, for example every-

14 \
thing below remains true if we replace -^- by any a > 4 1 We still dénote by

E(q>) the functional that we wish to minimize We can prove the

THEOREM V 3 i) Iffor any p G L\U3\ p ^ 0 we have

9(x)V(x-y)p(y)dxdy>0 (40)I I
then 1=0 for ail X > 0 and there is no minimum of (39) On the other hana\
z/(40) does not holdfor some p e L\R3\ p > 0 then 4 < 0 for ail X > 0 This

is the case if for example, a + P < 0 or — ^ H—]y/2 < ^ /w a// f/za* follows

we assume that Ix < Ofor ail X > 0
n) .Every minimizing séquence of (39) w bounded in L2(U3) n L14/3(1R3)
ni) Every minimizing séquence of (39) is relatively compact in L2(R3) n

L14/3(IR3) w/? to a translation if and only if (37) holds Inparticular if (37) holds
there is a minimum of (39)

îv) The condition (37) holds ifX is small enough
v)Ifa and P are négative, (37) holds for ail X > 0 and there is a minimum

of (39) which is sphencally symmetrie, nonnegative, nonincreasing with respect to
| x | and with compact support

Remarks 1) If we assume that (37) holds at X > 0 then we can prove that
either (37) holds in a neighborhood of X or there exists a minimum of (39)
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that we dénote by q>0 — such that q>0 e L2(U3) n L14/3((R3) and

£'(<Po) = 0 i-e. y t0 cpj1/3 - 9o(<Po * V) a.e. in U3 (41)

(we may always assume that (p0 is real-valued, nonnegative).
Indeed, if for any minimum of (39), (41) does not hold then, assuming that

we have built a séquence yn -> X such that (37) holds for Iyn and denoting by
cpn the associated minima, on one hand cpn converges (up to subsequences) in
L14/3([R3) n L2(U3) to some minimum (p0 of Ix and on the other hand there
exists0n satisfying

^"(<PB) + 6» <P« = 0 a - e - in [R3
 5 0 < v ^ 0n < C (42)

for some positive constants v, C.
Now we argue by contradiction : if (37) does not hold for Iln where Xn -+ X,

then there exists yn ^ XJ2 such that

and since (37) holds for Iy we have that yM -^ L Next, if (37) does not hold for
Iyn, there would exist 5n e [yn/2, yn) such that Iyn = I&n + /Yn_ôn. In particular
we have

But we always have

so the above equality yields

Since (37) holds for Iv the first equality implies that 8„ -+ X. But then the second
equality gives a contradiction since (37) holds for X small enough. Therefore (37)
holds for ƒ .

To conclude we argue as in [34] : observe that by (42)

Iyn - K(Xn - Y„)
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for some K > 0 (the almost equal sign can be easily justified and the above
inequality holds rigorously). On the other hand, we prove below that I% X"2

converges to a négative constant as X goes to 0. Hence we get

K(Xn - Yn) < C(Xn - yn)
2

and the contradiction proves our claim.
2) We would like to remark also that, if we do not assume that a and P

are négative, the question of the spherical symmetry of the minimum of (39)
(when it exists, as for example when X is small) is open.

3) Let us finally point out that somewhat related problems are considered
in J. F. G. Auchmuty and R. Beals [1], [2], P. L. Lions [36], [33].

Proof of Theorem V. 3 : The proofs of i) and ii) are standard : the sign ques-
tion being a conséquence of the différence of homogeneity of the two ternis in
E, and the negativity of Ix when a|i~N/2 + $v~N/2 < 0 being proved as in
Proposition V. 1. Part iii) is proved by a simple application of the concentra-
tion-compactness method.

We now prove part iv). We fîrst show that

\<p\2(x)V(x-y)\y\2(y)dxdy/
lu*J R3 x J U

' L x i'<p e L2(IR3), | cp \2 dx = 1 \. (43)

Observe by the way that the infimum in I is achieved by a simple application of
the concentration-compactness principle. To prove (43) it is enough to remark
that on one hand Ix^ X2 I while on the other hand choosing cpn e :
such that

7^£2((pn) = i f f \<!>n\2(x)V(x-y)\<pn\2(y)dxdy

and | <pn |
2 dx = 1, we obtain

JR3

< 7+i

h

Next, let us argue by contradiction to prove part iv) : assume there exist
Xn -+ 0 and yn G (0, Xn) such that

/• = I + I _Y . (44)
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This yields
I ƒ / Y V 7 A _ v \ 2

l i » _ 12» / Jl» 1 | JXn-Yn lKn Tn\

Yand this combined with (43) implies that up to subsequences ^ converges

either to 1 or to 0. Replacing if necessary yn by Xn — yn we may always assume
that yJXn converges to 1. Next, we fîx n and we take a minimizing séquence (pfc

for Iyn. We remark that

1/2

where we dénote by £\(cp) = t0 ï | cp |4 + 2 / 3 rfx On the other hand £ t(
JR3

^((Pir) -* h so we obtain

Recalling (44) we deduce finally

Of course lim { Iyn — E2(q>k) } dépends on yn and similar arguments to those

used to prove (43) show that

Next since ——^-^-— = Xn Y" — -± 0 dividing the above inequa-
(Xn _ y j yn (x,n _ yn)

2 yn
 n

lity by (Xn — yn) yn we obtain passing to the limit : 0 ^ 2 ƒ> contradicting the
negativity of L And the contradiction proves iv).

We now conclude the proof of Theorem V. 3 by proving part v). The proof
involves several steps : 1) we show the existence of a spherically symmetrie,
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nonincreasing minimum of (37), 2) that such minima have compact support.
It is easy to conclude that (37) holds by observing that if cpl5 q>2 are the respec-
tive minima of Iy, Ix^y for some y e (0, X) and if say <pls q>2 are supported in a
bail of radius R then considering

where e is any unit vector, we obtain

f | q> |2 <b = f | 9 l |
2 rfx + f | <p2 |

2 <& = X
J R 3 J[R3 J R 3

m) = £(9i) + £(q>2) + i f f 9iW ^ - y) q>2(7 + 2 Re) dx dy

and (37) is proved. (Observe that <pl9 <p2 ^ 0 and F < 0.)
To prove 1) we argue as in the proof of Theorem V.2 introducing the pro-

blem in p = | cp |2

/, = Inf j t0 f | p I7'3 <fe + j f f P(x) K(x - ƒ) P(^) dxdyl

p spherically symmetrie, p e L^U3) n L7/3(R3) ,

p ^ 0 a.e., p dx < A. > .
J[R3 J

Then this problem is solved exactly as in P. L. Lions [36] using the spherical
symmetry and the smoothing properties of the kernel V(x — y) ; and there
exists a minimum p0 which is nonincreasing (using again symmetrization

arguments). If we prove that p0 dx = X then Step 1) is completed consider-
JR3

ing <p0 — yfpo. In order to do so we argue by contradiction and we assume that

p0 dx < X. Then the necessary conditions for minimality may be written asL
ö 'o Po/3 + ô(Po * V) = 0 a.e. on the set { p0 > 0 }

3 'o Po/3 + 2^Po * ^ ^ ° a"e' o n t h e s e t ( Po = ° } •
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But p0 is spherically symmetrie, nonincreasing with respect to | x | so the set
{ Po > 0 } is a bail (up to zero measure sets) possibly R3 itself. If this bail is not
[R3, on its complement the above conditions yield p0 * V > 0 and this is absurd
since p0 ^ 0, p0 = 0 and V < 0 in IR3. Therefore { p0 > 0 } = M3 and

^ h Po /3W = f PoOO { I « I ̂ M|x"yP + I P

| a | e~^-y\2 + | p

since p0 is radial nonincreasing. A simple computation shows that the above
intégral is bounded away from 0 as | x | -> oo and we obtain a contradiction
since p0 -> 0 as | x \ -• oo, po(x) > 0 on [R3. Hence step 1) is proved

The proof of step 2) uses similar arguments : indeed let cp0 be the above
minimum (cp0 = X/PÖ)^ ^o satisfies for some Lagrange multiplier 0 > 0

y ô <1/3 + <Po(<Po * V) + eq>o = 0 in

If cp0 does not have compact support, since (p0 is radial nonincreasing we
deduce that

(po(x) > 0 on IR3, cp0 -• 0 as | x | —• oo .

Dividing the above equality by cp0 and letting | x \ go to oo we obtain 0 = 0.
Then, p0 = (pQ satisfies the same properties as in the proof of step 1) and we
reach a contradiction thus proving our claim.

We now conclude this section by considering the gênerai case of functionals
like (33) for less simplistic nucleii : we introducé the following functional
(which, except for the distinction between neutrons and protons, basically
corresponds to the potential V given by (3))

x d r + ± _ Ç j W M p(x)Vl(x-y)x

x p(y) dx dy - Ht f f p„(x) K,(* - ƒ) pn(y) dx dy -
Ju?3 X J R 3

-HA f pp(x) F,(x - y) pp(y) dxdy\ +
JlT?3 x J|R3 J
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r r ,
4X F ( ( x — y) I p(jc, y) |

J D£3 X J R3

-Bt{ f r,(*-jO|P.(*,jO|2«&«(F-

f f i .2 1 e2 f f
I I I K « l 4 I I

J R 3 x Ju3
 J J R 3 X J R

x J p(x) p .^) - I p.(x, j) I2 > dx dy -f r0 p7/3 dx .
i * - m J JR3

x
[R3

where Wv Hp Mv Bx (i = 1, 2) are given constants (which in practice are not
independent — roughly speaking Wx = — Bt, Ht = — Mj) and Ft (/ = 1, 2)
are given by : Vt(x) = exp(— | x |2/|xf), and \ix, (i2 > 0 are two given constants.
Of course, we are using the same notations concerning p, pn, pp, x as in the
functional (28) for Skyrme's interaction (section IV).

The HF minimization problem is then

I = Inf j £(cpl5..., <p J / c , e i / 1 ^ 3 ) , f q>, 97* dx = Sv

for 1 < O' ^ N and for N + 1 < Uj ^ A \. (46)

We will not state a resuit on this problem because exactly the same result
as in part iii) of Theorem IV. 4 holds here (and the remarks following Theo-
rem IV. 1 or Theorem IV.4 also hold here). Of course since V% e L°°(IR3) for
i = 1, 2 the infimum and minimizing séquences are automatically bounded
and contrarily to Theorem IV.4 no restrictions on the coefficients need to
be made prior to the analysis of minimizing séquences.

VI. SPIN-ORBIT FORCES

Up to now we have constantly ignored the spin dependence of the various
wave functions. However, if this omission greatly simplifies the présentation
and (probably) the mathematics of the HF minimization problems, for prac-
tical and realistic computations one has to cope with the spin dependence and
its conséquences : the spin-orbit force. It is our goal here to try to explain
the form of the spin-orbit force and to show that in order to have a bounded
infimum some précautions have to be taken (and it does not seem to have been
always the case in the Physics htterature on this matter). Let us also mention
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that in the remaining sections of this paper, we will again skip the spin depen-
dence even if it can be restored without affecting the mathematical results
(provided one considers spin-orbit forces with the appropriate restrictions
described below).

First, we explain how wave functions depend on spin and we will do so by
only explaining the computational rules. In everything we said in section II,
one has to understand now that 0>(xl9..., xA\ (pf(.x) in fact depend on other
variables namely

*(*! , a t ; x29 a2 ;... ; xA9 CTJ , y fa a)

where the spin variables at take only two values say + 1 and — 1. If we dénote
by xt = (x{, at) (1 < ir ̂  A), the Pauli principle now states that the antisym-
metry condition (2) has to be understood now as a condition on permutations
of the variables xt(l ^ i < A). Then the remainder of the dérivation of HF
problems goes through as before. It is possible to consider now <pfa a) as a
pair of complex-valued functions (spinor) that we will indifferently dénote by
(9^1X9^-D) or(q>(

+,q>r).
The orthogonality condition becomes (if no différences between neutrons

and protons are made)

J(R
( - 1) dx = ôy, for 1 < i,j < A . (47)

The spin dependence affects the Hamiltonian H and the potential V in two
ways : the first one is through the so-called spin-exchange operators (Pa)
which will basically mix the various products of cpf. The second one is more
dramatic ; it is the so-called spin-orbit force which can be thought of as an
additional two-body term.

Typical models of the spin-orbit force are zero-range models comparable
to the choice (5) of potentials. This model leads to a functional È((f>l9...,
which in the case of Skyrme's interaction (see section IV) is given by

9..., cpj = E(<pu ..., ç j + H | Jn |2 + | Jp |2 dx +

W C
(Vp, J ) + (Vpn, Jn) + (Vpp, Jp) dx (48)

J[R3

where E is given by (28), the parameter p already occurs in E, Wo is a positive
parameter, J is the so-called spin density that we describe below and Jn, Jp

are the spin-densities for the neutrons and protons and are built in the same
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way as J restricting the various sums to the neutrons or protons wave fonctions
<pt (as we did for pn> pp ...)• Let us also mention that the densities x, p now mean
of course

x = I (I V(p,+ |2 + | V(pr I2) , P = I (I <P,+ I2 + I <Pf I2) •
1 = 1 1 = 1

We now describe J : J is a fonction M3 taking values in U3 which may be
written as (see [48])

J(x) = ( - 0 I q>*(*. a) [Vcp/x, a') x < a | 3 | a' >] (49)

where a is the Pauli spin matrix. The above bracket means that < a | a | a' >
is a point of IR3 whose coordinates are the results of the action of the 2 x 2
matrices ax, ap az described below on (a, a') where the spin variables a, a'

take values now in ( n ) or f ^ ) with the conventions " + = ( 1 "," — =inG)°r(î)wit
'0\

I ". The matrices ax, a , az are given by
1/

0
^ = V! n)> °y = \ , J> .̂ = L J - (5°)

For example if a = a' = I ) then

<a 1 aja '>=( l 0) ( ° J) Q = 0

/ \
and the point < a | a | a' > is the point 0 J.

W
In gênerai the above quantity J is not real and at this point we need to explain

an important assumption in Hartree-Fock theory in Nuclear Physics. When
including spin dependence and spin-orbit forces (as one should), one has to
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work in the case of even-even nuclei i.e. one assumes that N, Z and so A are
even. Furthermore one assumes that the subspace of occupied single-particle
states is invariant under time reversai and this means mathematically that for
ail j (/ G { 1,..., N}orje{N + l,..., A }) there exists ƒ (ƒ e { 1,..., N } or
f e { N + 1,..., A }) such that

<pf(x, a) = - aq>*(x, - a) for ail xeU3 , a = ± 1 (51)

Le. <p,t = - 97*, %, = <p,+ *.

It is possible to use this assumption by dividing by two the number of
unknowns (iV, Z, A become N/2, Z/2, A/2) and we still dénote by N9 Z, A those
reduced numbers) : then the HF mmimization problem and the functional
remain the same and one may compute the three components Jx, Jy, Jz of J.
A tedious computation yields

J x = É {lm (9*0)7,9,(1)) - Im(9*(- 1) 7y91(- 1)) +

+ Re (9*(1) 7,9,(- O) - Re(9f(- 1) V.9X1)) }

(52)

- lm (9*(1) 7^(1) ) + Im(9*(- 1 ) 7 , 9 ^ - 1)) +

1)V,9,(- 1 ) ) + I m ( 9 f ( -

(53)

^ = I { - Re(«pf(l) Vxq>,(- D) + Re(q>*(- 1) V,9,(l)) +

- Im(cp*(l) V , ^ - !)) "

(54)

We will only investigate hère the difficulties concerning the boundedness
of minimizing séquences and the fimteness of the infimum, coming from the
addition of the two spin-orbit terms in the functional Ê given by (48). Of course,
we are interested in

/ = Inf i £(cpl5..., cpj | q>, e H\U% px dx < oo ,
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q>,(*> à) <P?(*> a ) <foc = 8 y for 1 ^ O ' < W and
u3

for N + 1 < O' < ^ }

(55)

Once these questions are solved positively, then the analysis of (55) goes along
the same lines than in the preceding sections (and raises even more open pro-
blems).

The considérations we give below show that / is finite in the case of the
Skyrme's interaction if Wo is small enough (and a, P, S, y satisfy the conditions
of i) in Theorem IV. 4), while for other interactions having finite ranges (but
not zero) I is never finite. The conclusion is that the spin-orbit force cannot be
taken as a zero-range two-body interaction and one has to use instead spin-
orbit force term like

We will not try to explain to non-expert readers what this terms means ; let us
just mention that it leads to HF minimization problems involving terms like
the ones we are analyzing except that these terms are nonlocal and so present
no more singularities nor unbounded features.

By inspecting the proof of parts i), ii) of Theorem IV.4, one checks easily
that part ii) still holds for Ë and thus we will assume that a, P, 8, y satisfy the
conditions of part i) of Theorem IV.4. Therefore we find that if (<pl3..., <pA)
are in the minimizing set

f
J(R3

w c

| Jn\
2 -f | Jp |2 dx +

(Vp, J) + (Vpn5 Jn) + (Vpp? Jp) dx

for some constants v, C > 0. It foliows easily that if Wo is small (Wl < 8 vP),

/is finite and if £(cpl5..., <pA) < R then x + px dx < CR for some positive
Ju3

constant CR.
Now, we are going to show by an example that / is no more finite (i.e. / =

— oo) if we consider more realistic interactions such as the ones considered
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in section V. To be more spécifie, we consider the functional

W f
- ^ (VP, J) + (vPn, j n

(56)

where E is given by (45). We claim that this functional is not bounded from

below on the minimizing set < q>te H1^3),^ 9, <P* dx = §ij9 1 ^ /,

In factj we believe that related examples show that even in the case when E is
given by (48) I = — oo if Wo is not small enough. This claim is shown at the end
of this section by another example. To prove our claim, we begin by a simple
scaling argument where X > 0 is the scaling parameter (<px,..., cp6) is any test
fonction in the minimizing set

t ) ] = £ [ | 1 1 r dx]

where Cx is a bounded constant (depending on cpls..., <pA). The example below
shows that the last term may be négative and thus our claim is proved sending
X to 0. As in the proof of Theorem IV.4 it is enough to build <pl9..., cp̂  near 0
and we will actually build <pl9..., q>A so that x, p, pq (for q < 9), | Vp |2 are
integrable near 0 while p(div J) has constant sign and is not integrable at 0.
Then it is easy to approximate and obtain values which go to — oo. Our choice
of <pl9..., <pA is the following : for i > 3 take (pf to be 0 near 0, for i < 2 take cpt"
to be 0 near 0 and q>2 real near 0. Dénote by cp = <p£, cp̂  = \|/1 + /v|/2 where
9? ^ïs ^2 a r e r e a^ We find that

= - ^ f pdïvJdx
L J
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and nearby 0, div J reduces to 2 lm [ -=— \|/* -=— \l/ \ Observe also that the
\dxx

 Y dx2
 Y )

term in p div J given by

Hence, we only have to look at *F — cp2(^—*K -z—\|/2 — ^—\|/2^—
\ OX vX CX ÖX

near 0. We next choose (p(x) = | x |* near 0 for some a < 0 to be determined
later on, and we take vj/̂ x) = Ç(x) cos 9(x), \|/2(x) = Ç(x) sin 9(x). So

| x2 |*Ç(jc)f jLç_ îLe _ A e _ L A WefinallychooseÇ(x) = {x\

xf)p/2, 6(x) = | x |Y/2 with b > 0, b =£ 1 and the exponents p, y will be deter-
mined later on. With these choices *F is given by *F = Pyra .yp xA x2(l — b) x
st-i ry-z where s = {x\ + bx\ + x2)1/2. Therefore V is not integrable at 0
i f2a + 2 p + y < - l ; while x, p, p« (for <? > 1), ] Vp |2 are integrable if
a > - 1/4, p > - 1/4, a > - 3/(2 q), p > - 3/(2 <?), P + Y > - 1/2. Then

if q < 9 choose a, P < — - near — - , Y < — - near — - then all the above
o o :> J

conditions are satisfied
We would like to conclude this section by inspecting the size of the spin-orbit

W C
term - ^ Vp. J dx in the case of a spherically symmetrie configuration (the

précise meaning of that choice will be given in section VIII). Following Vau-
therin and Brink [48] we see that

7 = ̂ 3 E(27. + 1) [ Â U + 1) - «'. + O " Ï\RÏ(\ x I)

l
while p(x) = -—r X (2ya + 1) R*(\ x [); where /a is some positive integer,

4 nr a

7a = /« ± x and the sum over a means the so-called sum over occupied states

(the set of levels compatible with the numbers of nucléons..., see section VIII).
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Hence, the spin-orbit term gives

* { I (2 h + O ÏUh + 1) " 'i('i + 1) - 5] *i 1 * •

If we choose only one occupied state a (this may always be achieved by taking

various Ra with distinct supports in (0, 00)) with ja = /a -f -r, we deduce

^ £ Vp. J dx - %• (2 S. + !)• /.

And the above scaling argument shows that even in the context of spherically
symmetrie configurations, the spin-orbit term is " too unbounded ". In fact,
the above computation also shows that even for Skyrme's interaction condi-
tions on Wl (compared to the other constants p, oc...) have to be imposed in
order to have a meaningful HF minimization problem.

Vu. A-BODY PROBLEMS IN NUCLEAR PHYSICS AND THOMAS-FERMI APPROXI-
MATIONS

In this section, we first make a few comments on the translation-invariant
^4-body problems of the form (1) and on the minimization problem (8). Then we
investigate the role of the density-dependent term in the Hamiltonians H which
are being used in practice in Nuclear Physics. Finally, we conclude this section
by discussion the validity of HF approximation and we briefly discuss the
Thomas-Fermi approximation.

We begin with problem (8) where H is given by (1). In the remarks which
follow we will not bother to give précise assumptions on V which guarantee an
easy justification of the arguments below (again it is an easy exercise that we
leave to the reader). We first observe that (8) has never a minimum : indeed, let

f<P e Jf with | a? |2 dx = 1 we consider for X > 0

v ^
- x -fjj-x, ...,xM - x +^A (57)
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1 A

where x = — £ xv One checks easily that <bx e Jf and
f

JR3

617

I2 dx = 1.

Next we compute ^ OJL2 and we obtain

Hence, if O is a minimum of (8) the above equality implies £ V,O = 0 and
i

this is not possible since O e L2, O # 0.
The above equality also shows that the ground state energy E is also given by

E = dx - n2

2mA JR

Z f
I < : J J[R3^

i ~ x) I * n '•L |2
 JJC =

And now the translation invariance does not imply anymore a priori that
minima do not exist In fact to our knowledge no existence results of minima
for A ^ 3 are known for the above problem. Observe also that the above qua-
dratic functional is invariant under the transformation (<I> -> <DX) for X > 0.

In fact, in practice it may be important to apply HF method to the above
functional instead of (H<l>, O) and when we inject Slater déterminants into
the above functional we obtain the following quantity (which clearly replaces

the term
JU

x dx that we had in the preceding sections

(59)

and everything we did in the preceding sections is easily adapted to this new
situation.

We now make two remarks for improving the Physics applications of HF
methods. First of all, there is a slight différence of mass between neutrons and
protons and this could be incorporated in H and in everything we did before

n2 A h2 N H2

£ A b £ A
by replacing - — £ AXi by AX - AXi where mn, mp

dénote respectively the masses of neutrons and protons.
The next remark concerns the density dependent terms : in the preceding

sections (III to VI) all HF functionals incorporated terms nonlinear with p
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homogeneous of a degree different from 4 and obviously such ternis cannot be
obtained through the method presented in section IL In fact, to improve the
numerical computations obtained through HF methods Nuclear physicists
have added to the Hamiltonian H phenomenological terms of the form

'3 _l<k ViXi - x,) V(x} - Xk) (60)

where V for example may be V = 50. Now if we use Slater déterminants this
term gives some term like

\h f f f 9(x)V(x- y)p(y)V(y - z)p(z)dxdydz

or -p t3 p3 dxifV = 80. Recalling that we are suppressing the spin depen-

dence one sees that such a term is equivalent on Slater déterminants to a two-
body density-dependent interaction

(ail this is formai because the absence of spin does make matters a bit trivial).
Roughly speaking the term (60) provides a simple phenomenological repré-
sentation of many-body efifects and is supposed to describe the influence of all
other nucléons to the interaction between two of them. It has also been observed
that instead of p it is often better to consider p2/3 (see H. Bethe [8]) which leads

to the term p
2 + 2/3 dx used in section V.

JJ(R
We now conclude this section by examining the validity of HF approxima-

tions to (8). In [31 ], E. H. Lieb and B. Simon proved (at least for Coulombic
Systems) that the ground state energy EA given by (8) and its HF approximation
E£F given by (11) have similar asymptotic behaviours as A go to + oo. More
precisely one has for gênerai classes of V

where ETF is the infimum of the so-called Thomas-Fermi approximation of (8)

^ f p5/3rfx + l f f p(x)V(x-y)ç>(y)dxdy/pe
J JR3 L JK3 x J[R3
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G L\U3) n L5/3(R3) , p ^ 0 a.e. f p dx = 1 1 (63)
JK3 J

£2

where y is given by (6 n2)213 -—. These results were first proved by E. H. Lieb

and B. Simon [31] and the original proof was later simplified by B. Baum-
gartner [4], E. H. Lieb [26], [27] : an inspection of the proof (confîrmed to the
second author by E. H. Lieb) shows that the resuit holds for gênerai V, In fact,

in Nuclear Physics it is expected that —— -> Co < 0 (volume energy cons-

tant) : this means that for realistic V ETF = 0. Furthermore, defining EA
F

by (63) where p dx = 1 is replaced by p dx = A one would like to
J[R3 JlfS3

EA EA EA

prove that — , -^, —j- -• Co. Of course if ETF < 0, then one deduces
A A A A-* oo

from (62) that EA/E& -* 1.
A-KX)

Concerning the TF minimization problems (63), let us mention the réfé-
rences [36], [33] where related problems are treated. Applying the method
in [33], we fmd that if V is given by (5) ETF ~ 0 and there is no minimum while
if V is given by (3) or (4) the concentration-compactness argument applies.
And it is shown in [33] that every minimizing séquence is relatively compact
up to a translation if and only ifETF < 0. In particular if iiTF < 0, there exists
a minimum and if a, P < 0 then this minimum is spherically symmetrie, non-
increasing with respect to | x |. Finally, one checks easily that if oc~ + P~ is
small then i^p = 0 while if a, p are négative and large ETF < 0.

Vin. SOLUTIONS WITH SYMMETRIES OF HARTREE-FOCK EQUATIONS

All the minimization problems we considered in the preceding sections are
invariant under orthogonal transformations of IR3 : if R is an orthogonal
màtrix then denoting by (p;(.) = cpf(i?-) for ail i we check immediately that

for all the functionals we considered previously, whue the orthogonality
conditions (10) still hold for (q>l5..., q>A).

It is thus natural to look for solutions of the HF équations with certain
invariance properties by a subgroup of the group of orthogonal transforms
of IR3. For instance one may look for solutions with spherical symmetry
or cylindrical symmetry and in particular one may study the same HF minimi-
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zation problems with the additional constramt of invariance by a chosen sub-
group But of course there are vanous ways to impose sphencal symmetry
on (<pl9 , <pA) (or cylindncal symmetry) One possibility is to impose that all
<pt are sphencally symmetrie i e cp, only depend on | x | However this is not
really satisfactory from the Physics view point smee, even when solutions
with such symmetnes exist (and this is not al ways the case in view of numencal
expenments), m gênerai such a solution gives a value to the functional which
is too high to yield any information on problems hke (8)

To explain the meamng of sphencally symmetrie solutions m Nuclear
Physics we take an example namely the case of the functional (28) and to
simphfy we assume that e = 0 so we consider

- L { £ - T [(•+1
+ Jpx - \{9nxn + 9pxp) + X | Vp|2 - ^(IVpJ 2 + | Vpp|

2) +

+ y PP„ 9p j dx

Recall that we work with the following orthogonality conditions

<p, <p* dx = 8l7 for 1 < i,j ^ N and for N + 1 ^ i,j < A (65)L
Now if we assume there exists a critical point of E given by (64) with the cons-
traints (65) such that pn, pp, xn, xp are sphencally symmetrie then up to some
umtary transform of the form (29) the HF équations may be written as

o n

where ev , eA are the Lagrange multipliers, q = n if \ ^ i ^ N, q = p îî
N + \ ^ i ^ A, r = \ x\ and m*, m*, Vn, Vp are sphencally symmetrie func-
tions which are easily computed from the expression of E (64) The quantities
m* are often called effective masses It is well-known that <pt being an eigen-

function of the elhptic operator La given by < — div [ -—-— V ] + Va l must

be a product of a fiinction ((̂ (r) by a sphencal harmonie \|/( î e an eigenfünction
of the Laplace-Beltrami operator (— As) on the sphère S2 of R3 But then the
orthogonality conditions (65) imply that if for some i e { 1, , N } (for example)
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9i = §i(r) vki(0) and — Asi|r£ = Et \|/f then denoting by m the multiplicity of the
eigenvalue Et there exist (m — 1) indices in { 1,..., N } distinct from i for which
the associated \|; is also an eigenfunction of — As with the eigenvalue Ev In
other words N (and Z) splits into the sum of say k multiplicities of eigenvalues
of (— As) and the angular functions y\ft associated to <pf span the eigenspaces of
these eigenvalues. In view of the increasing multiplicity of eigenvalues of (— As)
as they increase, it is easy to see that for given N and Z they are only a finite
number of choices for the angular dependences of the functions q>t. This décom-
position is precisely the meaning of a spherically symmetrie solution for HF
équation.

Of course, we could minimize E imposing (65) and the above formulation
of spherical symmetry but it is somewhat simpler (and better for the values
of E we get this way a priori) to consider instead

Is = Inf j E(q>l9..., cpJAPi e H\R3) for 1 < i ^ A, (65) holds ,

px dx < oo, p„, pp, xn, xp are spherically symmetrie > . (67)

Observe nevertheless that if we find a minimum of (67) then by the above argu-
ments the minimum is really of the form we described above so there is no loss
of generality by considering the minimizing set described in (67).

And one proves easily the following result using either the concentration-
compactness arguments with symmetry ([34]) or the simpler fact that if pm

is bounded in L^R3) n HX(U3) and is spherically symmetrie then pm is com-
pact in LP(1R3) for 1 < p < 6 (see W. Strauss [46], H, Berestycki and P. L.
Lions [5], P. L. Lions [37]). Before stating the resuit we just need a notation

Is(mu ..., mA) = Inf i £(cp l 5 . . . , q>J/<p, e H\U3), | px dx < oo ,

<p, q>7 dx = m, 8y for 1 < / , ; ^ N, N -f 1 < ij ^ A,

Pffi Pp' Tn> T P a r e spherically symmetrie i (68)

where m{ > 0 for ail ie { 1,..., A }.

THEOREM VII I . 1 : Assume that a > (p + S)/2, a + Ô A y > S - h p . Then,

every minimizing séquence of (67) is relatively compact in //1(1R3) (and px is

vol. 20, n? 4, 1986



622 D. GOGNY, P. L. LIONS

relatively compact in LX(IR3)) if and only if the following conditions holds

Is < Is(mu ..., mA) , for ail mt e [0, 1] (1 ^ i ^ A)

A

such that Y mt < A- (69)
t = i

Inparticular there exists a minimum of (67) if (69) holds.

Remarks : 1) As in many results above, the condition (69)^seems difficult
to check for A ^ 2 and in fact numerical compilations that the existence of a
minimum is highly dependent on A.

2) Againitis possible totreat the case when h = 0. •

For realistic interactions and HF problems (thus including spin-orbit forces)
the sphericai symmetry is imposed by considering (<pls..., <px) such that pn, pp,
xn5 xp are spherically symmetrie; pn{x, y\ pp(x, y) satisfy pq(Rx, Ry) = p(x, y)
for ail rotations R of 1R3 and for ail q = n, p ; and Jn, Jp have the form

and with these constraints similar resxüts hold
As we already explained above two arguments may be invoked to prove the

analogues of Theorem VIII. 1 in the case of more realistic interactions V(x — y).
Either one applies the gênerai arguments of P. L. Lions [34] (concentration-
compaetness principle in présence of symmetries), or one may use more stan-
dard compactness arguments due to sphericai symmetry as mentioned above.
In the latter case however one needs to explain how to pass to the limit on the
term

f f V(x-y)\pm(x,y)\2dx
J [f£3 x J M 3

dy

where pm is the density corresponding to a minimizing séquence (cp™,...,
(thus bounded in H1(U3)). We thus assume we have spherically symmetrie
configurations Le.

pm(Rx, Ry) = pm(x, y) Vx, yeU3

for all rotations R of IR3. Since V decays at infinity it is enough to explain why,
for all R < oos | pm(x,y) \2 l\x-y\$R is compact in L^IR3 x R3). We then intro-
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duce

= f
J\x-

which is spherically symmetrie {C,m(Rx) = Çm(x)). And Çm is bounded in W l f l(
by the définition of p and the H1 bounds on <pj". By P. L. Lions [37], we see that

Q

Çm(x) < —-y on M3. Therefore, if we prove that Ç^/2 is bounded in L^tR3), it is
I x I

then easy to conclude that Çm is compact in Lx(^3)- But

f Ü'2<fe<cf (W \^{x)\2\^{y)\2dyY2 dx
JR3 J R 3 \ > J|x-y|^R /

21 I ) m dxf E ( \ I CW I21

E f i «PTM l f f l «p

for various constants C ^ 0 and we conclude.
We now conclude this section by a brief discussion of cylindrical symmetrie

solutions. Let us dénote by s = {x\ 4- xl)1/2
9 z = x3 if x = (xl5 x2, x3) is

a generic point of IR3. Arguments similar to those giyen above lead to the foUow-
ing problem

r = Inf j Etolt.... 9J/9. e H\U3), [ px dx < oo ,
l JR 3

(65) holds, pn, pp, xn; Tp are functions of s, z only i , (70)

that we extend in the following class of problems

7c(mls..., mA) = Inf | 3

J. 9, q>7 rfx = m, 80 for l ^ ij ^ N, N + l ^ IJ ^ A; (71)
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px dx < oo ; pn, pp, x^ xp are functions of s, z only }>, (71)L
where mx,..., mA are nonnegative constants.

Again, applying the concentration-compactness arguments we see that if
a > (p + 8)/2, a + 5 A y > 5 + p, then every minimizing séquence of (70) is
relatively compact up to a translation in z if and only if the following holds

F < P(ml9..., mA) + F{\ - ml9..., 1 - mA) for all mi e [0, 1]

A

(1 O ' < A) such that £ mf e(°> A) (72)
t = i

and there exists a minimum of (70) if (72) holds.

IX. THE SHAPE OF THE NUCLEUS AND SYMMETRY BREAKINGS

Admitting that the HF approximation is valid, then the ground state of
a nucleus is supposed to be described by the minima of the various HF minimi-
zation problems studied in sections III-VI. In particuiar the shape of the
nucleus will be determined by the density p : the nucleus is spherical if p is
spherically symmetrie, or more generally has the symmetries that p possesses.

If we keep the notations of the preceding section, we see that the sphericai
symmetry is broken iï F > I but it may happen that F > F ~ I in which
case the spherical symmetry is broken but the minimum (if it exists) still pre-
serves the cylindrical symmetry. While if F ^ F > ƒ then even the cylindrical
symmetry is broken. All these phenomena (and many others related to more
elaborate symmetries) are known to occur in Nuclear Physics and are very
important. The mechanism behind these symmetry breakings is not at all
understood neither from the Physics viewpoint nor from the mathematical
viewpoint.

We propose here some vague explanations for some of these symmetry
breakings and we consider as examples various shnpler model problems which
could help understanding these phenomena. Before going into these examples,
we would like to comment on the physical meaning and implications of such
deformed HF ground states. Since the original Hamiltonian is rotationally
invariant we know that the real ground state should have a " good total angu-
lar momentum ". This aspect which, at first sight, seems to be a defect of HF
theory hides, on the contrary, very nice features as briefly explained in the fol-
lowing. In order to restore the symmetry the HF solution is reinterpreted as an
intrinsic state capable of rotating into itself. The quantization of such collective
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rotational motion, achieved by A. Bohr [11] a long time ago leads, to a model
predicting excited states whose spectrum should obey the simple law :

n2

Ej = — 1(1 + 1) where / is the total angular momentum and g is the inertia
momentum. Such typical rotational spectra are exhibited by several nuclei
(152'154Sm, 154Gd, 168Er) and the HF theory do predict in their cases a defor-
med intrinsic structure. It must be pointed out that such interprétation of bro-
ken symmetries in tenus of collective modes is currently used in various
branches of modern physics (see J. Goldstone modes [22], Higgs modes in non
Abelian Gauge theory [24]). Thus, it appears that the HF method is a much
more powerful tooi than it looks a priori from a strict mathematical viewpoint.

We begin with a very simple example.

Example 1 : Let B be a bail centered at 0 in IR3. We consider the minimization
problem

Inf | ££ f | Vut |
2 dx - f ƒ( £ iA dx/ut e H*(B)

for all 1 ^ i < A , uxu3dx = btJ for 1 < ij ^ A 1 (73)
JB J

where X > O is a parameter, ux (1 ^ i ^ A) are real-valued fonctions, ƒ is
a continuous fonction on IR+ satisfying for example

hm f(t)t~5/3 ^ 0. (74)
f - » + oo

We claim that if A = 2 or if A = 3 then for X small the density p = £ uf
i = i

is not spherically symmetrie where (w1?..., uA) is any minimum of the above
minimization problem. (The existence of minima is a standard exercise in
functional analysis since we are dealing with a bounded domain B and the
nonlinearity satisfîes some appropriate growth condition.) To prove this claim,
we dénote by E(k) the value of the above infîmum and we observe that for
X = 0, £(0) is nothing but the sum of the first A eigenvalues of the operator
— Àin/To(^)andthatthecorrespondingminimafor^4 = 2 or 3 are such that p
is not spherically symmetrie. To conclude we just have to prove that E(X)
converges to £(0) and that minima (u\,..., u\) of E(k) converge (extracting
enough subsequences) to the minima of E(0). Indeed, observe that

E(k) < £(0) + CX, for some C ^ 0
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while (74) implies easily that for some C > 0

X f I Vu, |2 dx + X f /~ (p x ) <fec < C
I = i J B JB

)dx -* O..ƒ/•<
JB

This yields on one hand that E(X) -> E(0) and on the other hand that if u)

(1 < i ^ A) converge weakly in H0(B) to ut then

t ( I Vw, |2 <fcc < Urn t f I Vw" I2

i^i JB X-̂ O *=I JB

x - o l 1=1 JB

lim

and since the constraints pass to the limit, our claim is proved
One sees what is the mechanism involved in the above example and it seems

that this mechanism plays a rôle in Nuclear Physics : roughly speaking it is
expected that symmetry breakings " have more chances to occur " for those A
such that the combinatorics of filling our Slater déterminants with spherical
harmonies (as we explained in the preceding section) do not make possible the
use of only the lowest possible eigenvalues (or energy levels) of (— As). This
explanation is very much related to what are called in Physics magical numbers.
Of course, this tentative explanation has to be confirmed or infirmed by the
examination of more realistic problems than (73). We propose another model
problem for which it would already be interesting to décide whether there is
symmetry breaking or not. We will only mention the case A = 2.

Example 2 : We consider now

7(1, l) = Inf j f | Vw|2 +\Vv\2dx- f f u2(x)V{x-y)v\y)dxdy
l J[R3 J R 3 x Jo£3

(75)u, v e H^U3) , f u2dx= \ v2 dx = 1 1
J R3 J R3 J

where X > 0 and V is spherically symmetrie and satisfies V = Vt + V2 where
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V e Lpï([R3) (i = 1, 2) for some p. e - , oo Y The main différence between (75)

and HF problems is the fact that we do not assume anymore that uv dx = 0
J Q33

and it is possible that this type of constraints plays an important role in sym-
metry breakings. We prove below that as soon as 7(1, 1) < 0 all minimizing
séquences are relatively compact in H1^3) up to a translation and thus there
exists a minimum of (75). By symmetrization techniques minima are spherically
symmetrie if V is nonnegative, nonincreasing with respect to | x |. The case
when V does not have these properties is totally open and this is the interesting
case for Nuclear Physics.

To prove the above claim, we have to show (using the concentration-com-
pactness method) that if 7(1,1) < O then

7(1, 1) < I(X, \x) + 7(1 - X, 1 - n) for 0 < X < 1 , 0 < î < 1 and

0 < X + n < 2

where 7(A,, \i) stands for the same infimum as in (75) but with the constraints

u2 dx = X, \ v2 dx = |i. The proof of these strict inequalities uses the
J(R3 J K 3

fact that if X = 0 or if \i = 0 then I(X, ») = 0 while if O < À- < 1, 0 < ji < 1
(\ \\

then I(X, \i) = X\iE\ T- , - ) where
\K [ij

E(s, O = Inf j J f I VM I2 dx + t f | Vu \2 dx +
l JR3 J|R3

- u2(x) V(x - y) v2(y) dx dy/u, v e H^U3) ,
J|R3 x J R 3

u2 dx = v2 dx = 1 l
J IR3 J JJ3 J

and thus E(s, t) is nondecreasing with respect to s or to t. Observing next that
X\x + (1 - X) (1 - \i) < 1 if 0 < X < 1, 0 < n < 1 we deduce the above
strict subadditivity inequality by remarking that

1 1
1 - X' 1 -

We conclude this section by mentioning that the study of various nucleii
seems to indicate that the mechanism we illustrated by the simple example l
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apparently does not cover all the possible ways the spherical symmetry is
broken. To explain this claim, let us first explain how spin dependence (and
spin-orbit forces) makes the above description a bit more complicated Indeed,
in such a case, the séquence of HF levels is typically of the following form
(1s 1/2 multiplicity 2, lp 3/2 multiplicity 4, lp 1/2 multiplicity 2, ld 5/2 mul-
tiplicity 6, 2s 1/2 multiplicity 2...) where the states (levels) are labelled as
it is usual by the set n, l,j where y dénotes the eigenvalue of the total angular
momentum y = e -\- s. Thus, the degeneracy (multiplicity) of the level («, /,ƒ) is
2y H- 1. With this scheme one checks that both nucleii X\C and \%S have
nucléons numbers compatible with a spherical HF solution built on the lowest
levels or eigenvalues. Yet, the HF computations lead to solutions which are not
spherical but deformed. In fact they correspond to axially deformed shapes i.e.

(y* + V2 Z2 \
solutions with cylindrical symmetry I ~~- + — = 1 J which are prolate

c c \
Le. - > 1, oblate corresponding to - < 1 J — see M. Girod and B. Gram-

maticos [21]; K. Kumar, Ch. Lagrange, M. Girod and G. Grammaticos [35].

X. EXTERNAL FIELD METHOD

To present the external field method it is worth saying a few words on the
numerical computation of HF minimization problems. Because of the quite
complicated form of the functionals one has to minimize, some numerical
methods which are currently used (typically Galerkin type methods based on
spherical harmonies, or two basis of spherical harmonies eentered at different
points...) make difïïcult to avoid symmetries and seem to favor the possible
local minima with spherical or cylindrical symmetry. And in ail cases the
numerical methods break the translation invariance. These remarks explain
why the standard problem in the minimization of nonconvex ftxnctions of
avoiding local minima in order to find the absolute minimum seems even more
acute in HF problems. One idea to avoid this difficulty is to deform the shape
of the density by an external field acting on the System as an additional cons-
traint. As we will explain below this approach is not only useful for numerical
purposes but is also relevant for physics.

To explain the principle of the external field method, we consider a C1

functional on a manifold M, bounded from below and we are interested in the
minimization problem

E = Inf{<f(w)|weM}. (76)
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Now if Q is some given C1 functional, and q e M we consider the same mini-
mization problem where we add the constraint Q(u) = q (which in H F pro-
blems represents the action of the external field)

E(q) = Inf { i{u)lu e M, Q(u) = q } (77)

It is obvious that E = Inf E(q) and that if this infimum is achieved at q0 and if
E(q0) is achieved at some w0 then u0 is a minimum of (76) But observe also that
if we assume that at some qOi E is differentiable, Ef(q0) = 0 and that for q near
q0 E(q) is achieved at some uq differentiable with respect to q at q0, then uqo

is a cntical point of S Indeed, uqo being a minimum of E(qo\ there exists a
Lagrange multiplier 0 such that

£'{uqo) = QQ'(uqo) (78)

du I
whde if we dénote by v0 = -7^ then differentiating the relations Q(uq) — q,

S(uq) = E(q) we obtain

1 =Q'(uJ.v0, 0 = £>(uqo).v0

Therefore applying v0 to the equahty (78), we obtain 0 = 0 and we conclude
Finally, let us observe that if E(q) admits a minimum at <j0, then roughly

speaking uqo is a local minimum of i Hence, this method appears to be a way
to explore the local minima of ê Of course, one may use several constramts
instead of one ie

Qt(u) = ql for 1 ^ 1 < k

In HF problems in Nuclear Physics, these forced constramts Q are mostly
taken to be lmear in p 1 e

=
J

Q(x)p(x)dx (79)

for some function (field) Q on IR3 In addition, they are chosen in such a way
that the added constraint measures the déformation of the nucleus (we give
an example below) Hence, if one computes

» > 9*) = I n f \ £(<Pi, , <PA)/\ ^ <Pj dx - S v ,

GI(9I , , ^ = 4 for 1 < / < *: 1 (80)
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for some HF functional E and where Qv ..., Ôfc are k external fields, then it is
possible to describe the energy of nucleii (even heavy ones) as a fonction of its
shape. And this seems to be relevant to the study of fission isomers and fission
barriers (see J. F. Berger, M. Girod and D. Gogny [6], M. Girod and B. Gram-
maticos [21]).

We now conclude this section by a simple example of an external field
In (79) one can take for Q(x)

Q(x)=(xî + J c i - 2 x | K ( r ) (81)

where r = {x\ + x\ + x^)lj2 and Ç(r)is some kind ofcut-offfunctionsuchthat
Q is bounded on U3. Of course, it is possible to analyze problems like (80) by the
concentration-compactness method and to write down necessary and sufïîcient
conditions involving strict sub-additivity conditions. But the vérification of
these conditions seems to be even more out of reach than for the HF problems
we considered in the preceding sections.

XI. TIME-DEPENDENT HARTREE-FOCK EQUATIONS

The time-dependent Hartree-Fock équations (TDHF in short) are coupled
nonlinear Schrödinger équations. Given any HF functional E(q>v ..., <p̂ ) as
in the preceding sections, TDHF équations may be written as foliows

dE
( ^ 0 O î l R x < 0 c o ) l ^ k ^ A ( 8 2 )^ 3S

Of course, to solve (82) one has to add initial conditions

9 k(x ? 0) = <p2(x) on R3 , 1 ^ k ^ A (83)

where cp£ is given (1 ^ k =̂  A).
For example if E is given by (21), then (82) may be rewritten as

ï2ô(pt îï2 B
i P A < p h di

m
ô(pt îï B
-P- A<pk - hr div [p V<pfc] + W<pk = 0 on (R3 x (0, oo) ,

where

W = - ap + f i T - j A p + Sp2.
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Concerning the motivations in Nuclear Physics, for studying TDHF, we
refer the reader to H. Flocard [16].

We will not give results concerning the resolution of the Cauchy pro-
blem (82), (83) : let us just mention the works by J. Ginibre and G. Velo [18],
[19], [20] ; for all interactions except Skyrme's there is no special difficulty to
solve (82)-(83). Many mathematical results on Systems like (82) are based on
the various conservation laws satisfied by solutions of (82) : for example mul-

tiplying (82) respectively by (pjf and taking the knaginary part, and by -4p and

taking the real part one finds integrating over IR3

ƒ. (Pit I2 dx is independent of t, 1 ^ k < 4̂ (84)

£((pl5..., <pA) is independent of t. (85)

f
Similarly, one obtains that (pfc (pf dx is independent of t for 1 ^ k,l < A,

We next observe that solutions of HF équations (up to unitary transform)
lead to stationary solutions of TDHF équations where stationary means that
p, x are independent of t : more precisely we have seen in the preceding sections
that we may write the HF équations as

^—(cpl5..., (pj = efc <pk on IR3, for 1 ^ k < A .

Then obviously 0k(jc, i) = ei£ht <pk(x) (1 < k ^ A) defines a solution of (82).
In particular, any minimum of the HF minimization problems leads to a

stationary solution of TDHF équations. It is shown in T. Cazenave and P. L.
Lions [12] that, if the subadditivity conditions given in the preceding sections
via the concentration-compactness arguments hold, minima of HF minimiza-
tion problems are orbitally stable in TDHF équations. Let us also point out
that similar arguments show that minima of the HF minimization problems
with additional symmetry constraints (see section VIII) are orbitally stable
with respect to perturbations with the same symmetries.

But since all solutions of HF équations lead to stationary solutions of
TDHF équations, the study of all possible solutions of HF équations présents
some interest In particular one may look for critical points of £(cpl5 •»» WA)
with the additional orthogonality constraints. The only approach we know one
might try is through min-max principles as it is done in H. Berestycki and
P. L. Lions [5], P. L. Lions [38], [39], [32] for related problems. This approach
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requires spherical symmetry of the fonctions (<pl5 ..., cp̂ ). We only have very
partial existence results in that direction.

In fact Nuclear Physics considérations indicate that it would be interesting
to find ail periodic solutions of TDHF : again one has to define the précise
meaning of periodic solutions. For example, if no différences are made between
neutrons and protons, a solution of (82) is said to be periodic of period T if
there exists a unitary transform U such that

(cp^n ..-, <PA(T)) = l/(<Pi(0),..., <pA(0)) on U3 .

Observe that this implies that the densities p. x are indeed periodic of period T
(in the usual sensé). In fact, an even more gênerai (possibly) notion of periodic
solutions consists in requiring the density p(x, y) to be periodic. It seems, at
least numerically, that there are many periodic solutions of TDHF équations
and this is another major open question.

A final remark on this topic concerns the possibility of having stationary
solutions of TDHF équations which are not obtained through solutions of HF
équations. We illustrate this possibility on a simple example of a System of
two nonlinear équations.

Example : We consider the following system of two coupled nonlinear
Schrödinger équations

f zcp, - Acp = p7"1 cp on U3 x (0, oo)

[n|rt - Av|/ - p * " 1 ^ on U3 x (0, oo)

where p = (| q> |2 + | \|f |2) and 1 < y < 5/3.
Let ( û ,m>0 ;we look for solutions of (86) of the form

cp(x, t) = e"iûït(cos mtu(x) + sin mtv{x))

\|/(x, t) = e~imt(— sin mtu(x) + cos mtv(x)).

And we find the following nonlinear System for u, v

I — Au + imv + (ou = p7"1 u in R3

(87)
— Ai? — imu -h (ÙV = p7"1 v in U3.

Observe that if we show there exist solutions (w, v) of (87) then the above
cp(x, t\ v|/(x, t) yield stationary solutions of (86) (p is independent of t). However,
if 9, \|/ were solutions of (86) built through the stationary analogue of HF
équations, this would imply that v = — iu. Thus, we want to exhibit solutions
of (87) with v ^ — iu. To this end we consider the following minimization
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problem

I = Min \ \ | Vu |2 + | Vi712 + oo | u \2 + © | v \2 + Re (wnwï) dx/

w^etf1^3), f = 1 V. (88)

This problem is solved as in [33] by the concentration-compactness arguments
and thus there exists a minimum (w, v) of (88). Now, if we have v = — iu,
this would imply

ƒ > Min < \ 2 i VM |2 + 2 ö) | M |2 + m | w |2 rfjc/w 6 tf1^3) >

f |w|27rfx = 2 " Y |
JR^ J

and this last minimum is strictly larger than

2Min j f | Vw|2 + <ù\u\2dx/ueH\U3), f | u \2y dx = 2~y j =

= M i n | | | V M | 2 + (ùlufdx/ueH1^3), | \u\2ydx=l\

On the other hand, we have taking v = 0 in (88)

ƒ < Min j f | Vw |2 + co | u |2 rfx/w e tf1^3) , f | u \2y dx = 1 j
l J R3 J |R3 J

and the contradiction proves our claim on the existence of a solution of (87)
with v ^ — MI.

Xn. HARTREE-FOCK-BOGOLYUBOV APPROXIMATION

In this section, we want to present a different approach to the study of
nucleü namely the so-called Hartree-Fock-Bogolyubov approximation (N. N.
Bogolyubov [10], C. Bloch and A. Messiah [9], J. B. Bardeen, L. N. Cooper,
and J. R. Schrieffer [3]). We will not attempt here to explain the Hartree-Fock-
Bogolyubov method and we refer to the interested reader to J. Decharge and
D. Gogny [14], J. G. Valatin [47]. We will only describe the typical minimiza-
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tion problem ansing in this theory which may be thought of as an improved
approximation of the ^4-body problem considered in section IL To simplify,
we will again ignore the spin dependence and spin-orbit forces. The minimiz-
ing set is given by

M=\ (uv vX*x e L2(U3) x H'iU3) ; f ux vj + M* vtdx = 0
l JR3

f u t u * + Vl vf d x = S l J for z \ \ i , j > 1 ; £ f \ v l \ 2 d x = A \ .

We now introducé the Hartree-Fock-Bogolyubov problem (HFB in short)

Infj f ^ I | V » J 2 ^ + i f f p(x)V(x-y)p(y)dxdy +

- i f f V(x-y)\p(x,y)\2dx+±[ f V{x - y) \ K(x,y) \2dxdy/
Z J[R3x JR3 Z JR3 X JR3 ^

where

P(X) =

K(X, J ) = X! WXX) ^rCj) f°r x> y e ^3- And one may choose for example (as

in [14]) the potential

V(x)= £ ^ e x p ( - | x | 2 / K
2 )

1=1,2

where Wt, \it are constants.
Most of the results, remarks and open problems given in the preceding

sections may be adapted to the study of problem (89).
Before explaining how we may apply the concentration-compactness pro-

gram on this problem, let us fîrst mention the important connection between
the above problem and more standard HF problems. Derivmg the Euler-
Lagrange équations of the above minimization problem (which by the way are
called Hartree-Fock-Bogolyubov équations) one sees immediately that if
(5 l5..., HJÙ is a solution of the HF équations then choosing vt = 'vl for 1 < i ^ A,
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vx ~ 0 for i > A, ux = 0 for 1 < i ^ A9 ux arbitrary satisfying

Lux w* dx = StJ

for 1 + A ^ z, 7, we find a particular (" trivial ") solution (uv vl)1^l of the
HFB équations. In some vague sense, the HFB problem contains the HF
problem.

We now conclude with a brief explanation on the way we may apply the
concentration-compactness arguments to the above problem. We apply the
usual concentration-compactness lemma to the density p. And we see that
minimizing séquences (ur vX^i of the above minimization problem are com-
pact up to a translation in L2(1R3) x H 1([R3)ifandonly if

V M2, N) + I(M'V Mf
2, - N)

for all hermitian matrices Ml9 M2, M'l9 M
f
2, N satisfying Ml5 M29 M'l9 M2 ^ 0,

J G [0, A], Tr (MO = A - Tr (Mx) , M1 + M2 + M[ + M2 = 41

and

| (jrç, © | < (M, %, y2 (M2

where in addition 0 ^ Mx + M2> Mx + M2 ^ 41. In the above inequality

ƒ = Inf { /(Ml5 Af2, O)/,/^!, M2 > 0 , Mi - M* , M2 = M* ,

Mi + M2 = H ,

and finally, denoting by P{Uj) the i, j component of the matrix P(l ^ ij\
the définition of /(Af l5 Af2, AT) is given by

7(M15 M2, N) = Inf | f Ç ^ | Vo, |2 rfx +

+ i f f pOc) n * - 7) P(y)dxdy - I f f F(JC - ƒ) x
JR3 X JR3 J R 3 X J R 3

2 dxdy + \ f f F(x - ƒ) | K ( ^ ) |2 dxdyl
Z JR3 X JR3

(K„ Ü,) e L2 x fl-1,
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vl v* dx = Mfaj) , wl w* dx = M2(i,j) ,
JM3 JR3

f Ml v*

In fact, as in the case of H F problems, using the vanous invariances of the

above problems it is possible to restnct the above strict subadditivity ïnequa-

hties to a part icular class but we will not pursue this mat ter here
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