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Abstract. Fast singular oscillating limits of the three-dimensional "primitive" equations of geophysical fluid flows are analyzed. We prove existence on infinite time intervals of regular solutions to the 3D "primitive" Navier-Stokes equations for strong stratification (large stratification parameter $N$). This uniform existence is proven for periodic or stress-free boundary conditions for all domain aspect ratios, including the case of three wave resonances which yield nonlinear "2$rac{1}{2}$ dimensional" limit equations for $N \rightarrow +\infty$; smoothness assumptions are the same as for local existence theorems, that is initial data in $H_\alpha$, $\alpha \geq 3/4$. The global existence is proven using techniques of the Littlewood-Paley dyadic decomposition. Infinite time regularity for solutions of the 3D "primitive" Navier-Stokes equations is obtained by bootstrapping from global regularity of the limit resonant equations and convergence theorems.
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1. INTRODUCTION

The governing flow equations for three-dimensional stably stratified fluids with effects of rotation included (the 3D "primitive" equations of geophysics) are under the Boussinesq approximation:

\[
\partial_t U + U \cdot \nabla U + f e_3 \times U = -\nabla p + \rho_1 e_3 + \nu_1 \Delta U + F, \quad \nabla \cdot U = 0,
\]

\[
\partial_t \rho_1 + U \cdot \nabla \rho_1 = -N^2 U_3 + \nu_2 \Delta \rho_1 + F_4,
\]

\[
U(t,x)|_{t=0} = U(0,x), \quad \rho_1(t,x)|_{t=0} = \rho_1(0,x)
\]

where the mean stratification gradient and the axis of rotation are aligned parallel to the vertical axis $e_3$. Here $x = (x_1, x_2, x_3)$, $U = (U_1, U_2, U_3)$ is the velocity field and $\rho_1$ is the buoyancy variable (relative density variation); $N$ is the Brunt-Väisälä wave frequency for constant stratification and $\Omega$ is the frequency of background rotation, $f = 2\Omega$ is the Coriolis parameter, $F = (F_1, F_2, F_3)$ is a divergence free force and $p$ is the pressure. In
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equations (1.1) \( e_3 \times U = (-U_2, U_1, 0) \) is the Coriolis term. Equations (1.1) and (1.2) are called the primitive (non-hydrostatic) equations of geophysical flows. We consider initial value problem for equations (1.1–1.2) with \( \nu_1 > 0 \) and \( \nu_2 > 0 \); here \( \nu_1 \) and \( \nu_2 \) are the kinematic viscosity and the heat conductivity, respectively; the ratio \( Pr = \nu_1/\nu_2 \) is known as the Prandtl number. We consider periodic boundary conditions in a parallelepiped \([0,2\pi a_1] \times [0,2\pi a_2] \times [0,2\pi a_3]\), as well as stress-free conditions \( U_3 = 0, \partial U_1/\partial x_3 = \partial U_2/\partial x_3 = 0 \) at \( x_3 = 0, 2\pi a_3 \). For stress-free conditions one only needs to restrict Fourier series to be even in \( x_3 \) for \( U_1, U_2 \) and odd in \( x_3 \) for \( U_3, \rho_1 \) (see [25]).

In this paper we investigate the fast singular oscillating limits of equations (1.1–1.2) as \( f \to \infty, N \to \infty, \eta = f/N \) fixed. We average equations (1.1–1.2) over the fast time scales of inertio-gravity waves. The linear parts of inviscid equations (1.1–1.2) are:

\[
\partial_t U + f e_3 \times U - \rho_1 e_3 = -\nabla p, \quad \nabla \cdot U = 0,
\]

\[
\partial_t \rho_1 + N^2 U_3 = 0.
\] (1.4) (1.5)

In our approach, the collective contribution to the nonlinear dynamics made by fast “inertio-gravity” waves (solutions to Eqs. (1.4–1.5)) is accounted for by rigorous estimates of wave resonances and quasi-resonances via small divisors analysis [4,6,8,12,14,15]. The linearized equations (1.4) with \( f \neq 0, N = 0, \rho_1 = 0 \) was studied by Sobolev [47] who continued the analysis of Poincaré [43] (Arnold and Khesin [2]). The extension of this analysis to the genuine nonlinear equations (1.1–1.2) was done by Babin, Mahalov and Nicolaenko (henceforth BMN) in [4–6,8,12,14]. Utilizing methods of small denominators and Diophantine incommensurability conditions on the domain geometrical parameters \( a_1, a_2, a_3 \), they investigate the fast singular oscillating limits of equations (1.1), \( N = 0 \) as \( f = 2\Omega \to \infty \). This mathematical approach in the context of geophysical flows was initiated in BMN [4,6,10,11], Mahalov and Marcus [40]. In the context of symmetric hyperbolic systems (including weakly nonlinear geometric optics), related singular oscillating limits have been investigated by Joly, Metivier and Rauch [31,34], Schochet [45] (where the weakly compressible limit of 3D Euler equations was considered), Grenier [30], Embid and Majda [26]. For general “primitive” equations of geophysics, following methods for hyperbolic Euler-type systems of Bardos [17], Bourgeois and Beale [19] have demonstrated convergence to quasi-geostrophic limit equations for special classes of initial data (of infinite codimension). Lions, Temam and Wang have analyzed the viscous equations (1.1–1.2) in a series of seminal papers [37,38], while restricting to “prepared” initial conditions or conditional regularity hypotheses.

First results on regularity of solutions of three-dimensional Euler and Navier-Stokes systems in rapidly rotating frame were obtained in [5,8]. First results on regularity in the context of geophysical flows were obtained in [6,10,11]. The crucial role of parameters \( \theta_2 = 1/a_2^2, \theta_3 = 1/a_3^2 \) for the properties of the dynamics, in particular for smoothness, was revealed in these papers (we put \( a_1 = 1 \) using a rescaling; in the general case one has to put \( \theta_2 = a_2^2/a_1^2, \theta_3 = a_3^2/a_1^2 \)). Technical conditions of [5,6] and [8] on the smoothness of initial data and forcing term were later relaxed in [28,29] (no consideration of “2 1/2-dimensional” nonlinear limit equations from 3 wave resonances) and [3,12]. An approach based on choosing special restricted sets of initial data with infinite codimension which do not excite resonant 3-wave interactions is used in [21] to obtain long-time existence theorems.

There are three foremost issues with the analysis of (1.1–1.2) for large parameters \( N \) and \( f \). First, the nature of the limit asymptotic equations as \( N \to +\infty \) and the regularity of their solutions (“2 1/2-dimensional” Navier-Stokes primitive equations). Second, the convergence of solutions of (1.1–1.2) to those of the limit equations; and, finally, bootstrapping from analysis of the first two questions the infinite time regularity of solutions of (1.1–1.2) for \( N \) large but finite.

The proof of global regularity of 3D primitive Navier-Stokes equations (1.1–1.2) for resonant domains presented in this paper relies on the global regularity of the “2 1/2-dimensional” limit nonlinear “primitive” Navier-Stokes equations and techniques for convergence theorems as \( N \to \infty \) developed in [3,6,8,12,14]. The technique of bootstrapping regularity of solutions of three-dimensional Navier-Stokes equations by perturbation from limit
equations has been done in various contexts: thin domains [44], helical flows [39]. In these previous works, limit equations are 2-D Navier-Stokes equations for which global regularity is well known. In the present work, the limit equations are genuinely three-dimensional depending on all three variables $x_1$, $x_2$ and $x_3$ but with restricted wave-number interactions in the nonlinear term. The existence and regularity theory for those limit equations is non-trivial.

In [14], we have demonstrated global regularity of equations (1.1) in the pure rotation case ($N = 0$, $\rho_1 = 0$) for large Coriolis parameters $f$ including the case of 3 waves resonances with the “2 $\frac{1}{2}$-dimensional” limit Navier-Stokes equations. In this paper we extend the results of [14] to the full primitive 3D equations (1.1–1.2) ($N \neq 0$). The main result of this paper is the uniform existence in infinite time of regular strong solutions of equations (1.1–1.2) for large but finite stratification parameters $N$. This result holds for all domain parameters $a_1$, $a_2$, $a_3$ including the case of domains with three wave resonances for inertia-gravity waves; such resonances yield strongly nonlinear “2 $\frac{1}{2}$-dimensional” limit equations. The global existence is proven using techniques of the Littlewood-Paley dyadic decomposition.

Smoothness conditions in this paper are like in standard local regularity theorems and do not include technical smoothness conditions of BMN [6, 11]. All restrictions on the domain parameters are also removed. We also relax in this paper (in viscous case using the approach of Avrin and BMN [3]) conditions on time behavior of the forcing term. In regularity theorems including Theorems 1.1 and 1.2 we impose only an integral regularity condition on forcing term

$$\sup_T \int_T^{T+1} \|\mathbf{F}^t\|_{\alpha-1}^2 dt \leq M_{\alpha F}^2$$

(1.6)

for $\alpha > 3/4$, where $\mathbf{F}^t = (F_1, F_3)$. We denote by $U^t$ the 4-vector $U^t = (U, \rho_1)$.

In this paper we prove the following main theorems; the Sobolev spaces $H_\alpha$ of periodic functions with zero mean are defined in equations (2.4–2.5).

**Theorem 1.1.** Let $\eta = f/N$ and the domain parameters $a_1$, $a_2$, $a_3$ be fixed but arbitrary. Let $\nu_1, \nu_2 > 0$, $\nu = \min(\nu_1, \nu_2)$ and the condition (1.6) on the force $\mathbf{F}^t(t, x)$ be satisfied. Let $\|U^t(0)\|_{\alpha} \leq M_\alpha$ where $\alpha > 3/4$. Then for $N \geq N_1(M_\alpha, M_{\alpha F}, \nu, a_1, a_2, a_3)$ solutions of the 3D Navier-Stokes “primitive” (1.1–1.2) are regular for all $t \geq 0$, and $\|U^t(t)\|_{\alpha} \leq M'_{\alpha}$ for all $t \geq 0$.

**Theorem 1.2.** Let $\eta = f/N$ and the domain parameters $a_1$, $a_2$, $a_3$ be fixed but arbitrary. Let $\nu_1, \nu_2 > 0$, $\nu = \min(\nu_1, \nu_2)$, $\alpha > 3/4$ and the condition (1.6) on the force be satisfied. Let $\|U^t(0)\|_{0} \leq M_0$, $\hat{T} = \hat{T}(M_0, M_{\alpha F}, \nu)$. Then for every $N \geq N'(a_1, a_2, a_3, \nu, M_{\alpha F})$, $N'$ independent of $M_0$ and for every weak solution $U^t(t, x_1, x_2, x_3)$ of the three-dimensional “primitive” Navier-Stokes equations (1.1–1.2) defined on $[0, \hat{T}]$ which satisfies the classical energy estimates on $[0, \hat{T}]$, the following holds: $U^t(t, x_1, x_2, x_3)$ can be extended to $0 < t < +\infty$ and it is regular for every $t : \hat{T} < t < +\infty$; $U^t(t, x_1, x_2, x_3)$ belongs to $H_\alpha$ and $\|U^t(t, x_1, x_2, x_3)\|_{\alpha} \leq C_1(a_1, a_2, a_3, M_{\alpha F}, \nu)$ for every $t \geq \hat{T}$. If $\mathbf{F}^t$ is independent of $t$ then there exists a global attractor for the three-dimensional primitive Navier-Stokes equations (1.1–1.2) bounded in $H_\alpha$; such an attractor has a finite fractal dimension and attracts every weak Leray solution as $t \to +\infty$.

In this paper we establish infinite time regularity theorems valid for all domain parameters: for $N$ large but finite in equations (1.1–1.2) this is obtained by bootstrapping from global regularity of the limit “2 $\frac{1}{2}$-dimensional” equations and convergence theorems including the case of domains resonant in $a_1$, $a_2$, $a_3$.

**Remark 1.1.** In [14] only the condition $\alpha > 1/2$ is imposed on the force and the initial data. Here the condition $\alpha > 3/4$ is restricted only by the minimal regularity results for the viscous quasi-geostrophic equations, cf. Section 4 in [12].
2. THE LIMIT RESONANT EQUATIONS

Following Métais and Herring [41] we introduce a change of variables \( \rho = N \rho \) and combine velocity and buoyancy variable in one variable \( U^\dagger = (U, \rho) \) after which equations (1.1–1.2) written in non-dimensional variables take the more symmetric form:

\[
\partial_t U^\dagger + U \cdot \nabla U^\dagger + NMU^\dagger = -\nabla^p + \nu \Delta U^\dagger + F^\dagger, \quad \nabla \cdot U = 0
\]

\( U^\dagger(t, x)|_{t=0} = U^\dagger(0, x) \)  

where \( \nabla^p = (\nabla p, 0) \), \( F^\dagger = (F, F_4) \) (where \( F_4 \) is rescaled),

\[
M = (S + \eta R), \quad \eta = f/N, \quad R = \begin{pmatrix} J & 0 \\ 0 & 0 \end{pmatrix}, \quad S = \begin{pmatrix} 0 & 0 \\ 0 & \bar{J} \end{pmatrix}, \quad \bar{J} = \begin{pmatrix} 1 & -1 \\ 0 & 0 \end{pmatrix},
\]

\( \nu = \text{diag}(\nu_1, \nu_1, \nu_1, \nu_2) \) is the viscosity matrix, \( \eta \) is fixed. The linear parts of inviscid equations (2.1) are:

\[
\partial_t U^\dagger + NMU^\dagger = -\nabla^p, \quad \nabla \cdot U = 0
\]

(2.3)

where the skew-symmetric structure is apparent.

We use Fourier series expansions for redefined fields \( U^\dagger(x) = (U_1(x), U_2(x), U_3(x), \rho(x)), \quad x = (x_1, x_2, x_3) \):

\[
U^\dagger(x) = \sum_n \exp(i(n_1 x_1 + n_2 x_2/a_2 + n_3 x_3/a_3)) U_n^\dagger = \sum_n \exp(i\tilde{n} \cdot x) U_n^\dagger
\]

(2.4)

where \( U_n^\dagger \) are the (4-component) Fourier coefficients, \( |n_1, n_2, n_3| \in \mathbb{Z}^3 \), \( \tilde{n} = (n_1, n_2/a_2, n_3/a_3) \) are wavenumbers \( (a_1 = 1 \text{ without loss of generality}) \). We introduce Fourier-Sobolev spaces of functions \( H_s \) with the norm defined on Fourier coefficients \( U_n \) as follows (where \( \tilde{n} = (n_1^2 + n_2^2/a_2^2 + n_3^2/a_3^2)^{1/2} \)):

\[
||U^\dagger||^2_{H_s} = \sum_n |\tilde{n}|^{2s} |U_n^\dagger|^2.
\]

(2.5)

We assume that all functions have zero average over the periodic parallelepiped. Stress-free boundary conditions at \( x_3 = 0, 2\pi a_3 \) correspond to \( U_1, U_2 \) even in \( x_3 \) and \( U_3, \rho \) odd in \( x_3 \). Sobolev spaces are restricted to such functions. In this paper \( R_n, S_n \) will denote the action of \( R \) and \( S \) on \( n \)-th Fourier component, \( \eta R_n + S_n = M_n \).

We recall the principle of averaging equations (2.1) over the fast time scales of inertio-gravity waves. We denote by \( E(Nt) \) the linear propagator solution to the initial value problem for equation (2.3); \( E(Nt) \) is in fact a unitary group operator (preserves all Sobolev norms). The dispersion relation for inertio-gravity waves which are solutions of equations (1.4–1.5) (hence Eq. (2.3)) has the form

\[
N^2 \omega_n^2 = N^2 |\tilde{n}'|^2 |\tilde{n}|^2 + f^2 \tilde{n}_3^2 = N^2(|\tilde{n}'|^2 |\tilde{n}|^2 + \eta^2 \tilde{n}_3^2), \quad \omega_n^2 = |\tilde{n}'|^2 |\tilde{n}|^2 + \eta^2 \tilde{n}_3^2
\]

(2.6)

where \( \tilde{n} = (n_1/a_1, n_2/a_2, n_3/a_3) \), \( \tilde{n}' = (n_1/a_1, n_2/a_2, 0) \), \( |\tilde{n}'|^2 = n_1^2/a_1^2 + n_2^2/a_2^2 + n_3^2/a_3^2 \), \( |\tilde{n}|^2 = n_1^2/a_1^2 + n_2^2/a_2^2 + n_3^2/a_3^2 \), \( \eta = f/N \). Here \( a_1, a_2 \) and \( a_3 \) denote aspect ratios of the domain parallelepiped. We note that all results in our work extend to boundary conditions periodic horizontally with zero flux in the vertical direction \( e_3 \) and no tangential stress on the boundary. One only needs to restrict Fourier series to be even in \( x_3 \) for \( U_1, U_2 \) and odd in \( x_3 \) for \( U_3, \rho_1 \). Such boundary conditions imply zero tangential stress on the vertical boundary (see [25]). It follows from (2.6) that the effects of rotation and stratification are not uniform on scales. In the case \( |\tilde{n}'|/|\tilde{n}| >> 1 \) gravity waves are fast and inertial waves are slow. On the other hand, for scales satisfying \( |n_3|/|n'| >> 1 \) gravity waves are slow and inertial waves are faster. This nonuniformity of the effects of rotation...
and stratification on different scales lies at the very heart of the nonlinear scale adjustment process described in [10,11] and [15].

We introduce the linear propagator directly into the nonlinearity in equation (2.1) using the change of variables

$$U^\dagger(t) = E(-Nt)u^\dagger(t),$$

(2.7)

where $U^\dagger = (U_1, U_2, U_3, \rho)$ is the “fast” field variable; and $u^\dagger$ is the “slow” called Poincaré’s variable, after factorization via the fast oscillating $(N \gg 1)$ propagator $E(Nt)$. We define

$$B(U^\dagger, U^\dagger) = (-P(U \cdot \nabla U), -U \cdot \nabla U_4), \quad U^\dagger = (U, U_4) = (U, \rho)$$

(2.8)

where $P$ is the Leray projection on divergence free vector fields. For $\nu_1 = \nu_2 = 0$ and $F^\dagger = 0$ the rescaled “primitive” Euler-Boussinesq equations (2.1) written in the Poincaré’s variables $u^\dagger$ have the form:

$$\partial_t u^\dagger = B_p(Nt, u^\dagger, u^\dagger), \quad B_p(Nt, u^\dagger, u^\dagger) = E(Nt)B(E(-Nt)u^\dagger, E(-Nt)u^\dagger)$$

(2.9)

where $B_p$ is now an explicitly fast oscillating, non-autonomous operator in the “slow” variable $u^\dagger$. Equation (2.9) are explicitly time-dependent with rapidly varying coefficients. This is a problem of fast singular oscillating limits for a non-local hyperbolic system. Analogous problems are found in nonlinear geometric optics, [31,34].

The following equations describing the asymptotic limit dynamics are associated with equation (2.9) (BMN, [6]):

$$\partial_t w = \check{B}(w, w), \quad \check{B}(w, w) = \lim_{N \to +\infty} \frac{1}{2\pi} \int_0^{2\pi} B_p(Ns, w, w)ds$$

(2.10)

where the arguments $w$ are $s$-independent. We refer to Lemma 4.1 for the convergence proof. Equation (2.10) contains the "2.5-dimensional" limit resonant equations. Clearly, when represented in Fourier modes in the limit $N \to +\infty, \eta = f/N$ fixed, the right-hand side of (2.10) will be determined by resonances $\pm \omega'_k \pm \omega'_m \pm \omega'_n = 0$ within terms of the type $\exp(iN(\pm \omega'_k \pm \omega'_m \pm \omega'_n)t)$, equation (2.6). Here $\omega'_n = 0$ for quasi-geostrophic (QG) modes and $\omega'_n = \omega_n$ is given by (2.6) for ageostrophic (AG) modes (similarly, $\omega_k$ and $\omega_m$). With $\omega_n$ being the normalized spectral frequencies of inertia-gravity waves given by (2.6), the dependence of resonances

$$D_l(k, m, n) = \pm \omega'_k(a_1, a_2, a_3, \eta) \pm \omega'_m(a_1, a_2, a_3, \eta) \pm \omega'_n(a_1, a_2, a_3, \eta) = 0$$

(2.11)

where $l = 1, ..., 8$ (eight combinations of +, - signs) and quasi-resonances

$$D_l(k, m, n) = \pm \omega'_k(a_1, a_2, a_3, \eta) \pm \omega'_m(a_1, a_2, a_3, \eta) \pm \omega'_n(a_1, a_2, a_3, \eta) = \delta$$

(2.12)

on the parameters of the problem $a_1, a_2, a_3$ and $\eta$ and the algebraic geometry of this non-standard small divisor problem are the basis of our analysis for 3D “primitive” equations in [6,8,12,14]. In equation (2.12) $\delta = 0$ for exact resonances and is a small parameter for quasi-resonances (see [1]).

Now we describe the structure of the limit equations which were derived in [4,6,10,11]. From now on we are going to restrict ourselves to $\eta$ bounded, $\eta > 0$, including $\eta \ll 1$. The case of strong rotation and weak stratification $\eta \gg 1$ must be treated separately and it will be published elsewhere. The case $\eta = \infty (f \to \infty, N = 0)$ was the subject of our papers on pure fast rotating limit without stratification [(4,5,7,9,14)].

For all parameters $a_1, a_2$ and $a_3$ and all values of the parameter $\eta = f/N$ in the asymptotic limit equations the total field splits into the quasi-geostrophic field $w_{QG}(t)$ satisfying 3DQG (quasi-geostrophic) equations [6, 10,11,19]

$$\partial_t w_{QG} = B_0(w_{QG}, w_{QG}) + \nu_{QG} \Delta w_{QG} + F_{QG}$$

(2.13)
and the ageostrophic components $w_{AG}$ satisfying equations of the type:

$$\partial_t w_{AG} = B_2(w_{QG}, w_{AG}) + B_3(w_{AG}, w_{AG}) + \nu_{AG} \Delta w_{AG} + F_{AG};$$

(2.14)

Here $\nu_{QG}(\nu_1, \nu_2)$ and $\nu_{AG}(\nu_1, \nu_2)$ are in general non local zeroth-order pseudodifferential operators, whenever $\nu_1 \neq \nu_2$. Equation (2.14) are called the limit resonant \textit{“}2\frac{1}{2}\textit{” dimensional”} primitive Navier-Stokes equation.

The limit (2.13) results from the \textit{“}slow\textit{”} ($w_{QG}, w_{QG}, w_{QG}$) triads as well as all resonant ($w_{AG}, w_{AG}, w_{QG}$) triads (the contribution of the latter is exactly zero in the limit, hence the operator splitting). The limit ageostrophic (2.14) is derived from both resonant ($w_{AG}, w_{QG}, w_{AG}$) and ($w_{QG}, w_{AG}, w_{AG}$) triads as well as the strict 3-wave resonances ($w_{AG}, w_{AG}, w_{AG}$). Notice that the slow-fast-slow ($w_{QG}, w_{AG}, w_{QG}$) triads are not resonant to the lowest order in $1/N$ and appear only at the next order in $1/N$ via 4-wave resonances (see also [18]).

The quasigeostrophic equations in the inviscid case have a global regular solution according to Bourgeois and Beale [19]; also if $\nu_1 > 0$ according to a theorem proven in [12]. Note that the nonlinear operator $B_3$ discontinuously depends on the parameters $\eta, \theta_1 = 1/a_1^2, \theta_2 = 1/a_2^2, \theta_3 = 1/a_3^2$ (see also Sect. 4); it is non-zero only on a set of measure zero (see the proof in BMN [8] for the similar pure rotating case). In BMN [5, 6, 8, 10, 11] it was shown that if one deletes a resonant set $\Theta^*$ of parameters $\eta, \theta_1, \theta_2, \theta_3$, then $B_3(w_{AG}, w_{AG}) = 0$ and only \textit{“}catalytic\textit{”} interactions described by the linear in $w_{AG}$ operator $B_2(w_{QG}, w_{AG})$ rule $AG$ dynamics:

$$\partial_t w_{AG} = B_2(w_{QG}, w_{AG}) + \nu_{AG} \Delta w_{AG} + F_{AG},$$

(2.15)

where $w_{QG}(t)$ is a solution of 3DQG equations. In this paper we treat the case of the full \textit{“}2\frac{1}{2}\textit{-dimensional”} equations (2.14), including all 3-waves resonances ($B_3 \neq 0$ in Eq. (2.14)).

3. THE LIMIT RESONANT EQUATIONS IN CRAYA-FOURIER BASIS

In this section we present the limit resonant \textit{“}2\frac{1}{2}\textit{-dimensional”} primitive Navier-Stokes equations in Craya-Fourier cyclic basis. The Craya basis was originally introduced in Craya [24].

We take into account divergence-free condition by applying the Helmholtz projection $P^d$ onto divergence-free vector fields. The matrix $(P^d M P^d)_n$ is a real skew-symmetric matrix; the corresponding operator restricted to the 3-dimensional subspace of divergence-free vectors $U^1_n$ has one zero eigenvalue and two complex conjugate eigenvalues $\pm i\omega_n \neq 0$. We introduce the divergence-free vectors (3.2) which form a real cyclic basis for it:

$$P^d M q_{0n} = 0, \quad P^d M q_{1n} = -\omega_n q_{2n}, \quad P^d M q_{2n} = \omega_n q_{1n},$$

(3.1)

where $P^d M q_{jn} = q_{jn},$

$$q_{0n} = \frac{1}{\omega_n} (\phi_n p_{0n} + \eta \xi_n p_{2n}), \quad q_{1n} = p_{1n}, \quad q_{2n} = \frac{1}{\omega_n} (\phi_n p_{2n} - \eta \xi_n p_{0n}).$$

(3.2)

Here $p_{0n}, p_{1n}, p_{2n}$ form an orthonormal basis of the divergence-free subspace for $n$-th Fourier mode; the $p_{jn}$ are the Craya basis for the purely stratified problem [24]:

$$p_{0n} = \left[ -\frac{\hat{n}_2}{|\hat{n}|} \frac{n_1}{|\hat{n}|}, 0, 0 \right], \quad p_{1n} = \left[ \frac{n_1 \hat{n}_3 - n_2 \hat{n}_2}{|\hat{n}|}, \frac{n_2 \hat{n}_3 - n_3 \hat{n}_1}{|\hat{n}|}, -\frac{n_3^2 - n_2^2}{|\hat{n}|}, 0 \right], \quad p_{2n} = e_4 = [0, 0, 0, 1].$$

(3.3)

The eigenvalues $\pm i\omega_n$ are given by

$$\omega_n = \sqrt{\phi_n^2 + \eta^2 \xi_n^2}, \quad \xi_n = \frac{\hat{n}_3}{|\hat{n}|}, \quad \phi_n = \frac{|\hat{n}|}{|\hat{n}|}, \quad \eta = f/N$$

(3.4)
where $|\vec{n}|^2 = n_1^2 + n_2^2/a^2 + n_3^2/a^2$, $|\vec{n}'|^2 = n_1'^2 + n_2'^2/a^2$. We consider the case when the ratio $\eta = f/N$ is bounded, by a bounded $\eta_0 > 1$:

$$1/\eta_0 \leq \eta = f/N \leq \eta_0,$$

$$1/\eta_0 \leq \min(1, \eta) \leq \omega_n \leq \max(1, \eta) \leq \eta_0. \quad (3.5)$$

In the case $n_1 = n_2 = 0$ (this case corresponds to taking horizontal averages) we choose the basis which is obtained from (3.2) by putting $n_1 = n_2 \neq 0$ and taking $n_1 \to 0$. In particular, when $n_1 = n_2 = 0$ we obtain $\omega_n = \eta$ and the eigenvectors are

$$q_0n = (0, 0, 0, 1), \quad q_1n = \left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0, 0\right), \quad q_2n = \left(-\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, 0, 0\right) \quad (3.7)$$

where $\vec{n} = (0, 0, n_3)$ denotes wavenumbers for which $n_1 = n_2 = 0$.

Any arbitrary divergence-free vector field $U^+_n$ can be written as

$$U^+_n = V^+_0 q_0n + V^+_1 q_1n + V^+_2 q_2n. \quad (3.8)$$

We shall use the variables $V$ to denote vector of coefficients corresponding to $U^+_n$: $V_n = [V^+_n, V^+_1, V^+_2] = [V^+_0, V^+_1, V^+_2]$. Note that the relation between $U^+$ and $V$ variables is given by

$$V^+_0 = U^+_0 \cdot q_0n, \quad V^+_1 = U^+_1 \cdot q_1n, \quad V^+_2 = U^+_2 \cdot q_2n. \quad (3.9)$$

Clearly, $V^+_0 = -V^+_0$, $V^+_1 = V^+_1$, $i = 1, 2$, for real $U(x)$ and $\rho(x)$. We denote by $\Pi_{n}^{AG}$ the projection onto $q_0n$ and call it as usual the quasi-geostrophic mode:

$$\Pi_{n}^{AG} U^+_n(x) = \sum_n V^+_0 q_0n e^{i\vec{n} \cdot \vec{x}}; \quad \Pi_{n}^{AG} U^+_n = V^+_0 q_0n. \quad (3.10)$$

The projection onto two-dimensional subspace corresponding to $\pm i\omega_n$ is denoted by $\Pi_{n}^{AG}$ and defines the ageostrophic component:

$$\Pi_{n}^{AG} U^+_n = V^+_1 q_1n + V^+_2 q_2n. \quad (3.11)$$

The case when $\eta \to 0$ or $\eta \to \infty$ was discussed in BMN [6]; detailed mathematical consideration of this case can be done along the lines of this paper and BMN [8], but requires additional non-trivial considerations; in particular structure of resonant sets and smoothness conditions are different from those imposed here.

Equation (2.1) in Fourier representation in $V$ variables can be written in the cyclic basis (3.2) as

$$\partial_t V_{n,i}^+ = -i \sum_{k+m=n,i_1,i_2} Q^{i_1}^{i_2} V_k^+ V_m^+ - N\omega_n (M' V_n)^{i_3} - (\vec{\nu}|\vec{n}|^2 V_n)^{i_3} + F_n^{i_3} \quad (3.12)$$

where $i_1, i_2, i_3 = 0, 1, 2$, $M'$ is the matrix $M$ in $V$-variables given by (3.11); $\vec{\nu}$ is the viscosity matrix $\vec{\nu}$ in the $V$-basis. Here $J$, $M'_n$ are given by

$$M'_n = \left(\begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{array}\right), \quad J = \left(\begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array}\right), \quad (3.13)$$

$$\vec{\nu} = \frac{1}{\omega_n^2} \begin{pmatrix} \nu_1 \phi_n^2 + \eta^2 \xi_n \nu_2 & 0 & (\nu_1 - \nu_2) \eta \xi_n \phi_n \\ 0 & \nu_1 \omega_n^2 & 0 \\ (\nu_1 - \nu_2) \eta \xi_n \phi_n & 0 & \nu_2 \phi_n^2 + \eta^2 \xi_n \nu_1 \end{pmatrix}. \quad (3.14)$$
In equation (3.10) quasi-geostrophic modes correspond to 0 eigenvalue of the linear problem and ageostrophic modes are cyclic, see (3.11) and (3.1). The coefficients $Q_{k,m,n}^{i_1,i_2,i_3}$ are determined from the equation using (3.2), see BMN [11]:

$$Q_{k,m,n}^{i_1,i_2,i_3} = (q_{i_1,k} \cdot q_{i_2,m} \cdot q_{i_3,n}).$$

(3.13)

We use notation for the skew-symmetric product $n' \wedge m' \equiv n_1m_2 - n_2m_1$. To save space, we give formulas only for 0-wave interactions, see BMN [11] for general coefficients:

$$Q_{k,m,n}^{0,0,0} = \frac{\omega_m |\tilde{n}|}{\omega_k \omega_0 |\tilde{k}|} n' \wedge \tilde{m}.$$  

(3.14)

when $n = k + m$; clearly $|Q_{k,m,n}^{i_1,i_2,i_3}| \leq |\tilde{n}|$.

In equation (3.10)

$$\partial_t V_n + N\omega_n M_n V_n = (B(V, V))_n - A_n V_n + F_n, \quad A_n = \hat{\nu} |\tilde{n}|^2$$

(3.15)

we introduce the linear propagator directly into nonlinearity using the change of variables

$$V = E(-Nt) v, \quad V_n = \exp(-N\omega_n M_n t) v_n$$

(3.16)

where $v = [v^0, v^1, v^2]$ and $M'$ is defined by (3.11).

The action of the linear propagator on the Fourier components $E(Nt)$ can be written in $V$-variables in the Craya cyclic basis using (3.11):

$$E(Nt)[V^0, V']_n = \exp(N\omega_n M_n t)[V^0, V']_n = [V^0, \exp(N\omega_n t J)V'].$$

(3.17)

Obviously, $E(Nt)$ represents vector rotation in $V^1, V^2$-plane; orthogonal $V^0$ component (called QG) is not affected. To save space, we always write $V_n = [V^0, V']_n$ as a row, understanding that it is a column in the matrix multiplication. Equation (3.15) written in $v$ variables have the form

$$\partial_t v = B(Nt, v, v) - E(Nt) A E(-Nt) v + F_{QG} + E(Nt) F_{AG},$$

(3.18)

$$B(Nt, v, v) = E(Nt) B(E(-Nt)v, E(-Nt)v)$$

(3.19)

where $F^\dagger = F_{QG} + F_{AG}$ in Craya basis. Equation (3.18) are explicitly time-dependent with rapidly varying coefficients. The corresponding equations for Fourier coefficients have the form:

$$\partial_t v_n^{i_1,i_2,i_3} = \sum_{n = k + m, i_1,i_2} \tilde{Q}_{k,m,n}^{i_1,i_2,i_3} v_n^{i_1,i_2} + \sum_{n = k + m, i_1,i_2} \tilde{Q}_{k,m,n}^{i_1,i_2,i_3} (N t) v_n^{i_1,i_2}$$

$$- \tilde{A}_n v_n^{i_1,i_2} - \tilde{A}_n (N t) v_n^{i_3} + F_{QG,n} + E_{n}(N t) F_{AG,n}$$

(3.20)

where the first sum consists of resonant terms. In the second sum every matrix element $\tilde{Q}_{k,m,n}^{i_1,i_2,i_3}(N t)$ of non-resonant part as well as $\tilde{A}_n (N t)$ equals a sum of terms of the form $C \exp(\pm i D_{\ell} N t)$ with $D_{\ell} \neq 0$. Generally, $D_{\ell} = \pm \omega'_{n} \pm \omega'_{m} \pm \omega'_{k}$, $\ell = 1, \ldots, 8$, where either $\omega'_{n} = \omega_{n}$ or $\omega'_{n} = 0$ and, similarly, for $k$ and $m$. When $D_{\ell} = 0$ we call these interactions resonant, when $D_{\ell} \neq 0$ the interactions are non-resonant; see BMN [8] for more details. When all three $\omega'_{n}, \omega'_{m}, \omega'_{k}$ are non-zero we have strict 3-wave resonances; when exactly two of $\omega'_{n}, \omega'_{m}, \omega'_{k}$ are non-zero we have 2-wave resonances; when exactly one of $\omega'_{n}, \omega'_{m}, \omega'_{k}$ is non-zero we have 1-wave resonances.
The resonant contribution $A_n$ from the viscous term does not coincide with the original operator $\nu\Delta$ since $\nu$ does not commute with $M$; $\nu$ is given by (3.12). Simple computation gives the resonant terms. Let $\nu_1$ and $\nu_2$ be the kinematic viscosity and the heat conductivity, respectively. We have in $V$-basis

$$
\exp(PdM'PdNt)\exp(-PdM'PdNt) = \text{diag}(\nu_{QG}(n), \nu_{AG}(n), \nu_{AG}(n)) + \Re(2N\omega_n t)
$$

(3.21)

where all the elements of the non-resonant matrix $\Re$ include factors $\exp(\pm i2N\omega_n t)$. Thus we obtain the diagonal resonant matrix $\nu(n) = \text{diag}(\nu_{QG}(n), \nu_{AG}(n), \nu_{AG}(n))$ in terms of the QG and AG viscosities $\nu_{QG}$ and $\nu_{AG}$ given by (see BMN [11])

$$
\nu_{QG}(n) = \nu_2 + (\nu_1 - \nu_2)\frac{|\dot{n'}|^2}{|\dot{n'}|^2 + \eta^2\dot{n}_3^2}, \quad \nu_{AG}(n) = \nu_2 + (\nu_1 - \nu_2)\frac{|\dot{n'}|^2}{|\dot{n'}|^2 + \eta^2\dot{n}_3^2}
$$

(3.22)

where $\eta = f/N$, $|\dot{n'}|^2 = N_1^2 + N_2^2/a_3^2, \dot{n}_3 = n_3/a_3$. Clearly

$$
\nu_{QG}(n) = \nu_1 \frac{|\dot{n'}|^2}{|\dot{n'}|^2 + \eta^2\dot{n}_3^2} + \nu_2 \frac{\eta^2\dot{n}_3^2}{|\dot{n'}|^2 + \eta^2\dot{n}_3^2} = \nu_1 \frac{|\dot{n'}|^2}{\omega_n^2|\dot{n'}|^2} + \nu_2 \frac{\eta^2|\dot{n}_3|^2}{\omega_n^2|\dot{n'}|^2} = \nu_1 \frac{\phi_n^2}{\omega_n^2} + \nu_2 \frac{\eta^2\phi_n^2}{\omega_n^2},
$$

(3.23)

$$
\nu = \min(\nu_1, \nu_2) \leq \nu_{QG}(n) \leq \max(\nu_1, \nu_2)
$$

(3.24)

and the same inequality holds for $\nu_{AG}(n)$.

The limit resonant equations are obtained by annihilating all terms in (3.20) which contain fast oscillating factors:

$$
\partial_t w = \tilde{B}(w, w) - \tilde{A}w + \tilde{F}
$$

(3.25)

where $\tilde{A} = -\nu\Delta$ and where $\tilde{\nu}$ is the nonlocal linear matrix operator with symbol $\tilde{\nu}(n)$ (when $F$ depends on $Nt$, the limit equations may include $\tilde{F}^1$ and $\tilde{F}^2$ resonant components). Clearly, when represented in Fourier modes, the operator $\tilde{B}$ in the right-hand side of (3.25) has coefficients $Q^{12}_{k\ell m}$ in (3.20) and the limit resonant equations are

$$
\partial_t w_n^{\ell} = \sum_{n_1 = k+m, n_2} Q^{12}_{k\ell m} w_{n_1}^{\ell} w_{n_2}^{\ell} - \tilde{A}_n w_n^{\ell} + \tilde{F}_n^{\ell},
$$

(3.26)

where $\tilde{A}_n = \tilde{\nu}(n)\dot{n}^2$ and the summation is over resonant terms. In equations (3.26) $\tilde{F}_n^{\ell} = \tilde{F}_{QG, n}$ for $\ell = 0$ and $\tilde{F}_n^{\ell}$ in the appropriate component of $\tilde{F}_{AG, n}$ for $\ell = 1, 2$. Projecting (3.26) on the QG mode (with $\ell = 0$) and projecting to the ageostrophic subspace we obtain separately the equations for QG and AG components. In this paper we usually consider the case $F_{AG}$ non-resonant.

We note that projection of (3.25) on QG mode (which corresponds to zero eigenvalue of the linear problem) leads to the additional constraint $\omega_m' = 0$. Then the conditions $\pm \omega_k' \pm \omega_m' = 0$ and $\omega'_m = 0$ reduce to 2-wave interactions $\omega_k = \omega_m$. For $\eta \neq 1$ the condition $\omega_k = \omega_m$ is equivalent to the condition $|k'|/|k| = |\dot{n'}'|/|\dot{n'}|$ (equivalently, $\phi_k = \phi_m$; see (3.4)). Clearly, the asymptotic limit equations (3.25) projected on QG mode involve only the coefficients $Q^{12}_{k\ell m}$ with $\ell = 0 (n = k + m)$. One trivial solution of $\omega_k' = \omega_m'$ is $\omega_k' = \omega_m' = 0$ which corresponds to the QG coefficient $Q_{k\ell m}^{000}$. An important observation is that other terms involving the coefficients $Q_{k\ell m}^{1\ell m}$ ($\ell_1 \neq 0$ or $\ell_2 \neq 0$) in equation (3.25) are annihilated for all $n, m$ when the resonance condition $\phi_k = \phi_m$ is used (see BMN [6, 11]). Therefore the quasigeostrophic component of the resonant equation (3.25) completely decouples. This fact was proved in BMN [6, 11] by direct computation and also proved by Embid and Majda [26] using Ertel’s theorem.
The quasi-geostrophic equation (2.13) is given by
\[
\partial_t w^0_n = B_0(w^0, w^0)_n - A^G_n w^0_n + \tilde{F}_G, n, B_0(w^0, w^0)_n = -i \sum_{k+m=n} Q^0_{kmn} w^0_k w^0_m. \tag{3.27}
\]

We introduce variables \( \tilde{q}, \tilde{U}_G, \tilde{\Psi}^0 \) (quasi-geostrophic potential, velocity and stream function)
\[
\tilde{q}_m = \omega_m |\tilde{n}| w^0_m, \quad \tilde{U}_k = [-k_2/a_2, k_1, 0, 0] \tilde{\Psi}^0_k, \quad \tilde{\Psi}^0_k = \tilde{q}_k/(\omega^2_k |\tilde{k}|^2). \tag{3.28}
\]
Recalling that \( \omega^2_k |\tilde{k}|^2 = |\tilde{k}|^2 + \eta^2 \tilde{k}_3^2, \eta = f/N \), we have the familiar formula which relates \( \tilde{\Psi}^0 \) and \( \tilde{q} \) in physical space
\[
-(\nabla^2 + \eta^2 \partial_3^2) \tilde{\Psi}^0 = \tilde{q}. \tag{3.29}
\]
Using (3.28), equation (3.27) can be written in the form:
\[
\partial_t \tilde{q}_n = -i \sum_{k+m=n} (\tilde{U}_k \cdot m) \tilde{q}_m - A^G_n \tilde{q}_n + \omega_n |\tilde{n}| \tilde{F}_G, n, \tag{3.30}
\]
\( \tilde{q}(t, x) \) obeys in physical space the 3D quasi-geostrophic equations (see Bourgeois and Beale, [19], for inviscid case) where the viscous dissipation operator \( A^G \) is linear pseudodifferential operator which in Fourier representation is multiplication by \( A^G \nu = \nu_Q(n)|n|^2, \nu_Q(n) \) given by (3.22).

Thus, in the asymptotic limit equation (3.25) \( w = (w^0, w^1, w^2) \) splits into the limit quasi-geostrophic field \( w^0(t) = w^0_Q \) satisfying (3.27) and found independently and into ageostrophic component \( w^A = (w^1, w^2) \) which satisfies in general equations of the type:
\[
\partial_t w^A = B_2(w^0_Q(t), w^A) + B_3(w^A, w^A) - A^G w^A + \tilde{F}_A. \tag{3.31}
\]
And in Fourier representation:
\[
\partial_t w^A_{\kappa, n} = \sum_{k+m=n, i_1, i_2, i_3: w^i_k + w^i_m + w^i_n = 0} Q^i_{kmn} w^i_k w^i_m - \nu_A(n)|\tilde{n}|^2 w^i_n + \tilde{F}^i_{A, n}, \tag{3.32}
\]
where \( i_3 \neq 0, i_1, i_2 = 0, 1, 2 \). These are the “3\( \frac{1}{2} \)-dimensional” limit resonant equations in the Craya basis for the ageostrophic component \( w^A = (w^1, w^2) \).

4. Global regularity of the limit resonant equations

In this section we prove global regularity of the limit resonant “3\( \frac{1}{2} \)-dimensional” primitive Navier-Stokes equations for all domain aspect ratios and all 3-waves resonances. The limit resonant operator \( \tilde{B} \) inherits properties of the operator \( B \). This statement follows from the following

**Lemma 4.1.** Let \( (u, v, w) \in H_{3/4} \times H_{3/4} \times H_1 \) given in Craya basis. Then
\[
(\tilde{B}(u, v), w) = \lim_{N \to \infty} \frac{1}{2\pi} \int_0^{2\pi} (B(Ns, u, v), w) ds. \tag{4.1}
\]
Here \( u, v \) and \( w \) denote generic time-independent vectors in Craya basis.
Proof. We introduce projections \( \pi_R \) on finite-dimensional subspace of Fourier modes with \(|n| \leq R\). We fix \((u, v, w) \in H_{3/4} \times H_{3/4} \times H_1\). We put \( u_R = \pi_R u \) and similarly for \( v \) and \( w \). Clearly,

\[
\begin{align*}
(B(Nt, u, v), w) - (\hat{B}(u, v), w) &= [(B(Nt, u, v), w) - (B(Nt, u_R, v_R), w_R)] \\
&+ [(B(Nt, u_R, v_R), w_R) - (\hat{B}(u_R, v_R), w_R)] \\
&+ [(\hat{B}(u_R, v_R), w_R) - (\hat{B}(u, v), w)].
\end{align*}
\]

The operators \( B \) and \( \hat{B} \) are continuous on \( H_{3/4} \times H_{3/4} \times H_1 \). Moreover, since the unitary Poincaré propagator \( E(Nt) \) preserves all Sobolev norms, the operator \( B(Nt, u, v) \) is continuous uniformly in \( Nt \). Therefore, the first and third brackets in the right-hand side tend to zero as \( R \to \infty \). Let \( \epsilon > 0 \), we find such \( R \) that the absolute values of the first and third brackets are less than \( \epsilon \).

After that we consider the second bracket

\[
\begin{align*}
&[(B(Nt, u_R, v_R), w_R) - (\hat{B}(u_R, v_R), w_R)] = \\
&(B(Nt, u_R, v_R) - \hat{B}(u_R, v_R), w_R) = (B_{osc}(Nt, u, v), w_R).
\end{align*}
\]

Since \( B_{osc} \) contains only non-resonant terms, we obtain integrating by parts like in [8,14] that

\[
\frac{1}{2\pi} \int_0^{2\pi} (B_{osc}(Ns, u, v_R), w_R) ds = O(1/N) \to 0 \text{ as } N \to \infty.
\]

Therefore, the integrals of all three brackets are less than \( \epsilon \) when \( N \) is large, and the lemma is proven.

Corollary 4.1. Let \( \sigma \geq 1 \) and \( w \) be the Craya vector variable, \( w = (w^0, w^1, w^2) \) (\( w^0 \) corresponds to QG modes and \( w^1, w^2 \) correspond to AG modes). Then

\[
(\hat{B}(w, (-\Delta)^{\sigma/2} w), (-\Delta)^{\sigma/2} w) = 0. \quad (4.2)
\]

Proof. From Lemma 4.1, it suffices to prove the similar identity for the general operator \( B(Nt, v, v) \) in equations (3.18)-(3.20) for the non-averaged equations (3.20) written in Fourier space in the Craya basis. Using equation (3.13)

\[
\begin{align*}
(B(Nt, v, (-\Delta)^{\sigma/2} v), (-\Delta)^{\sigma/2} v) &= \sum_{k+m+n=0, t_1, t_2, t_3, l=1} c_l \exp(iD_l(k, m, n)Nt)Q_{k,m,n}^{t_1 t_2 t_3} v_{m, n, l}^{t_1 t_2 t_3} v_{m, n, l}^{t_1 t_2 t_3} \\
&= \sum_{k+m+n=0, t_1, t_2, t_3, l=1} c_l \exp(iD_l(k, m, n)Nt)(q_{t_1} \cdot \vec{m})(q_{t_2} \cdot q_{t_3} n)|\vec{m}|^\sigma |\vec{n}|^\sigma v_{m, n, l}^{t_1 t_2 t_3} \\
&= \sum_{k+m+n=0, t_1, t_2, t_3, l=1} c_l \exp(iD_l(k, m, n)Nt)(q_{t_1} \cdot \vec{m})(q_{t_3} n \cdot q_{t_2} m)|\vec{m}|^\sigma |\vec{n}|^\sigma v_{m, n, l}^{t_1 t_2 t_3} \\
&= -\sum_{k+m+n=0, t_1, t_2, t_3, l=1} c_l \exp(iD_l(k, m, n)Nt)(q_{t_1} \cdot (\vec{k} + \vec{m}))(q_{t_3} n \cdot q_{t_2} m)|\vec{m}|^\sigma |\vec{n}|^\sigma v_{m, n, l}^{t_1 t_2 t_3} \\
&= -\sum_{k+m+n=0, t_1, t_2, t_3, l=1} c_l \exp(iD_l(k, m, n)Nt)(q_{t_1} \cdot \vec{m})(q_{t_3} n \cdot q_{t_2} m)|\vec{m}|^\sigma |\vec{n}|^\sigma v_{m, n, l}^{t_1 t_2 t_3} \\
&= -\sum_{k+m+n=0, t_1, t_2, t_3, l=1} c_l \exp(iD_l(k, m, n)Nt)(q_{t_1} \cdot \vec{m})(q_{t_3} n \cdot q_{t_2} m)|\vec{m}|^\sigma |\vec{n}|^\sigma v_{m, n, l}^{t_1 t_2 t_3} \\
&= -(B(Nt, v, (-\Delta)^{\sigma/2} v), (-\Delta)^{\sigma/2} v) \quad (4.3)
\end{align*}
\]

where in the above sum we interchanged indices \( m \) and \( n \), \( t_2 \) and \( t_3 \) and used the divergence free condition \( \vec{k} \cdot q_{t_1} = 0 \). Here \( c_l \) are absolute constants indexed by \( t_1, t_2, t_3 \) with values \( \pm 1/8 \) (cf. (3.17), (3.19)). We use
(E(Nt)) = E(−Nt) to ensure symmetry of the terms (E(−Nt)v)m and (E(−Nt)v)n. Then from (4.3) we have

\[(B(Nt, v, (−Δ)^{σ^2/v})(−Δ)^{σ^2/v}) = 0.\]  (4.4)

Equation (4.2) follows from (4.4) and Lemma 4.1.

We follow with the estimate for the resonant operator $\tilde{B}(w, w)$ in Craya basis:

**Corollary 4.2.** Let $σ ≥ 1$ and $w$ be the Craya vector variable. Then

\[|(\tilde{B}(w, w), (−Δ)^{σ}w)| ≤ C_B \sum_{k+m+n=0, ±ω^*_k ± ω^*_m ± ω^*_n} |\vec{k}| |w_k||\vec{n}| |w_m||\vec{n}| |w_n|.\]  (4.5)

**Proof.** Recall that the Craya basis vectors $q^s$ are normalized with norm one. We first prove such an estimate for the non-resonant general operator $B(Nt, v, v)$ for every fixed $t$ (but without the restriction $±ω^*_k ± ω^*_m ± ω^*_n = 0$).

We have using (4.4) with $a = 1$

\[|(B(Nt, v, v), (−Δ)v)| = \sum_{k+m+n=0; i_1, i_2, i_3; i_1, i_2, i_3=1,...,8} c_i \exp(iDi(k, m, n)Nt)(q_{i_1k} \cdot \vec{n})(q_{i_2m} \cdot q_{i_3n})|\vec{n}|^2 v_{i_1k}^{|v_{i_2m}|^2 v_{i_3n}^{|v|} \cdot |v_m| |v_n| |v_n|.\]  (4.6)

Note that $||\vec{n}|| - |\vec{n}| = ||\vec{k} + \vec{n}| - |\vec{n}| ≤ 7|\vec{k}|$, to get:

\[|(B(Nt, v, v), (−Δ)v)| ≤ C_B \sum_{k+m+n=0} |\vec{k}| |v_k||\vec{n}| |v_m||\vec{n}| |v_n|.\]  (4.7)

The same estimate follows for $\tilde{B}(w, w)$, from the skew-symmetry Corollary 4.1 and from averaging equation (4.6); this only further restricts $k, m, n$ interactions to the set $±ω^*_k ± ω^*_m ± ω^*_n = 0$ where $ω^*_n = 0$ for quasi-geostrophic modes and $ω^*_n = ω_n$ for ageostrophic modes, and similarly for $k, m$. In equation (3.20), the resonant operators $\tilde{O}^{i_1i_2i_3}_{kmn}$ are first order Fourier integral operators. Then for $\tilde{B}(w, w)$ we obtain:

\[|(\tilde{B}(w, w), (−Δ)w)| ≤ C_B \sum_{k+m+n=0, ±ω^*_k ± ω^*_m ± ω^*_n} |\vec{k}| |w_k||\vec{n}| |w_m||\vec{n}| |w_n|.\]  (4.8)

**Remark 4.1.** Since $w_{AG}$ is orthogonal to $w_{QG}$ (orthogonality of the $q^s$) and from the skew-symmetry of $B_2$ proven in [12] we also have:

\[(B_3(w_{AG}, (−Δ)^{σ^2/w_{AG}}), (−Δ)^{σ^2/w_{AG}}) = 0\]  (4.9)

and the estimate (4.8) is valid for $|(B_2(w_{QG}, w_{AG}) + B_3(w_{AG}, w_{AG}), (−Δ)w_{AG})|$.  

**Remark 4.2.** The above estimate (4.8) will be used together with the Lemma 4.2 on restricted convolutions to obtain the global regularity in $H_1$ for equations (3.25–3.26).

We recall some facts on the geometry of resonances (see [12]). We denote

\[η = f/N, θ_1 = 1/a^2, θ_2 = 1/a^2, θ_3 = 1/a^3.\]  (4.10)

Let $K$ denote the set of resonant wavenumbers $k, m, n$ for given $η, a_1, a_2, a_3$:

\[K = \{±ω^*_k ± ω^*_m ± ω^*_n = 0\}\]  (4.11)
where $\omega'_n = 0$ for QG modes and $\omega'_n = \omega_n$ for AG modes and similarly for $k$ and $m$. We also define the set of strict 3-waves resonances

$$K^* = \{ \pm \omega_k \pm \omega_m \pm \omega_n = 0, \omega_k \omega_m \omega_n \neq 0 \}.$$  

(4.12)

For non-generic values of these parameters, the limit inviscid equations for the ageostrophic field $w_{AG}$ are nonlinear:

$$\partial_t w_{AG} = B_2(w_{QG}(t), w_{AG}) + B_3(w_{AG}, w_{AG});$$

(4.13)

$$B_3(w_{AG}, w_{AG}) = \sum_{\pm \omega_k \pm \omega_m \pm \omega_n = 0 \atop k + m + n = 0 \atop \xi_1, \xi_2 = 1 \text{ or } 2} Q^3_{kmn} \tilde{w}_k \tilde{w}_m,$$

the coefficients $Q^3_{kmn}$ can easily be computed in the Craya cyclic basis and are not detailed in this section for conciseness sake. For $B_3$, the domain of summation is determined by the set $K^*$ of strict 3-wave resonances. This set is defined by condition $\pm \omega_k \pm \omega_m \pm \omega_k = 0$ where $\omega_n, \omega_m, \omega_k \neq 0$ depends on $(\eta, 1/a_2, 1/a_3) = (\eta, \theta_2, \theta_3)$; that is $K^* = K^*(\eta, \theta_2, \theta_3)$ ($\theta_1 = 1$ without loss of generality). For every fixed $\theta_2 = 1/a_2$ and $\theta_3 = 1/a_3$, the set $K^*(\eta, \theta_2, \theta_3)$ is not empty when $\eta \in \Theta^*(\theta_2, \theta_3)$; the singular set $\Theta^*(\theta_2, \theta_3)$ is countable. We call it a strict 3-wave resonant set. When $\eta \in \Theta^*(\theta_2, \theta_3)$ is strictly resonant, $B_3$ is non-zero and depends strongly on $\eta$; the sets $K^*(\eta, \theta_2, \theta_3)$ with different, but close $\eta$ do not intersect (a nontrivial result from the study of the small divisor problem, cf. [12]). This implies that the operator $B_3$ depends on resonant $\eta$ discontinuously, at every point $\eta \in \Theta^*(\theta_2, \theta_3)$ is a point of discontinuity of the operator $B_3$. Since $B_3$ is not zero, solutions of the limit system with general initial data discontinuously depend on $\eta$ as well. As solutions of the original 3D primitive equations depend on $\eta$ continuously (on a small time interval $[0,T_1]$), the convergence to solutions of the limit equations cannot be uniform in $\eta, a_2, a_3$. When $(k, m, n) \notin K^*$ (i.e. $\eta \notin \Theta^*$), only the catalytic operator $B_2$ is present. We refer to [10,12] and [15] for an extensive study of the analytic form and properties of $B_2$.

We present new estimates for the nonlinear $2^\frac{1}{2}$-dimensional operator $B_3$ corresponding to strict 3-waves resonances which do ensure global existence of strong solutions of the limit ageostrophic viscous equations (3.31–3.32) and, consequently, equations (3.25–3.26) for all domain parameters and all 3-waves resonances. The following theorem which will be proven below provides the main estimate for the resonant operator $B_3$ for the ‘worst’ case of all interactions on the “$2^\frac{1}{2}$-dimensional” interaction manifold $K^*$:

**Theorem 4.1.** Let $w_{AG}(x_1, x_2, x_3) \in H_2$ (Sobolev space of periodic vector fields with zero mean). Then the following estimate holds

$$|(B_3(w_{AG}, w_{AG}), (-\Delta)w_{AG})| \leq C_{III}||w_{AG}||_2||w_{AG}||^2.$$  

(4.14)

**Remark 4.3.** Estimate (4.14) is of the same type as the classical estimate of Ladyzhenskaya [36] in the two-dimensional case with Dirichlet boundary conditions. For the periodic boundary conditions in 2D it is well-known that the analog to the left hand side of (4.14) is identically zero ([23]). Of course, in (4.14) the divergence free vector field $w_{AG}(x_1, x_2, x_3)$ and the Sobolev spaces $H_\alpha$ are three-dimensional with space variables $x_1, x_2$ and $x_3$.

From the estimate (4.14) we immediately obtain in a standard way (cf. [16,23,48,49]) (note that if the force $F(t, x)$ in the original equation does not depend on $N$ and $f = 2\Omega$, then $\tilde{F}_{AG} = 0$):

**Theorem 4.2.** Let $\nu_1, \nu_2 > 0$, $\nu = \min(\nu_1, \nu_2)$, $||w_{AG}(0)||_\alpha \leq M_\alpha$, $1 \geq \alpha > 3/4$; $\tilde{F}_{AG}$ satisfies (4.15) with $\alpha = 1$:

$$\sup_T \int_T^{T+1} ||\tilde{F}_{AG}||_{\alpha-1}^2 \, dt \leq M_{\alpha}^2.$$  

(4.15)
Then there exists a unique regular solution \( w_{AG}(t) \) of “2\( \frac{1}{2} \)-dimensional” primitive Navier-Stokes (3.31-3.32), \( \|w_{AG}(t)\|_1 \leq M'_1(\nu, M_{1F}, M_\alpha, a_1, a_2, a_3) \) for all \( t \geq 0 \).

**Proof.** A local regularity solution to the “2\( \frac{1}{2} \)-dimensional” equations (3.31–3.32) exists on a small interval of time \( 0 \leq t \leq t_1 \) (see BMN \[8\]) and belongs to \( H_1 \) for \( 0 < t < t_1 \) thanks to the smoothing property which follows from

\[
\frac{\nu_{AG}}{2} \int_0^t \|w_{AG}\|_{1+\gamma}^2 + \|w_{AG}(t)\|_{1+\gamma}^2 \leq C(t), \quad 0 \leq t < t_1.
\]  
(4.16)

Therefore, it is sufficient to consider \( \gamma = 1 \).

Multiplying equation (3.31) for \( w_{AG} \) by \( (-\Delta)w_{AG} \) we obtain

\[
\partial_t \|w_{AG}\|_1^2 = -2\nu_{AG}\|w_{AG}\|_2^2 + 2(B_3(w_{AG}, w_{AG}), (-\Delta)w_{AG}) \\
+ 2(B_2(w_{QG}, w_{AG}), (-\Delta)w_{AG}) + 2(\mathcal{F}_{AG}, (-\Delta)w_{AG}).
\]  
(4.17)

For the 3-wave resonant operator \( B_3(w_{AG}, w_{AG}) \) we have from Theorem 4.1

\[
|(B_3(w_{AG}, w_{AG}), (-\Delta)w_{AG})| \leq C_{II}\|w_{AG}\|_2\|w_{AG}\|_1^2.
\]  
(4.18)

We have according to \[12\]

\[
|(B_2(w_{QG}, w_{AG}), (-\Delta)w_{AG})| \leq C_{II}\|\tilde{U}_{QG}\|_1\|w_{AG}\|_1^2
\]  
(4.19)

where the QG velocity \( \tilde{U}_{QG} \) was defined in equation (3.28). Estimates for the viscous QG equation are derived in \[12\]. Using the above estimates, a standard Gronwall inequality yields the estimate in \( H_1 \) for all \( t \), and uniqueness of the solutions \( w_{AG} \) follows in a standard way (cf. \[23,49\]). Theorem 4.2 is proven.

**Remark 4.4.** Using Theorems 4.1 and 4.2 one can develop regularity theory for solutions of “2\( \frac{1}{2} \)-dimensional” Navier-Stokes equations in \( H_{\gamma}, \gamma > 1 \) spaces. This is done similar to the well-known higher regularity theory for sufficiently regular solutions of three-dimensional Navier-Stokes equations (see Temam \[49\]).

Now we prove Theorem 4.1; it is based on the following Lemma on Restricted Convolutions. Here without loss of generality we put \( \theta_1 = \theta_2 = \theta_3 = 1 \).

**Lemma 4.2 (Lemma on Restricted Convolutions).** Let \( \chi(k, m, n) \) be the characteristic function of some set \( K^* \) in \((\mathbb{Z}^3)^3\) such that \( \chi(k, m, n) = \chi(m, k, n) = \chi(k, n, m) \) is symmetric. Let \( \alpha \geq 0, \beta \) fixed and

\[
\sup_n \sum_{k, k+m+n=0, k \in \Sigma_i} \chi(k, m, n)|k|^{-\alpha} \leq C_0 2^{i\beta}
\]  
(4.20)

for every \( i = 0, 1, 2, \ldots \) where

\[
\Sigma_i = \{k = (k_1, k_2, k_3) \mid 2^i \leq |k| < 2^{i+1}, |k| = \sqrt{k_1^2 + k_2^2 + k_3^2} \}.
\]  
(4.21)

Then for any sequence \( u_n \) with \( u_{(0,0,0)} = 0 \):

\[
\sum_{k+m+n=0} |u_k||u_m||u_n|\chi(k, m, n) \leq C \left( \sum_n |n|^{\beta}|u_n|^2 \right)^{1/2} \left( \sum_k |k|^{\alpha}|u_k|^2 \right)^{1/2} \left( \sum_m |u_m|^2 \right)^{1/2}
\]  
(4.22)

where \( C = 6\sqrt{2C_0} \).
Proof. Let $\alpha \geq 0$. We first give the proof for $\beta \geq 0$. Since the left sum in equation (4.22) is symmetric with respect to $k, m, n$

$$\sum_{k+m+n=0} |u_k u_m u_n| \chi(k, m, n) \leq 6 \sum_{k+m+n=0, |n| \geq |k| \geq |m|} |u_k u_m u_n| \chi(k, m, n)$$

(4.23)

and it is sufficient to take $k, m, n$ such that $|n| \geq |k| \geq |m|$. After that, we apply the technique of dyadic decomposition of Littlewood-Paley (Stein [46]). We estimate

$$S = \sum_{k+m+n=0, |n| \geq |k| \geq |m|} |u_k u_m u_n| \chi(k, m, n) = \sum_{i, n} |u_n| \sum_{k \in \Sigma_i, |n| \geq |k| \geq |m|} |u_k u_{-k-n}| \chi(k, -k - n, n).$$

Since $|n| \geq |k| \geq |m|$ and $k + m + n = 0$, we have $2|k| \geq |n| \geq |k|$. Therefore,

$$S \leq \sum_i \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} |u_n| \sum_{k \in \Sigma_i} |u_k u_{-k-n}| \chi(k, -k - n, n)$$

$$\leq \sum_i \left( \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} |u_n|^2 \right)^{1/2} \left( \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} \sum_{k \in \Sigma_i} |u_k u_{-k-n}|^2 |k|^\alpha \right)^{1/2} \left( \sum_{k \in \Sigma_i} |k|^{-\alpha} \chi(k, -k - n, n) \right)^{1/2}$$

$$\leq C_0^{1/2} \sum_i \left( \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} |u_n|^2 \right)^{1/2} \left( \sum_{m} \sum_{k \in \Sigma_i} |u_k u_m|^2 |k|^\alpha \right)^{1/2}$$

$$\leq C_0^{1/2} \sum_i \left( \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} |u_n|^{2 \beta_1} \right)^{1/2} \left( \sum_{m} \sum_{k \in \Sigma_i} |u_k|^2 |k|^\alpha \right)^{1/2} \left( \sum_{m} |u_m|^2 \right)^{1/2}.$$

Therefore,

$$S \leq C_0^{1/2} \sum_i \left( \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} |n|^\beta |u_n|^2 \right)^{1/2} \left( \sum_{k \in \Sigma_i} |u_k|^2 |k|^\alpha \right)^{1/2} \left( \sum_{m} |u_m|^2 \right)^{1/2}$$

$$\leq C_0^{1/2} \left( \sum_{n \in \Sigma_i \cup \Sigma_{i+1}} |n|^\beta |u_n|^2 \right)^{1/2} \left( \sum_{k \in \Sigma_i} \sum_{k \in \Sigma_i} |u_k|^2 |k|^\alpha \right)^{1/2} \left( \sum_{m} |u_m|^2 \right)^{1/2}$$

$$\leq (2C_0)^{1/2} \left( \sum_n |n|^\beta |u_n|^2 \right)^{1/2} \left( \sum_k |k|^\alpha |u_k|^2 \right)^{1/2} \left( \sum_m |u_m|^2 \right)^{1/2}.$$
Considering similarly other permutations of $|k|, |m|$ and $|n|$ we obtain (4.22) with $C = 6\sqrt{2C_0}$. The proof extends to $\beta < 0$ with a different constant $C$.

We note that one obtains similar results for general $\theta_1, \theta_2, \theta_3$ bounded away from 0 and $+\infty$. Then the constants depend on $\theta_1, \theta_2, \theta_3$.

**Proof of Theorem 4.1.** From Corollary 4.2 we obtain the following inequality

$$|(B_3(w_{AG}, w_{AG}), (-\Delta)w_{AG})| \leq C \sum_{k+m+n=0} |\vec{k}| |w_{AG,k}| |\vec{n}| |w_{AG,m}| |\vec{n}| |w_{AG,n}| \chi(k, m, n).$$  \hspace{1cm} (4.24)

Here $\chi(k, m, -n)$ is the characteristic function of the resonant set $K^*$ of strict three-wave resonances defined in (4.12). This set lies in the manifold of solutions of a polynomial equation $P(k, m, n) = 0$. Indeed, we have the identity (similarly, for other combinations of $+$ and $-$ signs):

$$1/(\omega_k + \omega_m - \omega_n) = \frac{(\omega_k + \omega_m + \omega_n)(-\omega_k + \omega_m + \omega_n)(-\omega_n + \omega_m + \omega_k)}{(\omega_k + \omega_m + \omega_n)(\omega_k - \omega_m + \omega_n)(-\omega_k + \omega_m + \omega_n)(\omega_k + \omega_m - \omega_n)}.$$

The denominator is $-P = ((\omega_k)^2 + (\omega_m)^2 - (\omega_n)^2) - 4(\omega_k)^2(\omega_m)^2$. $P$ is a polynomial of degree 2 of $\lambda = \eta^2$. We write $\omega_k$ in the form (see Eq. (3.4)):

$$\omega_k = \sqrt{\chi_k + \lambda(1 - \chi_k)}, \chi_k = \frac{|\vec{k}'|^2}{|\vec{k}|^2} = \frac{\phi_k^2}{4\eta^2}, 1 - \chi_k = \xi_k^2.$$

The polynomial takes the form (with $\lambda = \eta^2$) $P = P_2\lambda^2 + P_1\lambda + P_0$, where

$$P_2 = \chi_k^2 + \chi_m^2 + \chi_n^2 - 2\chi_k\chi_m - 2\chi_k\chi_n - 3 + 2(\chi_k + \chi_m + \chi_n);$$
$$P_1 = -2(\chi_k^2 + \chi_m^2 + \chi_n^2 - 2\chi_k\chi_m - 2\chi_k\chi_n + \chi_k + \chi_m + \chi_n)$$
$$P_0 = \chi_k^2 + \chi_m^2 + \chi_n^2 - 2\chi_k\chi_m - 2\chi_k\chi_n.$$

Instead of considering $P$ as a polynomial in $\eta^2$, we renormalize it as

$$\Pi(k, m, n) = |\vec{k}|^4 |\vec{n}|^4 |\vec{n}'|^4 P(k, m, n).$$  \hspace{1cm} (4.25)

where $\Pi$ is a homogeneous polynomial of degree 12 in the variables $k, m, n$ and $\eta$ is considered as a parameter. For given $\eta, \theta_1, \theta_2, \theta_3, \Pi(k, m, n) = 0$ is equivalent to $k, m, n \in K^*$ (vice-versa, fixing $k, m, n$ as parameters, and solving for $\eta$ as a function of $\theta_1 = 1, \theta_2, \theta_3$ defines the singular values of $\eta \in \Theta^*(\theta_2, \theta_3)$). It follows that for fixed $\eta, \theta_2, \theta_3, \Pi(k, -k - n, -n)$ is a polynomial of degree at most eight in $k_3$. The leading power in $k_3$ is:

$$-k_3^8(|n'|^2 + \eta^2 n_3^2)(3\eta^2 n_3^2 + (4\eta^2 - 1)|n'|^2),$$  \hspace{1cm} (4.26)

where $m$ was eliminated via $m = -k - n$. If this leading term (4.26) is not zero, there are at most eight $k_3$ satisfying $\Pi(k, -m - n, -n) = 0$ for given $k_1, k_2, n$; this holds provided that

$$3\eta^2 n_3^2 + (4\eta^2 - 1)|n'|^2 \neq 0.$$  \hspace{1cm} (4.27)

Note that if $n' = 0$, the condition (4.27) is trivially satisfied as $n \neq 0$. Also, the condition is satisfied whenever $4\eta^2 - 1 \geq 0$. If the condition (4.27) is not satisfied, i.e. if $n$ belongs to the manifold:

$$3\eta^2 n_3^2 + (4\eta^2 - 1)|n'|^2 = 0, n' \neq 0,$$

then we must verify that the polynomial $\Pi$ is not identically null. This is not trivial, as one verifies that the coefficient of $k_3^8$ is null under the condition (4.28). Under the latter condition the coefficient of $k_3^8$ reduces to:

$$k_3^8 \frac{|n'|^4}{\eta^2} (-4\eta^4 \frac{1 - 4\eta^2}{\eta^2} |n'|^2 + \frac{8(\eta^2 - 1)^3}{\eta^2} (|n'|^2 + |k'|^2))$$  \hspace{1cm} (4.29)
which is strictly negative whenever $0 < \gamma^2 \leq 1/4$ and $n' \neq 0$. Therefore, the polynomial $\Pi(k_3)$ does not vanish for any value of admissible parameters, for fixed $k_1, k_2, n$. Then there are at most eight $k_3$ satisfying $\chi(k, -k - n, -n) = 0$.

Now we estimate the sum in (4.20) with $\alpha = 1$ as follows

$$
\sum_{2^l \leq |k| < 2^{l+1}} (k_1^2 + k_2^2 + k_3^2)^{-1/2} \chi(k, -k - n, n) \leq \sum_{0 < |k'| < 2^{l+1}} (k_1^2 + k_2^2)^{-1/2} \leq C_0 2^l
$$

where $C_0$ is an absolute constant. The first 8 on the right hand side of the above inequality accounts for $k' = 0$. Therefore, the inequality (4.20) holds with $\alpha = 1$. Let $v_k = |k||w_{AG,k}|$ and similarly for $m$ and $n$. Since $\|v\|_{1/2} = \|w_{AG}\|_{3/2}$, $\|v\|_0 = \|w_{AG}\|_1$, equations (4.22–4.24) imply

$$
|\langle B_3(w_{AG}, w_{AG}), (-\Delta)w_{AG}\rangle| \leq c' \sum_{k+m+n=0} |w_k||v_m||v_n| \chi(k, m, n)
\leq c'C\|v\|_{1/2}^2|v_0| = c'C\|w_{AG}\|_1\|w_{AG}\|_{3/2}^2.
$$

After that we apply the interpolation inequality $\|w_{AG}\|_{3/2}^2 \leq \text{const}\|w_{AG}\|_1\|w_{AG}\|_2$ and obtain from (3.30) the estimate (4.14) (where the constant depends on $a_1, a_2, a_3$ in general case). This concludes the proof of Theorem 4.1.

We note that the operator $B_3$ is a bilinear convolution-type operator with the domain of summation $K^*$ given by (4.12) (the set of strict 3-waves resonances). The estimate (4.14) for $B_3$ is for the “worst case” of all interactions on the “$2\frac{1}{2}$-dimensional” interaction manifold $K^*$.

## 5. INFINITE TIME REGULARITY FOR FINITE LARGE $N$

In this section we establish global existence and regularity of solutions of equations (2.1) (hence (1.1–1.2)) for $N$ large enough, including the case of all 3-wave resonances, where $B_3(w_{AG}, w_{AG})$ is present in the limit equation (2.14). The proof of global regularity of 3D “primitive” Navier-Stokes equations (2.1) for resonant domains presented in this paper relies on the global regularity of the “$2\frac{1}{2}$-dimensional” limit nonlinear Navier-Stokes equations (2.14, 3.31, 3.32) and techniques for convergence theorems as $N \to \infty$ developed in [3,8,12]. We impose in our regularity theorems only an integral regularity condition on the forcing term $F^\dagger$ of the type (where $F_4$ was rescaled as in Sect. 2)

$$
\sup_T \int_T^{T+1} \|F_t^\dagger\|_{\alpha-1}^2 dt \leq M_{\alpha F}^2.
$$

where $\alpha > 1/2$.

In BMN [5,8,12] we proved the regularity of solutions for smooth enough initial data $U^\dagger(0)$ and forcing term $F^\dagger$ for almost all aspect ratios (no strict 3-wave resonances were allowed in these regularity theorems). Now we prove the regularity for all aspect ratios and all 3-waves resonances. Also, following Avrin and BMN [3] we relax the smoothness conditions on $U^\dagger(0, x)$ and $F^\dagger(t, x)$ using a simple argument based on our previous results on equations with smooth data and using approximation of the data by smooth functions. In fact, we show that we can extend our previous results with very smooth initial data and forcing terms to non-smooth case by continuity. First, we replace $U^\dagger(0)$ and $F^\dagger$ respectively by smooth initial data $U^\dagger_s(0) \in H_\sigma$ and force $F^\dagger_s(t)$ with $F^\dagger_s(t) \in H_\sigma, \partial_t F^\dagger_s(t) \in H_\sigma, \sigma > \alpha + 4$, which are close to $U^\dagger(0)$ and $F^\dagger$. Namely, for approximation of initial data

$$
\|U^\dagger(0) - U^\dagger_s(0)\|_\alpha \leq \epsilon.
$$

(5.2)
Further, we assume that $F^\dagger$ is approximated by $F_s^\dagger$. We denote $F' = F^\dagger - F_s^\dagger$ and assume
\[
\sup \int_T^{T+1} \|F'\|^2_{\alpha-1} dt \leq \epsilon^2
\] (5.3)
with $\alpha > 1/2$.

Of course norms in $H_\sigma, \sigma > \alpha + 4$ of approximations $U_\sigma^\dagger(0)$, $F_s^\dagger$ and $\partial_t F_s^\dagger$ tend to infinity as $\epsilon \to 0$, but they are bounded for every non-zero $\epsilon$. Using results of [8] we will find a solution $U_\sigma^\dagger(t)$ of (2.1) with mollified data which satisfies $\epsilon$-independent estimates in $H_\alpha$ for large $N$ (see Theorem 5.2 below). The solutions $U_\sigma^\dagger, U^\dagger$ satisfy equations of the form
\[
\partial_t U^\dagger(t) = B(U^\dagger, U^\dagger) + \nu \Delta U^\dagger - NP^\dagger MP^\dagger U^\dagger + F^\dagger
\] (5.4)
with the same bilinear operator $B$ and different (but close) initial data. In the above equations $\nu = \text{diag}(\nu_1, \nu_1, \nu_1, \nu_2)$ is the viscosity matrix, $P^\dagger = (P, \text{Id})$ where $P$ is the Leray projection operator. The difference $\Xi(t) = U^\dagger(t) - U_\sigma^\dagger(t)$ satisfies the equation
\[
\partial_t \Xi(t) = B(\Xi, U_s^\dagger) + B(U_s^\dagger, \Xi) + B(\Xi, \Xi) + \nu \Delta \Xi - NP^\dagger MP^\dagger \Xi + F^\dagger,
\] (5.5)
with a small forcing term $F' = F^\dagger - F_s^\dagger$, and small initial data $\Xi(0)$.

**Theorem 5.1.** Let $\alpha > 3/4, \nu_1, \nu_2 > 0, T_0 > 0$. Let (5.2–5.3) hold and
\[
\|U_s^\dagger(t)\|_\alpha \leq M_{s, \alpha}, 0 \leq t \leq T_0, \nu \int_0^{T_0} \|U_s^\dagger(t)\|^2_{\alpha+1} \leq M_{s, \alpha}^2;
\] (5.6)
let $\epsilon \leq \epsilon_0$, where $\epsilon_0$ depends on $M_{s, \alpha, \nu, T_0}$. Then a regular solution $\Xi$ of equation (5.5) exists and
\[
\|\Xi(t)\|_\alpha \leq C_0 \epsilon, 0 \leq t \leq T_0; \nu \int_0^{T_0} \|\Xi(t)\|^2_{\alpha+1} \leq C_0^2 \epsilon^2.
\] (5.7)
where $C_0$ depends on $M_{s, \alpha, \nu, \nu}; \nu = \min(\nu_1, \nu_2)$.

For the proof of Theorem 5.1 we refer to [12,14].

We now sketch the existence theorem for equation (2.1) with smooth in $H_\sigma$ initial data extending the results of [12] to cover 3-wave resonance operator.

**Theorem 5.2.** Let $\eta = f/N$ and the domain parameters $a_1, a_2$ and $a_3$ be arbitrary and fixed; let $\alpha > 3/4, \nu_1, \nu_2 > 0, \sigma > \alpha + 4, T_0 > 0$ and let $U_s^\dagger(t)$ be a solution of (2.1) with smooth initial data and forcing term such that
\[
\|U_s^\dagger(0)\|_\alpha \leq M_{\alpha, F}, \nu \int_0^{T_0} \|F_s^\dagger\|^2_{\alpha-1} dt \leq (M_{\alpha F})^2 ;
\] (5.8)
\[
\|U_s^\dagger(0)\|_\sigma \leq M_{\sigma, F}, \nu \int_0^{T_0} \|F^\dagger\|^2_{\sigma-1} dt \leq (M_{\sigma F})^2, \nu \int_0^{T_0} \|\partial_t F_s^\dagger\|^2 dt \leq (M_{\sigma F})^2.
\] (5.9)
Then for every \( N \geq N_0(M_\alpha, M_{aF}, M_{\alpha F}, \nu, a_1, a_2, a_3) \), there exists a unique solution \( U^\dagger(t) \) to equation (2.1) for \( 0 \leq t \leq T_0 \) such that
\[
\|U^\dagger(t)\|_\alpha \leq M'_\alpha, \quad 0 \leq t \leq T_0,
\]
\[
\nu \int_0^{T_0} \|U^\dagger(t)\|_{\alpha+1}^2 dt \leq (M'_\alpha)^2
\]
where \( M'_\alpha \) depends only on \( M_\alpha, M_{aF}, \nu, a_1, a_2, a_3, T_0; \nu = \min(\nu_1, \nu_2) \).

For the proof we refer to [12] and [14]; note that in [12], the “2\frac{1}{2}-dimensional” case was not included, in contrast to [14].

We now conclude with the existence and regularity theorem for less smooth \( U^\dagger(0) \) and \( F^\dagger, \) by bootstrapping local existence with the help of Theorems 5.1 and 5.2.

**Theorem 5.3.** Let \( \eta = f/N \) and the domain parameters \( a_1, a_2, a_3 \) be fixed but arbitrary. Let \( \nu_1, \nu_2 > 0, \nu = \min(\nu_1, \nu_2), \alpha > 3/4 \) and the condition (5.1) on the force \( F^\dagger(t, x) \) holds. Let
\[
\|U^\dagger(0)\|_\alpha \leq \tilde{M}_\alpha,
\]
and \( N \) be large: \( N \geq N_1(\tilde{M}_\alpha, M_{aF}, \nu, a_1, a_2, a_3) \). Then solutions of the 3D rescaled primitive Navier-Stokes system (2.1) (hence (1.1–1.2)) are regular for all \( t \geq 0 \), and
\[
\|U^\dagger(t)\|_\alpha \leq \tilde{M}_\alpha \quad \text{for all} \quad t \geq 0.
\]

**Proof.** First, we have a regular solution \( U^\dagger(t) \in H_\alpha \) with \( \|U^\dagger(t)\|_\alpha \leq M_\alpha(\tilde{M}_\alpha, M_{aF}, \nu) \) on a small time interval \([0, T_\alpha], T_\alpha = T_\alpha(\tilde{M}_\alpha, M_{aF}, \nu) \). We consider the case \( 3/4 < \alpha \leq 1 \). We have the energy estimate for regular solutions:
\[
\|U^\dagger(t)\|_0 \leq M_0(\tilde{M}_\alpha, M_{aF}, \nu) \quad \forall t \geq 0
\]
\[
\nu \int_T^{T+\tau} \|U^\dagger(t)\|_0^2 dt \leq M_0^2 \forall T \geq 0; \ 0 \leq \tau \leq 1,
\]
where \( \nu = \min(\nu_1, \nu_2) \).

**Remark 5.1.** Uniform boundedness of the energy for the condition (5.1) on \( F^\dagger(t, x) \) follows from the usual Gronwall inequality estimate:
\[
\|U^\dagger(t)\|_0^2 \leq \|U^\dagger(0)\|_0^2 e^{-\nu_1 t} + \frac{1}{\nu \lambda_1^2} \int_0^t e^{-\nu_1 (t-s)} \|F^\dagger(s)\|_\alpha^2 ds,
\]
and
\[
\|U^\dagger(t)\|_0^2 \leq \|U^\dagger(0)\|_0^2 e^{-\nu_1 t} + \frac{M_{aF}^2}{\nu \lambda_1^2} \frac{1}{1 - e^{-\nu_1}}
\]
whence
\[
M_0^2 = C^2_\alpha \tilde{M}_\alpha^2 + M_{aF}^2 \left(1 + \frac{1}{\nu \lambda_1^2 (1 - e^{-\nu_1})}\right).
\]
Here \( C_\alpha \) is embedding constant from \( H_0 \) to \( H_\alpha \) and \( \lambda_1 \) is the first eigenvalue of the Stokes operator.

For every \( t \geq \tau \), equation (5.13) implies that on every interval \([t - \tau, t]\) including \( t = \tau \), we have a point \( t^* \) for which:

\[
||U^\dagger(t^*)||_1 \leq M_0/\sqrt{\nu \tau}.
\]

From now on, we choose \( \tau = T_\alpha \), local existence time defined above. For every \( t \geq T_\alpha \), we take \( U^\dagger(t^*) \) as new initial data, with \( t - T_\alpha \leq t^* \leq t \). To prove that the solution is uniformly bounded in \( H_\alpha \) for all \( t \geq T_\alpha \), it suffices to derive uniform bound for \( t \in [t^*, t^* + T_\alpha] \), with the help of Theorems 5.1 and 5.2; in both theorems we set \( T_0 = T_\alpha \). At \( t = t^* \), the initial condition (5.8) of Theorem 5.2 becomes:

\[
M_\alpha = C_{\alpha,1} M_0/\sqrt{\nu T_\alpha},
\]

\( C_{\alpha,1} \) embedding constant from \( H_\alpha \) to \( H_1 \).

Approximating the force \( F^\dagger(t) \), \( \partial_t F^\dagger(t) \) and initial data \( U^\dagger(t^*) \) by smooth functions \( F^\dagger_s(t) \), \( \partial_t F^\dagger_s(t) \), \( U^\dagger_s(t^*) \) in \( H_\alpha \) we obtain that

\[
||\Xi(t^*)||_\alpha = ||U^\dagger(t^*) - U^\dagger_s(t^*)||_\alpha \leq \epsilon, ||\Xi(t^*)||_\sigma \leq M_\epsilon.
\]

Moreover, the inequality (5.3) holds and, with \( F' = F^\dagger - F^\dagger_s \):

\[
||F'(t)||_\sigma \leq M_\epsilon, ||\partial_t F'(t)||_\sigma \leq M_\epsilon, t^* \leq t \leq t^* + T_\alpha
\]

where \( M_\epsilon \) depends on \( M_\alpha, M_{\alpha F} \) and \( \epsilon \) only; of course, \( M_\alpha \) in (5.17) depends on the original \( \bar{M}_\alpha \), and \( M_{\alpha F}, \nu, a_1, a_2, a_3 \). We choose \( \epsilon \) so small that we have by Theorem 5.1 (where \( M_{\alpha F} \) is replaced by \( M_{\alpha F} \)) a regular solution \( \Xi(t) \) on \([t^*, t^* + T_\alpha] \) which is bounded in \( H_\alpha \) by 1 when the initial data are in \( H_\alpha \). After that we consider the Navier-Stokes equations with smooth initial data \( U^\dagger_s(t^*) \) and force \( F^\dagger_s \) which satisfy (5.9) for \( t^* \leq t \leq t^* + T_\alpha \).

The \( H_\sigma \)-norms of these smooth functions are bounded by (a possibly large) constant \( M_\epsilon \) depending on this fixed \( \epsilon \) and \( M_\alpha \) (hence \( \bar{M}_\alpha \), \( M_{\alpha F} \)). After that we choose \( N \geq N_1(\epsilon, M_\alpha, M_{\alpha F}) \) so large that we have (5.10) and (5.11) for solutions \( U^\dagger_s(t) \) of equations with smooth data. By (5.10) and (5.7) with \( C_0 \epsilon \leq 1 \) we have

\[
||U^\dagger(t)||_\alpha \leq ||U^\dagger_s(t)||_\alpha + ||U^\dagger(t) - U^\dagger_s(t)||_\alpha \leq M'_\alpha + 1 \text{ with } M'_\alpha = M'_\alpha(\bar{M}_\alpha, M_{\alpha F}, \nu, a_1, a_2, a_3).
\]

Setting \( \bar{M}'_\alpha = \max(\bar{M}_\alpha, M'_\alpha + 1) \) completes the proof of boundedness of \( U^\dagger(t) \) in \( H_\alpha \) for all \( t \geq 0 \). We also have

\[
\nu \int_T^{T+1} ||U^\dagger(t)||^2_{\alpha+1} dt \leq (M''_\alpha)^2
\]

for every \( T \geq 0 \) and \( 3/4 < \alpha \leq 1 \). To extend the above to the case \( \alpha > 1 \) we use uniform-in-\( t \) boundedness in \( H_1 \) already proven and then apply the smoothing property for solutions of Navier-Stokes equations (see Theorem 8.2 in [8]) and obtain that the solutions are bounded for \( t \geq t_\ast > 0 \) in \( H_\alpha \), \( \alpha > 1 \) and we get the statement of Theorem 5.3 in this case as well. Theorem 5.3 is proven.

Finally, like in [8] we obtain regularity for all large-enough times for weak solutions of the 3D “primitive” Navier-Stokes equations (1.1–1.2) with a force \( F^\dagger(t) \). This theorem describes the situation when \( N \) is fixed, and large enough (depending only on magnitude of \( F^\dagger(t) \) and independent of the initial data). The situation is that of non-smooth and arbitrary large initial data in \( H_0 \). Then weak Leray solutions \( U^\dagger(t) \) always exist (with a possible blow-up in \( H_1 \) at some values of \( t < t_\ast \), see [20]), here we show that blow-up cannot happen if \( t \) is large.

**Theorem 5.4.** Let \( \eta = f/N \) and the domain parameters \( a_1, a_2, a_3 \) be fixed but arbitrary. Let \( \nu_1, \nu_2 > 0, \nu = \min(\nu_1, \nu_2), \alpha > 3/4 \) and the condition (5.1) on the force be satisfied. Let \( ||U^\dagger(0)||_0 \leq M_0, \bar{T} = \bar{T}(M_0, M_{\alpha F}, \nu) \). Then for every \( N \geq N'(a_1, a_2, a_3, \nu, M_{\alpha F}) \), \( N' \) independent of \( M_0 \) and for every weak solution \( U^\dagger(t, x_1, x_2, x_3) \) of
the three-dimensional “primitive” Navier-Stokes equations (1.1–1.2) defined on \([0, \hat{T}]\) which satisfies the classical energy estimates on \([0, \hat{T}]\), the following holds: \(U^1(t, x_1, x_2, x_3)\) can be extended to \(0 < t < +\infty\) and it is regular for every \(t: \hat{T} \leq t < +\infty\); \(U^1(t, x_1, x_2, x_3)\) belongs to \(H_\alpha\) and \(\|U^1(t, x_1, x_2, x_3)\|_\alpha \leq C_1(a_1, a_2, a_3, M_{AF}, \nu)\) for every \(t \geq \hat{T}\) where \(M_{AF}\) is the \(H_\alpha\)-norm of \(F^1\). If \(F^1\) is independent of \(t\) then there exists a global attractor for the three-dimensional primitive Navier-Stokes equations (1.1–1.2) bounded in \(H_\alpha\); such an attractor has a finite fractal dimension and attracts every weak Leray solution as \(t \to +\infty\).
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