SINGULAR PERTURBATION FOR THE DIRICHLET BOUNDARY CONTROL OF ELLIPTIC PROBLEMS
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Abstract. A current procedure that takes into account the Dirichlet boundary condition with non-smooth data is to change it into a Robin type condition by introducing a penalization term; a major effect of this procedure is an easy implementation of the boundary condition. In this work, we deal with an optimal control problem where the control variable is the Dirichlet data. We describe the Robin penalization, and we bound the gap between the penalized and the non-penalized boundary controls for the small penalization parameter. Some numerical results are reported on to highlight the reliability of such an approach.
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1. INTRODUCTION

Most often, the computing codes for elliptic partial differential equations, based on variational numerical methods such as finite elements, take into account the Dirichlet boundary condition using penalization; either by rustic algebraic operations or by adopting the Robin penalization. In addition to an easy treatment of the Dirichlet condition, an essential motivation of the Robin penalization procedure is that it handles discontinuous data relevantly because of the regularity effect induced on the solution. A compulsory question is then: how does this penalization affect the accuracy of the discrete solution? Some mathematical works have arisen out of this question, such as \([3, 4, 6, 8, 15, 16]\) in which the different authors successfully state the expected convergence rates, and \([10]\) where a sharp asymptotic expansion of the penalized solution with arbitrary order is proven.

For the Dirichlet boundary control of second order equations, where the boundary control variable is generally looked for in \(L^2\) (the Lebesgue space of the square integrable functions defined on the boundary), the necessity of the Robin penalization is even increased for both practical and theoretical reasons (see \([2, 9, 13, 14, 19]\)\). The optimal conditions of the penalized problem yield a mixed problem with the optimal and adjoint states as independent unknowns, set on the standard space \(H^1 \times H^1\), (the Sobolev space of the square integrable functions together with their first order derivatives), while the mixed problem coming from the non-penalized equations has to be studied in \(H^2 \times L^2\), \((H^2\) is the space of the square integrable functions together with its first and
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second order derivatives). Both of them can be viewed as the variational formulations of fourth order partial differential equations. The common feeling inclines us rather to handle the weak problem set on $H^1 \times H^1$ which is more attractive especially when approximation is aimed. In addition, the optimal control is expressed by the trace of the adjoint state when Robin penalization is used, instead of its normal derivative in the non-penalized case. These two points are welcomed in view of numerically solving the control problem by variational methods, for instance, the Lagrange finite elements can be naturally used to compute the penalized optimal and adjoint states; then the optimal control is obtained easily as indicated above.

This paper deals with the theoretical and numerical issues of the Robin penalization approach for the boundary control problem and its structure is as follows: Section 2 presents the boundary control problem of the Poisson equation, and particularly a non-standard variational framework that allows for non-smooth Dirichlet data. Next, the optimality conditions are stated using the adjoint state, and the resulting mixed problem is analyzed through the Brezzi-Fortin saddle point theory. The end of the section is devoted to some comments on the regularity of the optimal solution in the case of polygonal domains. In Section 3, the Poisson problem is regularized by a Robin boundary condition and we study the corresponding control problem to establish the existence and stability results. Section 4 is the core of this work, it is addressing the convergence analysis of the penalized optimal solution toward the optimal non-penalized solution, first regarding regular domains where we prove a linear convergence with respect to the penalization parameter, then for polygonal domains for which quasi-optimal results are given. In Section 5, we discuss some numerical tests that support the efficiency of the penalization approach.

Notations — Let $\Omega \subset \mathbb{R}^2$ be a bounded domain with a Lipschitz boundary $\Gamma$, the generic point of $\Omega$ is denoted $x = (x, y)$. The Lebesgue space $L^2(\Omega)$ is endowed with the norm

$$\|\psi\|_{L^2(\Omega)} = \left( \int_{\Omega} |\psi(x)|^2 \, dx \right)^{\frac{1}{2}}.$$ 

The Sobolev space $H^m(\Omega)$, $m \geq 1$ is defined in a standard way and provided with the norm

$$\|\psi\|_{H^m(\Omega)} = \left( \sum_{0 \leq |\alpha| \leq m} \left| \partial^\alpha \psi \right|^2_{L^2(\Omega)} \right)^{\frac{1}{2}},$$

where $\alpha = (\alpha_x, \alpha_y)$ is a multi-index in $\mathbb{N}^2$ and $\partial^\alpha = \partial_x^{\alpha_x} \partial_y^{\alpha_y}$. The fractional order Sobolev space $H^\nu(\Omega)$, $\nu \in \mathbb{R}_+ \setminus \mathbb{N}$, is defined by the norm

$$\|\psi\|_{H^\nu(\Omega)} = \left( \|\psi\|_{H^m(\Omega)}^2 + \sum_{|\alpha| = m} \int_{\Omega} \int_{\Omega} \frac{(\partial^\alpha \psi(x) - \partial^\alpha \psi(x'))^2}{|x - x'|^{2\nu + 2\theta}} \, dx \, dx' \right)^{\frac{1}{2}},$$

where $\nu = m + \theta$, $m$ is the integer part of $\nu$ and $\theta \in [0, 1]$ its decimal part (see [1,12,18]). The closure in $H^\nu(\Omega)$ of $\mathcal{D}(\Omega)$ is denoted $H^\nu_0(\Omega)$, where $\mathcal{D}(\Omega)$ is the space of infinitely differentiable functions whose supports are contained in $\Omega$. For any $\nu > 0$, the Hilbert space $H^\nu(\Gamma)$ is defined as the range of $H^{\nu + \frac{1}{2}}(\Omega)$ by the trace operator, it is then endowed by the image norm

$$\|\chi\|_{H^{\nu}(\Gamma)} = \inf_{\psi \in H^{\nu + \frac{1}{2}}(\Omega) : \psi|_{\Gamma} = \chi} \|\psi\|_{H^{\nu + \frac{1}{2}}(\Omega)}.$$

2. The Dirichlet boundary control problem

We deal with the optimal control problem where the control variable is the Dirichlet boundary data; the goal consists of choosing the appropriate boundary condition in the state equation (a linear partial differential
equation for our purpose) so that the solution reaches, or comes close to, a predefined profile. The mathematical
model we are interested in can be roughly expressed as follows

\[ \min \ J(y, u) \]

\[ \begin{align*}
-\Delta y &= f, \quad \text{in } \Omega \\
y &= u, \quad \text{on } \Gamma
\end{align*} \]

where \( J(., .) \) is a given objective function assumed to be sufficiently smooth. The aim we have in mind is to
specify the minimum when the variable \( u \) describes an admissible space. The technical point for studying this
optimization problem is then the determination of the appropriate space for \( u \) easy to handle and that yields the
well posedness of (1). One might be tempted to work in \( H^2(\Gamma) \), which appears as a natural choice. However,
for non-smooth boundary \( \Gamma \), such as when \( \Omega \) is a polygonal domain, the problem (1) might become ill posed
due to a lack of existence results (the explanation of such a fact is given later in Rem. 2.4). The alternative
is to resort to the space \( L^2(\Gamma) \), which although non-standard, provides the functional framework in which the
well posedness of the control problem is guaranteed for general geometries.

Before handling the problem (1) itself, it is necessary to set the appropriate variational formulation of the
Poisson-Dirichlet equation when \( u \in L^2(\Gamma) \). We assume that \( f \in L^2(\Omega) \), a function \( y \in L^2(\Omega) \) is said to be a
weak solution of the Poisson-Dirichlet problem if

\[ \int_{\Omega} y ( -\Delta z ) \, dx = \int_{\Omega} fz \, dx - \int_{\Gamma} u(\partial_n z) \, d\Gamma, \quad \forall z \in D(\Delta), \]

where \( D(\Delta) \) is defined as

\[ D(\Delta) = \{ z \in H^1_0(\Omega), \quad \Delta z \in L^2(\Omega) \}. \]

For the Lipschitz domain \( \Omega \), the normal derivative \( (\partial_n z) \) makes sense in \( L^2(\Gamma) \) for each function \( z \in D(\Delta) \)
(see [12]). Notice that the norm \( \| z \|_{D(\Delta)} := \| \Delta z \|_{L^2(\Omega)} \) is equivalent to the graph norm of \( D(\Delta) \) (defined by
\( \| z \|_{H^1(\Omega)} + \| \Delta z \|_{L^2(\Omega)} \)).

Recalling the fact that the operator \( ( -\Delta ) \) sets an isomorphism from \( D(\Delta) \) into \( L^2(\Omega) \), it is worth making the
variable change \( y = -\Delta w; w \in D(\Delta) \). Problem (2) is then reformulated in the following terms: find \( w \in D(\Delta) \)
such that

\[ \int_{\Omega} \Delta w \Delta z \, dx = \int_{\Omega} fz \, dx - \int_{\Gamma} u(\partial_n z) \, d\Gamma, \quad \forall z \in D(\Delta). \]

Existence, uniqueness and stability results for problem (2) are proven in a straightforward way by Lax-Milgram
Lemma. Moreover, by the interpolation theory of continuous linear operators in Hilbert space, it can be shown
that actually \( y \) belongs to \( H^\sigma(\Omega) \), \( \forall \sigma < \frac{1}{2} \) with

\[ \| y \|_{H^\sigma(\Omega)} \leq C(\sigma)(\| f \|_{L^2(\Omega)} + \| u \|_{L^2(\Gamma)}). \]

The limit case \( \sigma = \frac{1}{2} \) is reached when the boundary \( \Gamma \) is regular enough (e.g. of class \( C^2 \)).

**Remark 2.1.** More regularity on \( u(\in H^{1/2}(\Gamma)) \) allows usage of the standard variational setting that consists of
finding \( y \in H^1(\Omega); y\big|_\Gamma = u \) such that

\[ \int_{\Omega} \nabla y \nabla z \, dx = \int_{\Omega} fz \, dx, \quad \forall z \in H^1_0(\Omega). \]

Applying Green’s formula which states that the unique solution \( y \) of (4) verifies as well the weak problem (2)
is an easy matter. The \( L^2 \)-variational formulation appears then as a natural extension of the \( H^1 \)-formulation.
Remark 2.2. For the approximation of the solution \( y \) by applying standard numerical methods, such as finite or spectral element methods, the variational formulation (2) is of no practical use. Designing a numerical method well adapted to that formulation would be cumbersome. A possible process to overcome this difficulty is provided by the Robin penalization of the Dirichlet condition.

Returning to the control problem (1), the optimal control \( u \) and the optimal state \( y \) are identified through the optimality conditions. Since no specific technicalities are due to the distributed datum \( f \), and to focus only on the difficulties inherent in the boundary control, we make \( f = 0 \), which does not restrict the generality.

In many practical configurations the objective function \( J \) is quadratic with respect to the state \( y \) and to the control \( u \);

\[
J(y,u) = \frac{1}{2} \int_{\Omega} (y - y_d)^2 \, dx + \frac{\beta}{2} \int_{\Gamma} u^2 \, d\Gamma,
\]

where \( y_d \in L^2(\Omega) \) is a fixed profile and \( \beta > 0 \) is a parameter that can be modulated according to the ratio (approximation quality/energy cost); for instance, high values of \( \beta \) express a willingness of energy economy. For the sake of simplicity, we choose \( \beta = 1 \). In the optimal control problem given in (1) the variable \( u \) should be taken in \( L^2(\Gamma) \) and \( y \in L^2(\Omega) \) is the unique solution of the Poisson-Dirichlet problem in the sense of (2).

2.1. The optimality conditions

The minimization problem is convex and coercive, thus it has only one solution \( \overline{u} \in L^2(\Gamma) \) that can be obtained from the system of optimal conditions. Solve the saddle point problem on the optimal state \( \overline{y} \in L^2(\Omega) \) and the adjoint state \( \overline{p} \in D(\Delta) \) (see [17]),

\[
\int_{\Omega} \overline{y} z \, dx + \int_{\Omega} z (-\Delta \overline{p}) \, dx = \int_{\Omega} y_d z \, dx, \forall z \in L^2(\Omega), \tag{5}
\]

\[
\int_{\Omega} \overline{y} (-\Delta q) \, dx - \int_{\Gamma} (\partial_n \overline{y})(\partial_n q) \, d\Gamma = 0, \quad \forall q \in D(\Delta), \tag{6}
\]

and then take \( \overline{u} = -\partial_n \overline{p} \in L^2(\Gamma) \).

Lemma 2.3. Let \( y_d \in L^2(\Omega) \), then the saddle point problem (5–6) has only one solution \( (\overline{y}, \overline{p}) \in L^2(\Omega) \times D(\Delta) \) such that

\[
\max(\|\overline{p}\|_{D(\Delta)}, \|\overline{y}\|_{L^2(\Omega)}) \leq \|y_d\|_{L^2(\Omega)}.
\]

Moreover, the optimal control \( \overline{u} \) satisfies

\[
\|\overline{u}\|_{L^2(\Gamma)} \leq \frac{1}{\sqrt{2}} \|y_d\|_{L^2(\Omega)}.
\]

Proof. Among the existence and uniqueness results developed in the Brezzi and Fortin’s book [7, Chap. 2] for different types of abstract saddle point problems, we need that addressing non-fully-coercive problems, given in Theorem 2.1 (and completed by comments of p. 49). To apply that theory to our purpose, we first check that the bilinear forms defined on \( L^2(\Omega) \times L^2(\Omega) \) in (5) and on \( D(\Delta) \times D(\Delta) \) in (6) are positive definite and semi-definite respectively, and the mixed form defined on \( L^2(\Omega) \times D(\Delta) \) (involved both in (5) and in (6)) satisfies the inf-sup condition

\[
\inf_{q \in D(\Delta)} \sup_{z \in L^2(\Omega)} \frac{\int_{\Omega} z(-\Delta q) \, dx}{\|q\|_{D(\Delta)}\|z\|_{L^2(\Omega)}} = 1
\]

and that

\[
\left\{ q \in D(\Delta), \int_{\Omega} z(-\Delta q) \, dx = 0, \quad \forall z \in L^2(\Omega) \right\} = \{0\}.
\]
This yields existence and uniqueness of \((\overline{y}, \overline{p})\). For the stability, choose \(z = \overline{y}\) in (5) and \(q = \overline{p}\) in (6) and summing up we obtain

\[
\|\overline{y}\|^2_{L^2(\Omega)} + \|\overline{p}\|^2_{L^2(\Gamma)} = (yd, \overline{y})_{L^2(\Omega)},
\]

which gives the boundedness for \(\overline{y}\) and \(\overline{p}\). To achieve the bound for \(\overline{p}\) take \(z = \Delta \overline{p}\) in (5). \(\square\)

Another way to establish the results of Lemma 2.3 without using the saddle point theory is to eliminate \(\overline{y}\) in equation (5) and to derive a fourth order variational equation on the adjoint state \(\overline{p}\), which is formulated as follows: find \(\overline{p} \in D(\Delta)\) such that

\[
\int_{\Omega} \Delta \overline{p} \Delta q\, dx + \int_{\Gamma} (\partial_n \overline{p})(\partial_n q) d\Gamma = \int_{\Omega} y d(-\Delta q)\, dx, \quad \forall q \in D(\Delta).
\] (7)

Existence, uniqueness and stability are guaranteed by the coerciveness of the problem. The optimal state is then obtained as \(\overline{y} = y d + \Delta \overline{p} \in L^2(\Omega)\) and it is easily seen that \((\overline{y}, \overline{p})\) is also the solution of the problem (5–6).

**Remark 2.4.** The mixed variational problem (5–6) can be expressed under a strong form that reads as follows:

find \((\overline{y}, \overline{p}) \in L^2(\Omega) \times D(\Delta)\) such that

\[
\overline{y} - \Delta \overline{p} = y d \quad \text{in } \Omega
\]

\[
-\Delta \overline{y} = 0 \quad \text{in } \Omega
\]

\[
\overline{p} = 0 \quad \text{on } \Gamma
\]

\[
\overline{y} = -\partial_n \overline{p} \quad \text{on } \Gamma.
\]

Notice that, when \(\Omega\) is not sufficiently smooth, like polygons, the optimal control \(\overline{u} = -\partial_n \overline{p}\) does not belong to \(H^1(\Gamma)\). This indicates that the optimization problem (1) has no solution \(\overline{u}\) in \(H^1(\Gamma)\), although the infimum of the cost function exists.

**2.2. Regularity discussion**

The performances of the penalization procedure depend on the regularity of the solution of the mixed problem (5–6). The interaction between the penalization parameter and the corners is governed by the singularities occurring on the optimal and the adjoint states \((\overline{y}, \overline{p})\). We choose, then, to highlight the principal singular parts of them. For our purpose the singularity on the adjoint state is defined to be the part of the expansion of \(\overline{y}\) that does not belong to \(H^2(\Omega)\), while the singular part of the optimal state stands for the component of the expansion of \(\overline{y}\) that is not in \(H^1(\Omega)\).

The well-known regularity results (see [11,12]) tell that when the boundary \(\Gamma\) is sufficiently smooth (e.g. of class \(C^2\)), the functional space \(D(\Delta)\) coincides with the standard Sobolev space \(H^2(\Omega) \cap H^1_0(\Omega)\). Hence, the adjoint state \(\overline{p}\) lies in \(H^2(\Omega)\), by the trace theorem the control \(\overline{u} = -\partial_n \overline{p}\) is in \(H^\frac{1}{2}(\Gamma)\) and then the solution \((\overline{y}, \overline{p})\) of (5–6) belongs to \(H^1(\Omega) \times (H^2(\Omega) \cap H^1_0(\Omega))\) and

\[
\|\overline{p}\|_{H^2(\Omega)} + \|\overline{y}\|_{H^1(\Omega)} \leq C\|y d\|_{L^2(\Omega)}.
\]

For convex polygonal domains, \(\overline{p}\) remains in \(H^2(\Omega) \cap H^1_0(\Omega)\) (see [11,12]), however the regularity on the optimal state \(\overline{y}\) is altered. Indeed, because of the angular points (the corners) the normal derivative \(\partial_n \overline{y}\) can not be in \(H^\frac{1}{2}(\Gamma)\) anymore, this obviously results in a reduction of the smoothness of \(\overline{y}\) since it is not in \(H^1(\Omega)\). However, for any arbitrary small \(\alpha > 0\), we have \(\overline{u} = -\partial_n \overline{p} \in H^\frac{1}{2} -\alpha(\Gamma)\) and then \(\overline{y} \in H^{1-\alpha}(\Omega)\) (see [12]) and \((\overline{y}, \overline{p})\) satisfies the following stability

\[
\|\overline{p}\|_{H^2(\Omega)} + \|\overline{y}\|_{H^{1-\alpha}(\Omega)} \leq C(\alpha)\|y d\|_{L^2(\Omega)}.
\]

Things change drastically when \(\Omega\) is a non-convex polygon – which may be considered as the generic case –, as the adjoint state is no longer in \(H^2(\Omega) \cap H^1_0(\Omega)\). To determine the exact smoothness of \((\overline{y}, \overline{p})\) it is necessary to use the regularizing properties of the Dirichlet-Laplace resolvent for \(\overline{p}\) and to resort to additional technical
manipulations of the coupled problem (5–6). Before stepping further, let us introduce some new notations, the boundary $\Gamma$ is the union of $j^*$ segments $\Gamma_j (1 \leq j \leq j^*)$ and are numbered in such a way that $\Gamma_{j+1}$ follows $\Gamma_j$ according to the positive orientation with the convention that $\Gamma_{j+1} = \Gamma_1$. The corner of the sector described by $\Gamma_j$ and $\Gamma_{j+1}$ is denoted $c_j$ and the aperture of its angle is $\omega_j$. It may occur that at the vicinity of $c_j$, we use the polar coordinates so that the set of $(r, \theta)$ with $r \in [0, r_j]$ and $\theta \in [0, \omega_j]$ does not contain any other corner than $c_j$. We need also to use an appropriate cut-off function $\chi_j$ around $c_j$, which is a regular radial dependent function so that $\chi_j(r) = 1$ for $r \leq \frac{r_j}{2}$ and $\chi_j(r) = 0$ for $r \geq r_j$. Finally, we consider three types of singular functions

$$S_j(r, \theta) = r^{\frac{\omega_j}{2}} \sin \left( \frac{\pi}{\omega_j} \right) \chi_j(r),$$

$$S_j^*(r, \theta) = r^{-\frac{\omega_j}{2}} \sin \left( \frac{\pi}{\omega_j} \right) \chi_j(r),$$

$$T_j(r, \theta) = \omega_j \sin \left( \frac{\pi}{\omega_j} \right) r^{-1} \sin \left( \frac{\pi}{\omega_j} - 1 \right) \theta + \omega_j \frac{1}{2} \right) \chi_j(r).$$

We have that $S_j \in H^\gamma(\Omega)$, for any $\gamma < 1 + \frac{\omega_j}{2}$, $S_j^* \in H^{\gamma}(\Omega)$, for any $\gamma < 1 - \frac{\omega_j}{2}$ and $T_j \in H^{\gamma}(\Omega)$, for any $\gamma < \frac{\omega_j}{2}$.

Changing the functional framework of the saddle point problem (5-6) to $L^2(\Omega) \times (H^2(\Omega) \cap H^1_0(\Omega))$ instead of $L^2(\Omega) \times D(\Delta)$ produces a new solution $(y, p)$ (e.g., $p$ is more regular than $\overline{p}$). Comparing it to $(\overline{p}, \overline{p})$ allows to derive the following singular decomposition

$$\overline{p} = \sum_{j, \omega_j > \pi} \beta_j S_j + \overline{p}_{\text{reg}} \quad \text{and} \quad \overline{y} = \sum_{j, \omega_j > \pi} (\beta_j^* S_j^* + \beta_j^* T_j) + \overline{y}_{\text{reg}} \quad \text{(8)}$$

with $\overline{p}_{\text{reg}} \in H^2(\Omega)$, $\overline{y}_{\text{reg}} \in H^{1-\alpha}(\Omega)$ for any small $\alpha > 0$ and the following stability holds

$$\|\overline{p}_{\text{reg}}\|_{H^2(\Omega)} + \max_{j, \omega_j > \pi} (\|\beta_j\|) \leq C\|y_d\|_{L^2(\Omega)}$$

$$\|\overline{y}_{\text{reg}}\|_{H^{1-\alpha}(\Omega)} + \max_{j, \omega_j > \pi} (\|\beta_j^*\|) \leq C(\alpha)\|y_d\|_{L^2(\Omega)}.$$  

Notice that, around the corner $c_j$, the dominant singularity in the expansion of $\overline{p}$ is $S_j^*$. Defining the regularity exponent $\tau^* = \min_{1 \leq j \leq j^*} (\frac{\omega_j}{\omega_j}) < 1$, for non-convex domains, it comes out that $\overline{p} \in H^{1+\gamma}(\Omega)$ and $\overline{y} \in H^{\gamma}(\Omega)$ for any $\gamma \in [0, \tau^*].$

3. The penalized Robin boundary control problem

The penalization of the Dirichlet condition by the Robin boundary condition in the state equation may be needed for many good reasons, as evoked in the introduction. The core of this section is to describe the penalization procedure, to recall some proven approximability results and to discuss the consequences induced by the control problem.

When replacing the condition $y|\Gamma = u$ by the penalized condition $(\varepsilon \partial_n y_z + y_z)|\Gamma = u$ (where $\varepsilon$ is a positive real number to decay toward zero) in the Poisson problem, we are naturally led to consider the well posed variational problem: find $y_z \in H^1(\Omega)$ such that

$$\int_{\Omega} \nabla y_z \nabla z \, dx + \frac{1}{\varepsilon} \int_{\Gamma} y_z z \, d\Gamma = \frac{1}{\varepsilon} \int_{\Gamma} uz \, d\Gamma, \quad \forall z \in H^1(\Omega). \quad \text{(9)}$$

Before analyzing the control problem, let us define the space $D_\varepsilon(\Delta)$, the analogous of $D(\Delta)$ studied in the previous paragraph,

$$D_\varepsilon(\Delta) = \{ z \in H^1(\Omega), \Delta z \in L^2(\Omega), \ (\varepsilon \partial_n z + z)|\Gamma = 0 \}.$$
endowed with the norm \( \|z\|_{D_\varepsilon(\Delta)} := \|\Delta z\|_{L^2(\Omega)} \) which is uniformly (with respect to \( \varepsilon \)) equivalent to the graph norm of \( D_\varepsilon(\Delta) \) provided that the range of \( \varepsilon \) is bounded which is henceforth assumed to be true (i.e. \( \varepsilon \in [0, \varepsilon_0] \) for a fixed \( \varepsilon_0 \)).

**Remark 3.1.** For regular domains (e.g. of class \( C^2 \)), \( D_\varepsilon(\Delta) \) coincides with

\[
\left\{ z \in H^2(\Omega), \ (\varepsilon \partial_n z + z)|_{\Gamma} = 0 \right\},
\]

and the norm \( \|z\|_{D_\varepsilon(\Delta)} \) is uniformly equivalent to that induced by \( H^2(\Omega) \) on \( D_\varepsilon(\Delta) \) (see [10]).

Again, applying Green’s formula, the solution \( y_\varepsilon \in H^1(\Omega) \) of (9) also satisfies the \( L^2 \)-variational equation:

\[
\int_\Omega y_\varepsilon (-\Delta z) \, dx = -\int_\Gamma u(\partial_n z) \, d\Gamma, \quad \forall z \in D_\varepsilon(\Delta).
\]

The construction of the space \( D_\varepsilon(\Delta) \) is justified by technical necessity; indeed, it plays an important role for the convergence study of the penalized control toward the non-penalized control we carry out in the next section.

Let us turn back to the penalized optimal control boundary problem that is stated as follows

\[
\min \ J(y_\varepsilon, u)
\]

\[
\begin{cases}
  u \in L^2(\Gamma); \\
  y_\varepsilon \text{ solution of (9)}
\end{cases}
\]

Like (1) problem (11) is convex and coercive, and has then only one solution \( u_\varepsilon \in L^2(\Gamma) \). The system of optimality conditions can be written down as follows: find \((\overline{y}_\varepsilon, \overline{p}_\varepsilon) \in H^1(\Omega) \times H^1(\Omega)\) such that

\[
\begin{align*}
  &\int_\Omega \overline{y}_\varepsilon z \, dx + \int_\Omega \nabla z \nabla \overline{p}_\varepsilon \, dx + \frac{1}{\varepsilon} \int_\Gamma z \overline{p}_\varepsilon \, d\Gamma = \int_\Omega y_d z \, dx, \quad \forall z \in H^1(\Omega), \\
  &\int_\Omega \nabla \overline{y}_\varepsilon \nabla q \, dx + \frac{1}{\varepsilon} \int_\Gamma \overline{y}_\varepsilon q \, d\Gamma - \frac{1}{\varepsilon^2} \int_\Gamma \overline{p}_\varepsilon q \, d\Gamma = 0, \quad \forall q \in H^1(\Omega),
\end{align*}
\]

and the optimal control is determined by \( u_\varepsilon = \frac{1}{\varepsilon} \overline{p}_\varepsilon|_{\Gamma} \). Following the arguments developed for the saddle point problem (5–6), we can prove the Lemma 3.2.

**Lemma 3.2.** Let \( y_d \in L^2(\Omega), \) problem (12–13) has only one solution \((\overline{y}_\varepsilon, \overline{p}_\varepsilon) \in H^1(\Omega) \times H^1(\Omega)\) such that

\[
\max(\|\overline{y}_\varepsilon\|_{L^2(\Omega)}, 2\|\overline{p}_\varepsilon\|_{L^2(\Gamma)}) \leq \|y_d\|_{L^2(\Omega)}.
\]

Moreover, the adjoint state \( \overline{p}_\varepsilon \) satisfies

\[
\|\overline{p}_\varepsilon\|_{H^1(\Omega)} \leq C\|y_d\|_{L^2(\Omega)},
\]

the constant \( C \) is independent of \( \varepsilon \).

By standard manipulations, it can be established that \( \overline{p}_\varepsilon \) actually belongs to \( D_\varepsilon(\Delta) \) and that \((\overline{y}_\varepsilon, \overline{p}_\varepsilon)\) is the solution of the partial differential system

\[
\begin{align*}
  \overline{y}_\varepsilon - \Delta \overline{y}_\varepsilon &= y_d \quad \text{in } \Omega \\
  -\Delta \overline{y}_\varepsilon &= 0 \quad \text{in } \Omega \\
  \varepsilon \partial_n \overline{y}_\varepsilon + \overline{p}_\varepsilon &= 0 \quad \text{on } \Gamma \\
  \varepsilon \partial_n \overline{y}_\varepsilon + \overline{p}_\varepsilon &= -\partial_n \overline{y}_\varepsilon \quad \text{on } \Gamma,
\end{align*}
\]
and that $\Phi = -\partial_n \Pi$. The state variable can be eliminated from these equations and we obtain the fourth order problem in the adjoint state: find $\Pi \in D_\varepsilon(\Delta)$ such that
\[
\int_{\Omega} \Delta \Pi \Delta \psi \, dx + \int_{\Gamma} (\partial_n \Pi)(\partial_n \psi) \, d\Gamma = \int_{\Omega} y_\varepsilon(\Delta \psi) \, dx, \quad \forall \psi \in D_\varepsilon(\Delta). \tag{18}
\]
Not only does this variational problem produce additional informations about $\Pi$, but it is also adopted in the forthcoming convergence analysis.

4. Convergence analysis

Once the control Dirichlet boundary problem and its Robin penalization are described, we are left with the convergence analysis. Rather than using the mixed problems (5–6) and (12–13) of the optimal conditions, the bilaplacian formulations (7) and (18) are preferred for stating the convergence rate because they are easier to handle. As the results we intend to prove depends on the regularity of the geometry, and so as to avoid high complications and to emphasize on the essential features of the proof, we choose to study the case of smooth domains in details. For polygonal domains, the convergence rate of the penalization is slowed down due to the singularities arisen out at the vicinity of the corner points of the boundary $\Gamma$. We therefore provide only quasi-optimal results.

4.1. Regular domains

The assumed domain regularity is that $\Gamma$ is of class $C^2$. We sort among the results of [10] those that are helpful for realizing our project. For any $h \in H^\frac{1}{2}(\Gamma)$ the solution of the Poisson-Robin problem
\[
\int_{\Omega} \nabla \bar{z}_\varepsilon \nabla z \, dx + \frac{1}{\varepsilon} \int_{\Gamma} \bar{z}_\varepsilon z \, d\Gamma = \frac{1}{\varepsilon} \int_{\Gamma} (\varepsilon h) z \, d\Gamma, \quad \forall z \in H^1(\Omega) \tag{19}
\]
belongsf to $H^2(\Omega)$ and verifies the estimate (see [10])
\[
\| \bar{z}_\varepsilon \|_{H^{1+\sigma}(\Omega)} \leq C \varepsilon^{1-\sigma} \| h \|_{H^\frac{1}{2}(\Gamma)}, \tag{20}
\]
where $\sigma \in [0, 1]$ and $C$ does not depend on $\varepsilon$. As a by-product of this, we have the following: let $q_\varepsilon \in D_\varepsilon(\Delta)$ and $q \in D(\Delta)$ be related to one another by $(\Delta q = \Delta q_\varepsilon)$, then $q$ and $q_\varepsilon \in H^2(\Omega)$ and the following estimate holds
\[
\| q - q_\varepsilon \|_{H^{1+\sigma}(\Omega)} \leq C \varepsilon^{1-\sigma} \| \Delta q_\varepsilon \|_{L^2(\Omega)} = C \varepsilon^{1-\sigma} \| \Delta q_\varepsilon \|_{L^2(\Omega)}. \tag{21}
\]

Lemma 4.1. Assume that $\Omega$ is of class $C^2$ and that $y_\varepsilon \in L^2(\Omega)$. Let $\sigma$ be a given real-number in $[0, 1]$, then it holds that
\[
\| \Pi - \Pi \|_{H^{1+\sigma}(\Omega)} \leq C \varepsilon^{1-\sigma} \| y_\varepsilon \|_{L^2(\Omega)}. \tag{22}
\]
The constant $C$ is independent of $\varepsilon$.

Proof. For commodity the symbol overline for $\Pi$ and $\Pi_\varepsilon$ is canceled during the proof which is performed in three steps.

Step 1. Setting $r_\varepsilon = p_\varepsilon - p$, then the following Robin condition holds
\[
\varepsilon \partial_n r_\varepsilon + r_\varepsilon = -\varepsilon \partial_n p, \quad \text{on } \Gamma, \tag{23}
\]
and we have
\[
\int_\Omega \Delta r \Delta q \, dx + \int_\Gamma (\partial_n r \partial_n q) \, d\Gamma = \int_\Omega (y_d + \Delta p) (-\Delta q) \, dx - \int_\Gamma (\partial_n p) (\partial_n q) \, d\Gamma, \quad \forall q \in D_\varepsilon(\Delta). \tag{24}
\]
Consider \( q \in D(\Delta) \), twined to \( q_\varepsilon \) by the identity \( \Delta q = \varepsilon \Delta q_\varepsilon \), using the fact that \( p \) is the solution of (7) we obtain that
\[
\int_\Omega \Delta r \Delta q_\varepsilon \, dx + \int_\Gamma (\partial_n r \partial_n q_\varepsilon) \, d\Gamma = \int_\Gamma (\partial_n p) (\partial_n q - \partial_n q_\varepsilon) \, d\Gamma, \quad \forall q \in D_\varepsilon(\Delta). \tag{25}
\]

**Step ii.** The non-homogeneous Robin boundary condition (23) is handled using the following artifice: we introduce \( \tilde{r}_\varepsilon = (r_\varepsilon - \tilde{z}_\varepsilon) \), where \( \tilde{z}_\varepsilon \) is the unique solution to (19) with \( h = -\partial_n p \). Seen \( \partial_n p \in H^{\frac{1}{2}}(\Gamma) \) the function \( \tilde{z}_\varepsilon \in H^2(\Omega) \) and on account of (20) we derive that
\[
\|z_\varepsilon\|_{H^{1+\sigma}(\Omega)} \leq C\varepsilon^{1-\sigma}\|\partial_n p\|_{H^{\frac{3}{2}}(\Gamma)} \leq C\varepsilon^{1-\sigma}\|\Delta p\|_{L^2(\Omega)}. \tag{26}
\]
This choice makes \( \tilde{r}_\varepsilon \) be in \( D_\varepsilon(\Delta) \) and fulfills the variational identity:
\[
\int_\Omega \Delta \tilde{r}_\varepsilon \Delta q_\varepsilon \, dx + \int_\Gamma (\partial_n \tilde{r}_\varepsilon \partial_n q_\varepsilon) \, d\Gamma = \int_\Gamma (\partial_n p) (\partial_n q - \partial_n q_\varepsilon) \, d\Gamma
- \int_\Gamma (\partial_n \tilde{z}_\varepsilon \partial_n q_\varepsilon) \, d\Gamma, \quad \forall q \in D_\varepsilon(\Delta). \tag{27}
\]

**Step iii.** Taking \( q = \tilde{r}_\varepsilon \) in (27) makes sense, setting \( q = \tilde{r}_\varepsilon \) with \( \tilde{r} \in D(\Delta) \) is the function defined by \( \Delta \tilde{r} = \Delta r_\varepsilon \), and using Cauchy-Schwarz inequality yields
\[
\|\Delta \tilde{r}_\varepsilon\|_{L^2(\Omega)}^2 + \|\partial_n \tilde{r}_\varepsilon\|_{L^2(\Gamma)}^2 \leq \|\partial_n p\|_{H^{\frac{3}{2}}(\Gamma)} \|\partial_n (\tilde{r} - \tilde{r}_\varepsilon)\|_{H^{-\frac{1}{2}}(\Gamma)} + \|\partial_n \tilde{z}_\varepsilon\|_{H^{-\frac{1}{2}}(\Gamma)} \|\partial_n \tilde{r}_\varepsilon\|_{H^{\frac{3}{2}}(\Gamma)}.
\]
Applying the appropriate trace theorems produces the bound
\[
\|\Delta \tilde{r}_\varepsilon\|_{L^2(\Omega)}^2 + \|\partial_n \tilde{r}_\varepsilon\|_{L^2(\Gamma)}^2 \leq C\|\Delta p\|_{L^2(\Omega)} \|\tilde{r} - \tilde{r}_\varepsilon\|_{H^{1}(\Omega)} + C\|\tilde{z}_\varepsilon\|_{H^{1}(\Omega)} \|\Delta \tilde{r}_\varepsilon\|_{L^2(\Omega)}.
\]
Due to estimates (21) and (26) we derive that
\[
\|\Delta \tilde{r}_\varepsilon\|_{L^2(\Omega)}^2 + \|\partial_n \tilde{r}_\varepsilon\|_{L^2(\Gamma)}^2 \leq C\varepsilon\|\Delta p\|_{L^2(\Omega)} \|\tilde{r}_\varepsilon\|_{L^2(\Omega)},
\]
from which follows the statement
\[
\|\Delta \tilde{r}_\varepsilon\|_{L^2(\Omega)} \leq C\varepsilon\|\Delta p\|_{L^2(\Omega)} \leq C\varepsilon\|y_d\|_{L^2(\Omega)}. \tag{28}
\]
The triangular inequality ends to
\[
\|r_\varepsilon\|_{H^{1+\sigma}(\Omega)} \leq \|\tilde{r}_\varepsilon\|_{H^{1+\sigma}(\Omega)} + \|z_\varepsilon\|_{H^{1+\sigma}(\Omega)} \leq C(\varepsilon\|y_d\|_{L^2(\Omega)}) + \varepsilon^{1-\sigma}\|y_d\|_{L^2(\Omega)},
\]
which completes the proof. \(\square\)

That the convergence rate is shown on the adjoint state, similar results remain to be established for the optimal control as well as for the optimal state.

**Theorem 4.2.** Assume that \( \Omega \) is of class \( C^2 \) and that \( y_d \in L^2(\Omega) \). Let \( \sigma \) be a given real-number in \([0, 1] \), then we have
\[
\|z_\varepsilon - p\|_{H^{1+\sigma}(\Omega)} + \|z_\varepsilon - \tilde{p}\|_{H^{-\frac{1}{2} + \sigma}(\Gamma)} \leq C\varepsilon^{1-\sigma}\|y_d\|_{L^2(\Omega)}. \tag{29}
\]
Furthermore, a similar estimate holds for the optimal state
\[ \| \overline{y}_\varepsilon - y \|_{H^s(\Omega)} \leq C \varepsilon^{1-s} \| y_d \|_{L^2(\Omega)}. \]  
(30)

The constant \( C \) is independent of \( \varepsilon \).

**Proof.** From the essential observation \( \overline{y}_\varepsilon - \overline{y} = -(\partial_n p_\varepsilon - \partial_n p) = -\partial_n r_\varepsilon \), we can write that
\[ \| \partial_n r_\varepsilon \|_{H^{-\frac{1}{2}+\sigma}(\Gamma)} \leq \| \partial_n \tilde{z}_\varepsilon \|_{H^{-\frac{1}{2}+\sigma}(\Gamma)} + \| \partial_n \tilde{r}_\varepsilon \|_{H^{-\frac{1}{2}+\sigma}(\Gamma)}. \]

Invoking the continuity of the normal derivative operator, we obtain
\[ \| \partial_n r_\varepsilon \|_{H^{-\frac{1}{2}+\sigma}(\Gamma)} \leq C \left( \| \tilde{z}_\varepsilon \|_{H^{1+\sigma}(\Omega)} + \| \Delta \tilde{r}_\varepsilon \|_{L^2(\Omega)} \right). \]

Owing to (26) and to (28), the estimate on the control is completed. In the other side observing that \( (\overline{y}_\varepsilon - y) \) is the solution to :
\[ -\Delta (\overline{y}_\varepsilon - y) = 0, \quad \text{in } \Omega \]
\[ \varepsilon \partial_n (\overline{y}_\varepsilon - y) + (\overline{y}_\varepsilon - y) = (\overline{y}_\varepsilon - y) = -\varepsilon \partial_n y, \quad \text{on } \Gamma, \]

it follows that, using [10], that
\[ \| \overline{y}_\varepsilon - y \|_{H^s(\Omega)} \leq C \varepsilon^{-s} \left( \| \overline{y}_\varepsilon - y \|_{H^{-\frac{1}{2}}(\Gamma)} + \varepsilon \| \partial_n y \|_{H^{-\frac{1}{2}}(\Gamma)} \right). \]

Due to (29), we obtain an estimate on the optimal solution and the proof is complete. \( \square \)

**Remark 4.3.** For the limit value of \( \sigma = 1 \), the theorem says that \( (\overline{y}_\varepsilon, \overline{u}_\varepsilon, \overline{y}_\varepsilon) \) converges weakly toward \( (\overline{y}, \overline{u}, \overline{y}) \) in \( H^2(\Omega) \times H^\frac{1}{2}(\Gamma) \times H^1(\Omega) \). Actually, it may be proven, by a density argument, that the strong convergence holds too.

Sometimes the domain \( \Omega \) and the profile \( y_d \) are more regular, then higher asymptotic expansions with respect to \( \varepsilon \) can possibly be investigated using the power series; it is worth highlighting the final results that are specific to this situation.

Assume then that \( \Omega \) is of class \( C^{m+2} \) and that \( y_d \in H^m(\Omega) \) for a given integer \( m \). Obvious induction proves that \( (\overline{y}_\varepsilon, \overline{u}_\varepsilon, \overline{y}_\varepsilon) \) belongs to \( H^{m+2}(\Omega) \times H^{m+\frac{1}{2}}(\Gamma) \times H^{m+1}(\Omega) \). This suggests that \( (\overline{y}_\varepsilon, \overline{u}_\varepsilon, \overline{y}_\varepsilon) \) be decomposed as
\[
\overline{y}_\varepsilon = \overline{y} + \varepsilon \overline{y}_1 + \cdots + \varepsilon^m \overline{y}_m + \overline{y}_\varepsilon \\
\overline{u}_\varepsilon = \overline{u} + \varepsilon \overline{u}_1 + \cdots + \varepsilon^m \overline{u}_m + \overline{u}_\varepsilon \\
\overline{y}_\varepsilon = \overline{y} + \varepsilon \overline{y}_1 + \cdots + \varepsilon^m \overline{y}_m + \overline{y}_\varepsilon
\]

where the residuals \( (\overline{y}_\varepsilon, \overline{u}_\varepsilon, \overline{y}_\varepsilon) \) are assumed to be \( o(\varepsilon^m) \). Of course, the first term of the expansion coincides with the solution \( (\overline{y}, \overline{u}, \overline{y}) \) of the non-penalized control problem. Inserting this expansion in (14–17) and identifying the powers of \( \varepsilon \) we obtain the following characterization of the states \( (\overline{y}_k, \overline{u}_k) \) and the control \( \overline{u}_k \) of the expansion: for any \( k(1 \leq k \leq m) \)
\[
\begin{align*}
\overline{y}_k - \Delta \overline{y}_k = 0 & \quad \text{in } \Omega \\
-\Delta \overline{y}_k = 0 & \quad \text{in } \Omega \\
\overline{p}_k = -\partial_n \overline{p}_{k-1} & \quad \text{on } \Gamma \\
\overline{y}_k + \partial_n \overline{p}_k = -\partial_n \overline{y}_{k-1} & \quad \text{on } \Gamma,
\end{align*}
\]
with \( \mathbf{u}_k = -\partial_n \mathbf{u}_k \) where upon the residuals \((\mathbf{u}_k, \mathbf{p}_k)\) are solutions of

\[
\begin{align*}
\mathbf{u}_k - \Delta \mathbf{u}_k &= 0 \quad \text{in } \Omega \\
\varepsilon \partial_n \mathbf{u}_k + \mathbf{u}_k &= -\varepsilon^{m+1} \partial_n \mathbf{p}_m \quad \text{on } \Gamma \\
\varepsilon \partial_n \mathbf{p}_k + \mathbf{p}_k &= -\partial_n \mathbf{u}_k - \varepsilon^{m+1} \partial_n \mathbf{u}_m \quad \text{on } \Gamma,
\end{align*}
\]

with \( \mathbf{u}_k = -\partial_n \mathbf{u}_k \).

By the elliptic regularity together with an induction argument, we have \((\mathbf{u}_k, \mathbf{p}_k) \in H^{m+2-k}(\Omega) \times H^{m+1-k}(\Omega)\) and consequently \( \mathbf{u}_k \in H^{m+\frac{1}{2}-k}(\Gamma) \). Similarly, we can establish that \( (\mathbf{u}_k, \mathbf{p}_k, \mathbf{p}_k^\prime) \in H^2(\Omega) \times H^1(\Omega) \times H^\frac{1}{2}(\Gamma) \).

Additionally, as previously seen, an equivalent formulation of this system is obtained by eliminating \( \mathbf{u}_k^\prime \), which leads to the fourth order elliptic variational equation: find \( \mathbf{u}_k^\prime \in H^2(\Omega) \); \( \varepsilon \partial_n \mathbf{u}_k^\prime + \mathbf{u}_k^\prime = -\varepsilon^{m+1} \partial_n \mathbf{u}_m^\prime \) such that

\[
\int_{\Omega} \Delta \mathbf{u}_k^\prime \Delta q_e \, dx + \int_{\Gamma} (\partial_n \mathbf{u}_k^\prime)(\partial_n q_e) \, d\Gamma = - \int_{\Gamma} (\varepsilon^{m+1} \partial_n \mathbf{u}_m^\prime)(\partial_n q_e) \, d\Gamma, \quad \forall q_e \in D_e(\Delta). \tag{31}
\]

Following the lines of the proof of Lemma 4.1 and Theorem 4.2, it can be proven that

**Theorem 4.4.** Assume that \( \Omega \) is of class \( C^{m+2} \) and that \( y_d \in H^m(\Omega) \) and let \( \sigma \) be a real-number given in \([0,1]\). Then the asymptotic expansion holds true and we have the following error estimate

\[
\| \mathbf{u}_k^\prime \|_{H^{1+\sigma}(\Omega)} + \| \mathbf{p}_k^\prime \|_{H^\sigma(\Omega)} + \| \mathbf{p}_k^{\prime \prime} \|_{H^{\frac{1}{2}+\sigma}(\Gamma)} \leq C \varepsilon^{m+1-\sigma} \| y_d \|_{H^m(\Omega)}. \tag{32}
\]

The constant \( C \) is independent of \( \varepsilon \).

**Remark 4.5.** The results obtained in this section for regular two-dimensional domains are valid as well for the three-dimensional case provided that the same geometrical regularity assumptions are available.

**Remark 4.6.** The Robin penalization was used in the optimal boundary control flows \(([13, \text{14]})\) and gave satisfactory results. The analysis detailed for the Poisson problem is readily extended to the linear Stokes system. For regular domains, this penalization procedure yields also a linear convergence with respect to the penalization parameter \( \varepsilon \).

### 4.2. Some words about the polygonal domains

Lemma 4.1 and Theorem 4.2, where the asymptotics of the penalized solution of the control problem are given, are specific to the regular domains. Stating high order expansion for non-smooth domains, in particular for polygons, is involved with the singular functions and requires high technical analysis similar to that made in [16]; this is beyond the aim of this work and is not undertaken. However, in continuation of Section 2.2, we provide sub-optimal convergence results, for the first order expansion \((8)\), which can be obtained following the proof detailed in the regular case, taking into account the loss of regularity caused by the non-smoothness of the domain (see \([12]\)).

In view of the discussion of Section 2.2, the regularity \((\mathbf{u}, \mathbf{p}) \in H^1(\Omega) \times H^2(\Omega)\) is not valid as soon as \( \Omega \) is a polygon. Therefore, estimate \((22)\) fails and should be modified, because the function \( \partial_n \mathbf{u} \) cannot belong to \( H^\frac{1}{2}(\Gamma) \) any longer. Actually, we have \( \partial_n \mathbf{u} \in H^{-\frac{1}{2}+\tau^*-\sigma}(\Gamma) \) for any small \( \sigma > 0 \) with \( \tau^* = \min_{1 \leq j \leq d} (\frac{1}{2} - \sigma) \), even though for convex sets the inclusion \( \partial_n \mathbf{u} \in H^\frac{1}{2}(\Gamma) \) holds locally. This has a direct impact on estimate \((26)\) which is transformed into

\[
\| \mathbf{z}_e \|_{H^{1+\sigma}(\Omega)} \leq C(\alpha) \varepsilon^{\tau^*-\sigma} \| \Delta \mathbf{u} \|_{L^2(\Omega)}, \tag{33}
\]

for arbitrary small \( \alpha > 0 \). Working with \((33)\) instead of \((26)\) gives the result of the following theorem
Theorem 4.7. Assume that $\Omega$ is a Lipschitz polygonal domain and $y_d \in L^2(\Omega)$. Let $\sigma$ be a given real-number in $[0, \tau^*[$, then we have
\begin{equation}
\|p_\varepsilon - p\|_{H^{1+\sigma}(\Omega)} + \|u_\varepsilon - u\|_{H^{-1/2+\sigma}(\Gamma)} + \|y_\varepsilon - y\|_{H^\sigma(\Omega)} \leq C(\alpha)\varepsilon^{-\alpha} \varepsilon^{-\sigma} \|y_d\|_{L^2(\Omega)},
\end{equation}
for $\alpha$ arbitrary small positive real-number and the constant $C$ depends on $\alpha$.

Proof. The proof is structured as in the regular case. We first state the result on the adjoint state following the lines of the proof of Lemma 4.1 with the necessary adaptations. The estimates on the control $u$ and the direct state $y$ stem from the estimate on $p$. $\square$

Remark 4.8. The constant $C(\alpha)$ is supposed to blow-up when $\alpha$ decays to zero. Estimates (33) and (34) do not seem optimal and we conjecture that by working out the technical details as done in [10] it would be possible to improve the convergence rate, getting rid of the extra-term $\varepsilon^{-\alpha}$ which could be replaced by a (poly-)logarithmic term. Then, estimate (34) could be stated to
\begin{equation}
\|p_\varepsilon - p\|_{H^{1+\sigma}(\Omega)} + \|u_\varepsilon - u\|_{H^{-1/2+\sigma}(\Gamma)} + \|y_\varepsilon - y\|_{H^\sigma(\Omega)} \leq C\varepsilon^{-\sigma} \log \varepsilon^\gamma \|y_d\|_{L^2(\Omega)},
\end{equation}
$\gamma$ is a positive exponent.

5. Numerical investigation

In the numerical investigation, we pursue two goals. We start by two experiments on the boundary control problem, one is related to a very smooth solution and for the other the solution contains a singular part. We compare the computed convergence rates with the theoretical results predicted in Theorem 4.2 and Theorem 4.7. Next, to emphasize the reliability of our penalization procedure we figure out how it performs in some special cases for which the results of Section 4 fail to predict how things happen.

Let $\Omega$ be the L-shaped domain $[0,1]^2 \setminus [0, \frac{1}{2}]^2$ and we begin by the example where the optimal state and the optimal control to be simulated are
\begin{equation}
\varpi(x, y) = \cos(x) \sin(y) \quad \text{and} \quad \varpi(x, y) = (\varpi(x, y))|_{\Gamma},
\end{equation}
which are very smooth. Then, we set $z_d = \varpi$, $u_d = \varpi$ and we consider the following optimal control problem
\begin{equation}
\begin{aligned}
\min \quad & \frac{1}{2} \int_\Omega (z - z_d)^2 \, dx + \frac{\beta}{2} \int_{\Gamma} (u - u_d)^2 \, d\Gamma \\
\text{s.t.} \quad & -\Delta z = 2z_d, \quad \text{in } \Omega \\
& z = u, \quad \text{on } \Gamma.
\end{aligned}
\end{equation}
It is easily checked that the minimum value of the objective function is zero and that it is reached at $(z_d, u_d)$. The calculations are made by a standard Galerkin linear finite elements. The triangular mesh is constructed on a uniform quadrangular mesh (cf. Fig. 1), where each quadrangle is split into two triangles, and the mesh size is $h = 0.0125$. The minimum of the objective function is computed by a conjugate gradient method where, at each iteration, the discrete algebraic Robin–Poisson problem is solved using the Choleski factorization – which is accomplished in the pre-processing step – since the associated matrix is symmetric and positive definite.

We take $\beta = 1$, and for different values of the penalization parameter $\varepsilon$, we compute the discrete optimal state $\varpi^\varepsilon$ and the discrete optimal control $\varpi^\varepsilon$. In Figure 2, are plotted, in a logarithmic scale, the behavior of the relative error functions
\begin{equation}
\varepsilon \mapsto \frac{\|\varpi - \varpi^\varepsilon\|}{\|\varpi\|}, \quad \varepsilon \mapsto \frac{\|\varpi - \varpi^\varepsilon\|}{\|\varpi\|}.
\end{equation}
in the $L^2$-norm for the optimal state and in the $L^2$-norm for the optimal control. From Theorem 4.2, these errors are expected to decay linearly with respect to $\varepsilon$, this fact can be observed in the figure. Furthermore, we have measured the slopes of the linear regression of the two curves – they are also the convergence rates – and we found that both of them are very close to one, which attest for a linear convergence. Notice that the error curve on the optimal control is beginning to flatten out near the value $\varepsilon = 10^{-4}$. The explanation is that, at this level, there is a balance between the finite element error and the penalization error; for lower values of the penalization parameter $\varepsilon < 10^{-4}$ the errors on both optimal control and optimal state reach a plateau corresponding the finite element contribution to the global error.

In the second example, we deal with a non-smooth solution set on the same $L$-shaped domain $\Omega$, that is generated by the non-convex corner $O\left(\frac{1}{2}, \frac{1}{2}\right)$. We consider the case where the profile is the singular harmonic function

$$z_d(x, y) = r^\frac{2}{3} \sin \left(\frac{2}{3} \theta\right) \quad \text{and} \quad u_d(x, y) = (z_d(x, y))|_{\Gamma}.$$
(r, θ) are the polar coordinates of \( M(x, y) \), r is the distance between \( M \) and \( O \) and \( θ \) is the measure of the aperture of the angle between the lines (OA) and (OM) where \( A(\frac{1}{2}, 0) \). The solution of the non-penalized optimal control problem, with the same objective function, is given by \((\overline{z}, \overline{u}) = (z_d, u_d)\) – note that, here, the adjoint state has the same regularity as \( z = z_d \). We intend to compare the penalized solution to the exact one. To obtain sufficient accuracy of the finite element approximation, the computations are carried out using a triangular mesh of size twice smaller than that of the first example \((h = 0.00625)\), because of the lack of regularity of the exact solution. In Figure 3, the \( L^2 \)-norm and the \( H^1 \)-norm of the error between \( z \) and \( z_h^\varepsilon \) are depicted, which are expected to decay like \( \varepsilon \) and \( \varepsilon^{2/3} \) respectively, and the \( L^2 \)-norm of the error on the optimal control \((\overline{u} - \overline{u}_h^\varepsilon)\) which shall decrease toward zero like \( \varepsilon \). The evaluation of the slopes of the linear regression corresponding to the three graphs are in accordance with the predictions, the slopes are given by 0.65 (≈ 0.66) and 0.97 (≈ 1) for the \( H^1 \)-norm and for the \( L^2 \)-norm of the error on the optimal state respectively, and for the optimal control the slope is 0.95 (≈ 1).

Actually, since in the most general situations the exact solution is out of access, then we cannot compare the computed control \( \overline{u}_h^\varepsilon \) to the exact control \( \overline{u} \). The most informative question becomes: how close is the penalized finite element solution \((\overline{u}_h^\varepsilon, \overline{z}_h^\varepsilon)\) to the non-penalized finite element solution \((\overline{u}_h, \overline{z}_h)\) (for which the exact Dirichlet condition is enforced)?

In Figure 4, the difference between both solutions in different norms are plotted with respect to the parameter \( \varepsilon \), in logarithmic scales. At the first glance, the different errors seem to decay towards zero with the same rate until the formation of a plateau at a low level (≈ 10\(^{-8}\)). This trend is confirmed by the computation of the slopes of all the curves far from the plateau, we obtain 0.98 for the \( H^1 \)-norm on \( \overline{z}_h \), 0.99 for both the \( L^2 \)-norm on \( \overline{z}_h \) and the \( L^2 \)-norm on \( \overline{u}_h \). Contrary to the comparison with the exact solution, the convergence here is linear in \( \varepsilon \) for different norms, even for \( H^1 \)-norm. Recalling that one of the major practical motivations of the penalization is that it is easier to code a Robin condition – versus the Dirichlet condition – in a computing code, these observations are very encouraging for choosing this approach.

We end the numerical section by discussing the example worked out in [5]. The goal is to highlight the efficiency of the penalization procedure for a non-linear optimal control problem. In the context we are interested in, the non-linearity is due to the inequality constraints on both the state and the control variables.
Let $\Omega$ be the square $[0,1]^2$, we consider the problem of minimizing the objective function of (35) with $u_d = 0$, where $(z, u)$ are such that

\begin{align*}
-\Delta z &= 20 \quad \text{in } \Omega \\
 z &= u \quad \text{on } \Gamma \\
 z_{\min} \leq z \leq z_{\max} \quad &\text{in } \Omega \\
u_{\min} \leq u \leq u_{\max} \quad &\text{on } \Gamma.
\end{align*}

An equivalent formulation is obtained by eliminating the state $z$ by using the resolvent of the Dirichlet-Poisson equation (36–37), i.e. $z = R(u)$. The control problem can, then, be written down only in term of $u$: find $\pi \in L^2(\Gamma)$ verifying

$$
\min \quad \frac{1}{2} \int_{\Omega} (R(u) - z_d)^2 \, dx + \frac{\beta}{2} \int_{\Gamma} u^2 \, d\Gamma
$$

$$
\left\{ \begin{array}{l}
z_{\min} \leq R(u) \leq z_{\max}, \\
u_{\min} \leq u \leq u_{\max}
\end{array} \right\} \quad \text{in } \Omega, \quad \text{on } \Gamma.
$$

The penalized problem can be put under the same form, apart the fact that the resolvent $R_z$ involved in it is related to the Robin-Poisson problem, where the Dirichlet condition (37) is changed to $(\varepsilon \partial_n z + z) |_{\Gamma} = u$. The methodology followed to underline the performances of our approach is to compute the non-penalized optimal control together with the penalized control and their corresponding optimal states, and to look at the variation of the gap between them with respect to the parameter $\varepsilon$. For a given datum $u$, the solutions $z^h = R^h(u)$ and $z^h_{\varepsilon} = R^h_{\varepsilon}(u)$ are computed by the linear finite element method on a uniform triangular mesh with size $h = 0.0125$. The evaluation of the minimum of the objective function, in both cases (the penalized and the non-penalized) is made by the sequential quadratic programming (SQP) algorithm from the NAG library. This requires to provide, in addition to the finite element solvers $R^h$ and $R^h_{\varepsilon}$, the calculation of the adjoint states of the constraints (38) which are incorporated in our Fortran program. For the computations we keep the data...
experimented in [5], β is fixed to 0.01 and
\[ z_d(x, y) = 5x(x - 1)y(y - 1) + 3, \quad (u_{\text{min}}, u_{\text{max}}) = (-10, 10), \quad (z_{\text{min}}, z_{\text{max}}) = (0, 3.5). \]

In Figure 5, the errors between the non-penalized solution (the Dirichlet datum is enforced exactly) and the penalized solution are represented in logarithmic scales. The evaluation of the linear regression of the different curves yields the following conclusions, the slopes for the \( H^1 \)-norm on \( z_h \), the \( L^2 \)-norm on \( z_h \) and \( L^2 \)-norm on \( u_h \) are respectively 0.98, 0.99 and 0.97. This allows to conjecture that in this example, the penalized (Robin) solution converges towards the (Dirichlet) solution like \( \varepsilon \).

6. Concluding remarks and some extensions

The Robin penalization technique is a popular process for different type of partial differential equations in order to take into account Dirichlet boundary conditions, in particular for non-smooth data. In this contribution, we rigorously prove the reliability of this approach for the boundary control problem by stating the expected asymptotic convergence rate of the penalized solution toward the exact solution. These predictions are attested by various computational experiments. Furthermore, when applied to a non-linear example, the numerical results confirm the efficiency of the penalization, even though theoretical predictions are missing for this case.

The penalization of the boundary conditions can be extended to different contexts in the optimal control field, such as the distributed control problem. For conciseness, we restrict ourselves to the indications that seem important to establish optimal convergence rates in this case. The objective function is changed to
\[
J(z, \psi) = \frac{1}{2} \int_{\Omega} (z - z_d)^2 \, dx + \frac{\beta}{2} \int_{\Omega} (\psi - \psi_d)^2 \, dx
\]
and the partial differential equation reads as
\[
-\Delta z = \psi \quad \text{in} \ \Omega, \\
z = 0 \quad \text{on} \ \Gamma,
\]
where $\psi \in L^2(\Omega)$ is the distributed control. Introducing the penalization term transforms the Dirichlet condition into the Robin condition $\langle \epsilon \partial_n z_{\epsilon} + z_{\epsilon} \rangle |_\Gamma = 0$. Writing down the optimality conditions and eliminating $z$ and $\psi$ provide the following fourth order variational problem on the adjoint state: find $p \in D(\Delta)$ such that

$$
\int_\Omega \Delta p \Delta q \, dx + \frac{1}{\beta} \int_\Omega pq \, dx = \int_\Omega z_d (-\Delta q) \, dx - \frac{1}{\beta} \int_\Omega \psi_d q \, dx, \quad \forall q \in D(\Delta).
$$

The penalized adjoint state $\overline{p}_\epsilon$ solves the same variational problem set on $D(\Delta)$ instead of $D(\Delta)$. The optimal controls are obtained thanks to the formulas $\overline{\psi} = \psi_d + \frac{1}{\beta} \overline{p}$ and $\overline{\psi}_\epsilon = \psi_d + \frac{1}{\beta} \overline{p}_\epsilon$. The convergence rates induced by the penalization can be exhibited following the analysis developed in Section 3. We obtain the desired estimates on the control variables and on the optimal states

$$
\| \overline{\psi}_\epsilon - \overline{\psi} \|_{L^2(\Omega)} + \| \overline{\psi}_\epsilon - \overline{\psi} \|_{H^1(\Omega)} \leq C \varepsilon (\| z_d \|_{L^2(\Omega)} + \| \psi_d \|_{L^2(\Omega)}).
$$

A numerical experiment is made to certify this estimate. The domain $\Omega$ is the square $[0, 1]^2$ and the data are

$$
z_d(x, y) = \cos(x) \sin(y) \quad \text{and} \quad \psi_d(x, y) = 2 z_d(x, y),
$$

and the exact solution is given by $(\overline{z}, \overline{\psi}) = (z_d, \psi_d)$. In Figure 6 we compare the penalized computed solution with the Dirichlet computed one. As expected, the errors decay toward zero linearly, with respect to different norms.

The next step to be worked out is to look at the extension of the Robin-penalization procedure to the boundary optimal control of non-stationary equations such as the heat equation, the Stokes and the Navier-Stokes systems. Some numerical tests are already realized on the heat equation in order to figure out the convergence rate of the penalization, and yield the expected results. The proof of its convergence in a weak sense is established in [2] and stating a linear convergence rate with respect to the penalization parameter is under consideration in our team.
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