NUMERICAL SOLUTION OF PARABOLIC EQUATIONS IN HIGH DIMENSIONS
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Abstract. We consider the numerical solution of diffusion problems in \((0, T) \times \Omega\) for \(\Omega \subset \mathbb{R}^d\) and for \(T > 0\) in dimension \(d \geq 1\). We use a wavelet based sparse grid space discretization with mesh-width \(h\) and order \(p \geq 1\), and \(hp\) discontinuous Galerkin time-discretization of order \(r = O(|\log h|)\) on a geometric sequence of \(O(|\log h|)\) many time steps. The linear systems in each time step are solved iteratively by \(O(|\log h|)\) GMRES iterations with a wavelet preconditioner. We prove that this algorithm gives an \(L^2(\Omega)\)-error of \(O(N^{-p})\) for \(u(x, T)\) where \(N\) is the total number of operations, provided that the initial data satisfies \(u_0 \in H^\varepsilon(\Omega)\) with \(\varepsilon > 0\) and that \(u(x, t)\) is smooth in \(x\) for \(t > 0\). Numerical experiments in dimension \(d\) up to 25 confirm the theory.
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1. INTRODUCTION

The numerical solution of parabolic evolution problems by Finite Elements in a domain \(\Omega \subset \mathbb{R}^d\) and by implicit time-stepping in the interval \((0, T)\) is used in numerous applications. There exists a sizeable and well-developed literature on the numerical analysis of discretization schemes, see [16] and the references therein. For the solution of the linear system at each time step efficient solvers are available, e.g., based on suitable multilevel schemes. Most of these developments have been focussed on problems in dimension \(d \leq 3\).

In some applications, however, the efficient numerical solution of parabolic problems in dimensions \(d > 3\) is necessary. We mention here only the pricing of contracts on baskets of \(d\) assets, e.g., for an index where \(d\) can be as large as 50, and the Kolmogoroff equations for diffusions in high dimensions.

Here, the straightforward application of standard numerical schemes fails due to the so-called “curse of dimension”: the number of degrees of freedom on a tensor product Finite Element mesh of width \(h\) in dimension \(d\) grows like \(O(h^{-d})\) as \(h \to 0\). This observation has led to the belief that parabolic problems in dimension \(d\) larger than 3 can in effect not be solved by conventional, deterministic methods. Therefore Monte Carlo methods are used where the error decreases like \(O(N^{-1/2})\) if one uses a work of \(N\) operations. This holds for any \(d \geq 1\), but only in a probabilistic sense.
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We analyze the fully discrete method with sparse tensor product Finite Elements of degree \( p \geq 1 \). The method is based on two observations:

(i) To reduce the number of degrees of freedom in high dimensions, so-called \textit{sparse tensor product} Finite Element spaces are used (see, e.g., [2,5,7] and the references therein). Their number of degrees of freedom grows like \( O(h^{-1} \log h)^{d-1} \) as \( h \to 0 \), instead of \( O(h^{-d}) \) for the full tensor product spaces. At the same time, the approximation rate in \( H^2(\Omega) \) for elements of degree \( p \geq 1 \) and smooth functions is \( O(h^p) \), the same as for full tensor product spaces. As we show in Proposition 3.2, this result requires more regularity than \( H^{p+1}(\Omega) \) for the approximated function, and the amount of extra regularity increases with \( d \). In the contract pricing problem mentioned above, the initial data \( u_0 \) of the problem (the pay-off function) is usually not smooth (typically \( u_0 \in H^{3/2-\varepsilon}(\Omega) \) for \( \varepsilon > 0 \) ). However, the solution operator \( E(t) \) of the parabolic problem is an analytic semigroup and increases the smoothness of the solution \( u(\cdot,t) \) for \( t > 0 \). We prove that this parabolic smoothing effect suffices for optimal convergence of sparse space discretizations at \( T > 0 \) for any \( d \), even for initial data that are just in \( L^2(\Omega) \).

(ii) Even with sparse space discretization the number \( \tilde{N}_L \) of spatial degrees of freedom is substantial if \( d \) is large. Reducing the number of time steps (and thus, the number of spatial problems to be solved) to pass from \( t = 0 \) to the final time \( T \) is therefore essential. Time analyticity of \( E(t) \) implies analytic time regularity of the solution \( u(t) \) for \( t > 0 \), but not uniformly in \((0,T)\). As was shown in [12], this allows to construct \( hp \) discontinuous Galerkin (DG) time-stepping schemes with \textit{exponential convergence} in the number of spatial problems.

We analyze the fully discrete method with sparse tensor product Finite Elements of degree \( p \geq 1 \) and mesh-width \( h \) in space, and \( hp \) DG discretization in time. Because of the exponential convergence of the DG method in time it is sufficient to use \( O((\log h)^{d+1}) \) time intervals, and polynomial degree \( r = O((\log h)^d) \) in time. We then obtain at the final time \( T \) for \( u(x,T) \) an \( L^2 \) error of \( O(h^{\theta_0 p+\delta}) \) where \( \theta_0 \in (0,1) \) is related to the regularity of the elliptic problem in \( \Omega \), and \( \delta = p/(p+1)d-1 \). The case that \( u(x,t) \) is smooth in \( x \) for all \( t > 0 \) corresponds to \( \theta_0 = 1 \).

For each DG time step we have to solve a linear system of size \((r+1)\tilde{N}_L\). We can decouple this and obtain \( r+1 \) linear systems of size \( \tilde{N}_L \). Each of these \( r+1 \) linear systems is of the same form as for the backward Euler method, but contains complex numbers. We solve these linear systems iteratively with GMRES and a wavelet preconditioner, and show that \( O((\log h)^{d+1}) \) iterations are sufficient.

The resulting algorithm requires \( N = O(h^{-1} \log h)^{2d+6} \) operations. In the case where \( u(x,t) \) is smooth in \( x \) for all \( t > 0 \) (corresponding to \( \theta_0 = 1 \)) we obtain that the \( L^2 \) error of \( u(x,T) \) is bounded by \( Ch^{p+1} \leq C'N^{-p} \).

Rather than covering the most general parabolic problems, we consider here the following model problem: in the \( d \)-dimensional unit cube \( \Omega = (0,1)^d \), we consider

\[
\frac{\partial u}{\partial t} + Au = g \quad \text{in} \quad (0,T) \times \Omega; \tag{1.1}
\]

\[
u = 0 \quad \text{on} \quad (0,T) \times \partial \Omega; \tag{1.2}
\]

with the initial condition

\[
u(0) = u_0 \quad \text{in} \quad \Omega. \tag{1.3}
\]

Here \( A \) is a second order elliptic differential operator in divergence form

\[
Au = -\nabla \cdot D(x) \nabla u + c(x) u \quad \text{in} \quad \Omega. \tag{1.4}
\]
with coefficients $D \in C^{\infty}(\overline{\Omega})_d^{d \times d}$, $c \in C^{\infty}(\overline{\Omega})$ which are analytic in $\overline{\Omega}$ and satisfy, for all $x \in \overline{\Omega}$,

$$\forall \xi \in \mathbb{R}^d : \xi^T D(x) \xi \geq \gamma |\xi|^2,$$

(1.5)

$$c(x) \geq -\kappa > -\infty,$$

(1.6)

with constants $\gamma > 0$ and $\kappa$ independent of $x$. We emphasize that $A$ in (1.4) is self-adjoint only to reduce technicalities in the numerical analysis. Our algorithm works also for non self-adjoint operators $A$ with first order terms and for time-dependent coefficients of the form $c(x, t) = c_1(x) c_2(t)$, $d_{ij}(x, t) = d_{ij,1}(x)d_{ij,2}(t)$; first order advection terms are admissible in all our results except in one nonsmooth data error estimate, whereas time-dependent coefficients would require minor modifications in the convergence proofs. The convergence rates and the complexity of our algorithm remain essentially unchanged. Finally, it is sufficient to assume in (1.4) $c(x) \geq 0$, since the substitution $w = \exp(-\kappa t)u$ implies

$$w' + (A + \kappa)w = \exp(-\kappa t)g \text{ in } J$$

(1.7)

and $A + \kappa$ is of the form (1.4) with $\kappa = 0$ in (1.6).

The outline of the paper is as follows: in Section 2, we present an abstract parabolic framework, Section 3 is devoted to the space discretization by means of sparse tensor products of finite element spaces. Section 4 presents an $hp$-time stepping scheme for parabolic problems and exponential convergence results. Section 5 addresses the fully discrete approximation with $hp$-time stepping and sparse grids in space and the practical realization of the time-stepping scheme, in particular preconditioning and incomplete GRMES iterations for the linear systems of equations. Section 6 presents numerical results.

2. Abstract parabolic equations

For a variational formulation of (1.1)–(1.6) in $\Omega = (0, 1)^d$, we require Sobolev spaces. By $H = L^2(\Omega)$ we denote the square integrable functions in $\Omega$ and by $H^s(\Omega)$, $s \geq 0$, the usual Sobolev-spaces; we need also $V = \{v \in H^1(\Omega) : v|_{\partial \Omega} = 0\}$. We identify $H$ with its dual, $H = H^*$. Then

$$V \overset{d}{\hookrightarrow} H = L^2(\Omega) = H^* \overset{d}{\hookrightarrow} V^*,$$

(2.1)

with dense injection and the operator $A$ in (1.4) is in $\mathcal{L}(V, V^*)$. We denote by $(\cdot, \cdot)_{V \times V^*}$ the extension of the $H$ inner product $(\cdot, \cdot) : H \times H \to \mathbb{R}$ to $V \times V^*$, and denote by $\|\cdot\|$, $\|\cdot\|_V$, $\|\cdot\|_{V^*}$ the norms in $H, V, V^*$, respectively. With $A \in \mathcal{L}(V, V^*)$ we associate the bilinear form $a(\cdot, \cdot) : V \times V \to \mathbb{C}$ via

$$a(u, v) := (Au, v)_{V \times V^*}, \quad u, v \in V, \quad Au \in V^*.$$  

(2.2)

The form $a(\cdot, \cdot)$ is continuous,

$$\forall u, v \in V : |a(u, v)| \leq \alpha \|u\|_V \|v\|_V$$

(2.3)

and coercive because of (1.5), (1.6): there is $\beta > 0$ such that

$$\forall u \in V : a(u, u) \geq \beta \|u\|_V^2$$

(2.4)

for some $0 < \beta \leq \alpha < \infty$.

Then $A \in \mathcal{L}(V, V^*)$ is an isomorphism and

$$\|A\|_{\mathcal{L}(V, V^*)} \leq \alpha, \quad \|A^{-1}\|_{\mathcal{L}(V^*, V)} \leq 1/\beta.$$
Then (1.1)–(1.6) is equivalent to the abstract ordinary differential equation: for \( t \in J = (0, T) \),

\[
\begin{align*}
u'(t) + Au &= g \quad \text{in } V^*, \\
u(0) &= u_0 \quad \text{in } H,
\end{align*}
\]

where \( H = L^2(\Omega), \ V = H^1_0(\Omega), \ V^* = H^{-1}(\Omega) = (H^1_0(\Omega))^* \) and \( u' \) is understood in the weak sense, i.e. for \( u \in L^2(J,V) \cap H^1(J,V^*) \) we have \( u' \in L^2(J,V^*) \). The variational form of (2.5), (2.6) reads: given

\[
u_0 \in H, \quad g \in L^2(J,V^*),
\]

find \( u \in L^2(J,V) \cap H^1(J,V^*) \) such that

\[
- \int_J (u(t), v) \varphi'(t) dt + \int_J a(u,v) \varphi(t) dt = \int_J (g(t), v) \varphi dt
\]

for every \( v \in V, \ \varphi \in C_0^\infty(J) \). The initial condition is well-defined in \( H \) since (e.g. [6])

\[
L^2(J;V) \cap H^1(J;V^*) \subset C_0^\infty(T;H).
\]

Also from [6] we have that problem (2.7), (2.8) has a unique solution \( u(t) \) and

\[
\|u\|_{C(T,H)} + \|u\|_{L^2(J;V)} + \|u'\|_{L^2(J,V^*)} \leq C \left( \|g\|_{L^2(J,V^*)} + \|u_0\|_H \right).
\]

We now introduce a scale \( H_s \) of Sobolev spaces adapted to the operator \( A \) in (1.4). By the spectral theorem, \( A \) admits a countable family of eigenpairs \((\lambda_k, \varphi_k)\), with real eigenvalues \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \leq \cdots \) accumulating only at infinity and eigenfunctions \( \varphi_k \in V \). We can assume that the \( \varphi_k \) are orthonormal in \( H \), i.e. \( \langle \varphi_k, \varphi_l \rangle = \delta_{kl} \). We then have Parseval’s equation

\[
\forall u \in H: \quad \|u\|^2_H = \sum_{k=1}^\infty |\langle u, \varphi_k \rangle|^2
\]

and

\[
u = \lim_{N \to \infty} \sum_{k=1}^N \langle u, \varphi_k \rangle \varphi_k \quad \text{in } H.
\]

We now define, for \( s \geq 0 \), the scale of spaces \( H_s \) by

\[
H_s = \left\{ u \in L^2(\Omega) : \sum_{k=1}^\infty (\lambda_k)^s |\langle u, \varphi_k \rangle|^2 < \infty \right\}
\]

equipped with the norm

\[
\|u\|_{H_s} = \left( \sum_{k=1}^\infty (\lambda_k)^s |\langle u, \varphi_k \rangle|^2 \right)^{\frac{1}{2}}.
\]

Furthermore we define for \( s < 0 \) the spaces \( H_s := H^{-s}_s \) by duality. For \( s > \frac{1}{2} \), let us denote by \( H_s^D \) the functions in \( H^s(\Omega) \) with homogeneous Dirichlet condition:

\[
H_s^D(\Omega) := \{ v \in H^s(\Omega) \mid v|_\Gamma = 0 \}.
\]
We then have the following characterization of $H_s$:

**Proposition 2.1.**

$$H_s = \begin{cases} 
H^s(\Omega) & \text{for } 0 \leq s < \frac{1}{2} \\
H^{1/2}_0(\Omega) & \text{for } s = \frac{1}{2} \\
H^1_0(\Omega) & \text{for } \frac{1}{2} < s \leq 2.
\end{cases}$$

**Proof.** The case $s = 0$ follows from Parseval’s identity. The case $s = 1$ follows from $\|u\|_{H^1}^2 = (Au, u)$ and (1.3), (1.4). Then we obtain the result for $0 \leq s \leq 1$ by interpolation. For $s = 2$ we use the fact that $\Omega$ is convex, hence $Au \in L^2(\Omega)$ implies $u \in H^2(\Omega)$. Interpolation then gives the range $1 \leq s \leq 2$. \hfill $\square$

**Remark 2.2.** There is some $s_0 > 2$ such that for $s > s_0$ the spaces $H_s$ and $H^1_0(\Omega)$ will be different: the proof of Lemma 3.1 in [16] gives that e.g.

$$H_3 = A^{-1}H_1 = A^{-1}H^1_0 = \{ v \mid Av \in H^1(\Omega), Av|_\Gamma = 0, v|_\Gamma = 0 \}.$$

We see that the space $H_3$ has an additional boundary condition $Av|_\Gamma = 0$. On the other hand there may be functions $v \notin H^1(\Omega)$ which satisfy $Av \in H^1(\Omega)$ because of singularities in the solution at the points where the boundary is not smooth.

The regularity (2.7) of the data $u_0, g$ is sufficient for existence. In order to prove convergence rates for discretizations we will require slightly higher regularity, namely $u_0 \in H_{1+\epsilon_1}$ and $g \in L^\infty(J; H_{-1+\epsilon_2})$ with $\epsilon_1, \epsilon_2 > 0$.

The problem (1.1)-(1.3) with $g = 0$ admits the solution $u(t) = E(t)u_0$ where the evolution operator

$$E(t)u_0 := \sum_{k=1}^{\infty} e^{-\lambda_k t}(u_0, \varphi_k)\varphi_k$$

satisfies the following estimates which can be verified directly [13].

**Proposition 2.3.** There are $C, \tilde{\alpha} > 0$ such that for $t > 0$, $l \in \mathbb{N}_0$, $\tau \geq \theta \geq -1$ holds

$$\left\| E^{(l)}(t) \right\|_{L(H_s, H_{s+})} \leq C\tilde{\alpha}^{2l+\tau-\theta}t^{(2l+1+\tau-\theta)}(2l+1+\tau-\theta) \leq \tilde{C}t^{(s-\sigma)/2}\|u_0\|_{H_s}. \quad (2.15)$$

For $s \geq \sigma \geq 0$ there holds

$$\|E(t)u_0\|_{H_s} \leq C\tilde{C}t^{(s-\sigma)/2}\|u_0\|_{H_s}.$$

3. **Space discretization**

3.1. **Wavelets in $\mathbb{R}$**

In the interval $I = (0, 1)$, we define the mesh $T^\ell$ given by the nodes $j2^{-\ell}$, $j = 0, \ldots, 2^\ell$, with the mesh-width $h_\ell = 2^{-\ell}$. We define $\mathcal{V}^\ell$ as the space of piecewise polynomials of degree $p \geq 1$ on the mesh $T^\ell$ which are in $C^{p-1}([0,1])$ with $1 \leq p' \leq p$ and vanish at the endpoints 0, 1. We write $N^\ell = \dim \mathcal{V}^\ell$, $M^\ell := N^\ell - N^{\ell-1}$, $N^{-1} := 0$; then $N^\ell = O(2^\ell)$, $\ell = 0, 1, 2, \ldots$. We employ a wavelet basis $\psi_j^\ell$, $j = 1, \ldots, M^\ell$, $\ell = 0, 1, 2, \ldots$ of $\mathcal{V}^\ell$ with the properties:

$$\mathcal{V}^\ell = \text{span} \left\{ \psi_j^\ell \mid 0 \leq \ell \leq L; 1 \leq j \leq M^\ell \right\}, \quad \text{diam } \text{supp } \psi_j^\ell \leq C2^{-\ell}. \quad (3.1)$$

Any function $v \in \mathcal{V}^L$ has the representation

$$v = \sum_{\ell=0}^{L} \sum_{j=1}^{M^\ell} v_j^\ell \psi_j^\ell \quad (3.2)$$
with \( v^f_j = (v, \tilde{\psi}^f_j) \) where \( \tilde{\psi}^f_j \) are the so-called dual wavelets. For \( v \in V \) one obtains the series

\[
v = \sum_{\ell=0}^{\infty} \sum_{j=1}^{M^\ell} v^f_j \psi^f_j
\]

which converges in \( L^2(I) \) and in \( H^1_0(I) \). Moreover, there holds the norm equivalence

\[
c_1 \|v\|_{H^1_0} \leq \sum_{\ell=0}^{\infty} \sum_{j=1}^{M^\ell} |v^f_j|^2 2^{2\ell \theta} \leq c_2 \|v\|_{H^1_0}^2, \quad 0 \leq \theta \leq 1.
\]

For \( v \in L^2(I) \) we can define a projection \( P_L : L^2(I) \to V^L \) by truncating (3.3):

\[
P_L v := \sum_{\ell=0}^{L-1} \sum_{j=1}^{M^\ell} v^f_j \psi^f_j, \quad P_{L-1} := 0.
\]

This projection satisfies the approximation property

\[
\|u - P_L u\|_{H^1_0} \leq c 2^{-t(1-\theta)L} \|u\|_{H^1_0}, \quad 0 \leq \theta \leq 1, \quad \theta \leq t \leq p + 1.
\]

The increment or detail spaces \( W^\ell \) are defined by

\[
\begin{align*}
W^\ell &:= \text{span} \{ \psi^f_j : 1 \leq j \leq M^\ell \}, \quad \ell = 1, 2, 3, \ldots \\
W^0 &:= V^0.
\end{align*}
\]

Then

\[
V^\ell = V^{\ell-1} \oplus W^\ell \quad \text{for} \quad \ell \geq 1,
\]

and \( Q_{\ell} := P_{\ell} - P_{\ell-1} \) is a projection from \( L^2(I) \) to \( W^\ell \).

### 3.2. Examples of wavelets

We give an example for \( p = p' = 1 \), i.e., for piecewise linear continuous functions on \([0, 1]\) vanishing at the endpoints 0, 1. Since there is no nonzero function on the whole interval \([0, 1]\) we now define the mesh \( T^\ell \) for \( \ell \geq 0 \) by the nodes \( x_j^\ell := j2^{-\ell-1} \) with \( j = 0, \ldots, 2^{\ell+1} \). We have \( N_\ell = 2^{\ell+1} - 1 \) and \( M_\ell = 2^\ell \).

We define the wavelets \( \psi^f_j \) for level \( \ell = 0, 1, 2, \ldots, j = 1, \ldots, M_\ell \); for \( \ell = 0 \) we have \( N_0 = M_0 = 1 \) and \( \psi^0_1 \) is the function with value \( c_0 \) at \( x^0_1 = \frac{1}{2} \).

For \( \ell \geq 1 \) we have \( N_\ell = 2^{\ell+1} - 1 \) and we let \( c_\ell := 2^{-\ell/2}, \ell = 0, 1, \ldots \). Then the wavelet \( \psi^f_1 \) has values \( \psi^f_1(x^1_j) = 2c_\ell, \psi^f_1(x^1_{j+1}) = -c_\ell \) and zero at all other nodes. The wavelet \( \psi^f_M \) has values \( \psi^f_M(x^M_{N_\ell-1}) = 2c_\ell, \psi^f_M(x^M_{N_\ell-1}) = -c_\ell \) and zero at all other nodes. The wavelet \( \psi^f_j \) with \( 1 < j < M_\ell \) has values \( \psi^f_j(x^\ell_{2j-1}) = -c_\ell, \psi^f_j(x^\ell_{2j}) = 2c_\ell, \psi^f_j(x^\ell_{2j+1}) = -c_\ell \) and zero at all other nodes.

### 3.3. Sparse tensor product spaces and approximation rates

In \( \Omega = I^d = (0, 1)^d, \ d > 1 \) we define the subspace \( V^L \) as the tensor product of the one-dimensional spaces:

\[
V^L := V^L \otimes \cdots \otimes V^L
\]

which can be written using (3.8) as

\[
V^L = \sum_{0 \leq \ell_1 \leq L} W^{\ell_1} \otimes \cdots \otimes W^{\ell_d}.
\]
The space $V^L$ has $O(2^d)$ degrees of freedom and is too costly if $d$ is large. We shall use the sparse tensor product space

$$
\hat{V}^L := \text{span}\left\{ \psi_{j_1}^{\ell_1}(x_1) \ldots \psi_{j_d}^{\ell_d}(x_d) \mid 1 \leq j_k \leq M^{\ell_k}, \ell_1 + \cdots + \ell_d \leq L \right\}
$$

\begin{equation}
= \sum_{0 \leq \ell_1 + \cdots + \ell_d \leq L} W^{\ell_1} \otimes \cdots \otimes W^{\ell_d}.
\end{equation}

As $L \to \infty$, we have $N_L := \dim(V^L) = O(2^d)$, and $\hat{N}_L := \dim(\hat{V}^L) = O(L^{d-1}2^L)$, i.e. the spaces $\hat{V}^L$ have considerably smaller dimension than $V^L$. On the other hand, they do have similar approximation properties as $V^L$, provided the function to be approximated is sufficiently smooth: to characterize the smoothness we introduce the spaces $\mathcal{H}^k$ with square integrable mixed $k$-th derivatives: let $\mathcal{H}^0 := L^2(\Omega)$, and define for integer $k \geq 1$

$$
\mathcal{H}^k := \left\{ u \in H^1_0(\Omega) \mid D^\alpha u \in L^2(\Omega), \ 0 \leq \alpha \leq k \right\}
$$

equipped with the norm

$$
\|u\|_{\mathcal{H}^k} := \left( \sum_{0 \leq \alpha \leq k} \|D^\alpha u\|_{L^2(\Omega)}^2 \right)^{\frac{1}{2}}.
$$

We then define $\mathcal{H}^s$ for arbitrary $s \geq 0$ by interpolation.

For a function $v \in L^2(\Omega)$ we have as a consequence of (3.3), (3.9)

$$
v(x) = \sum_{\ell_1, \ldots, \ell_d \geq 0} \sum_{1 \leq j_k \leq n_{\ell k}} \psi_{j_1}^{\ell_1}(x_1) \cdots \psi_{j_d}^{\ell_d}(x_d).
$$

We then define the sparse projection operator $\hat{P}^L : L^2(\Omega) \to \hat{V}^L$ by truncating the wavelet expansion:

$$
(\hat{P}^L v)(x) := \sum_{0 \leq \ell_1 + \cdots + \ell_d \leq L} \sum_{1 \leq j_k \leq n_{\ell k}, \ell_k \in [1, \ldots, d]} v_{j_1}^{\ell_1} \cdots v_{j_d}^{\ell_d}(x_1) \cdots (x_d),
$$

\begin{equation}
\hat{P}^L = \sum_{0 \leq \ell_1 + \cdots + \ell_d \leq L} Q_{\ell_1} \otimes \cdots \otimes Q_{\ell_d}.
\end{equation}

We next establish some properties of the sparse grid projection $\hat{P}^L : V \to \hat{V}^L$.

**Proposition 3.1.** (Stability of $\hat{P}^L$) For $0 \leq \theta < 1$ and $v \in H^\theta_\theta$ we have

$$
\|\hat{P}^L v\|_{H^\theta} \leq C \|v\|_{H^\theta}.
$$

**Proof.** For $\theta = 0$, we have with

$$
\|v\|_0^2 := \sum_{\ell_k = 0}^{\infty} \sum_{1 \leq j_k \leq n_{\ell k}} \left| v_{j_1}^{\ell_1} \cdots v_{j_d}^{\ell_d} \right|^2
$$

that

$$
\|\hat{P}^L v\|_{H^\theta} \leq C_1 \|\hat{P}^L v\|_0 \leq C_1 \|v\|_0 \leq C_2 \|v\|_{L^2(\Omega)}.
$$

We also have from the norm equivalence (3.4) that for every $v \in H^\theta_\theta(\Omega)$:

$$
\|v\|_{H^\theta} \leq C_3 \sum_{\ell_k = 0}^{\infty} \sum_{1 \leq j_k \leq n_{\ell k}} \left| v_{j_1}^{\ell_1} \cdots v_{j_d}^{\ell_d} \right|^2 (1 + 2^{\ell_1} + \cdots + 2^{\ell_d}) =: \|v\|_{1}^2.
$$

\end{document}
It follows
\[ \| \hat{P}_L v \|_{H^s} \leq C_3 \| \hat{P}_L v \|_1 \leq C_3 \| v \|_1 \leq C_4 \| v \|_{H^s}. \]
Interpolation gives (3.17).

**Proposition 3.2.** (Approximation property of \( \hat{P}_L \)) Assume that the component spaces \( V^t \) of \( \hat{V}^L \) have the approximation property (3.6). Then for \( 0 \leq s < p' + \frac{1}{2} \) and \( s < t \leq p + 1 \)
\[ \| u - \hat{P}_L u \|_{H^s(\Omega)} \leq \begin{cases} C \| u \|_{H^s} \max_{|t| > L} 2^{s+1} \| u \|_{H^s}^{(d-1)/2} \| u \|_{H^s} + 1 & \text{if } s = 0 \text{ and } t = p + 1 \\ C h^{t-s} \| u \|_{H^t} & \text{otherwise.} \end{cases} \] (3.20)

**Proof.** We follow [5, Prop. 6] and [7]. We first consider the case \( 0 \leq t < p + 1 \). In the one-dimensional case, for \( 0 \leq t < p + 1 \), we have
\[ \sum_{\ell=0}^{\infty} 2^{2t \ell} \| Q_{t \ell} u \| \leq C \| u \|_{H_t}^2 \] (3.21)
Using tensor product arguments (cf. e.g. [7]) we obtain that, for \( u \in H^t \) and \( 0 \leq t < p + 1 \),
\[ \sum_{\ell_1, \ldots, \ell_d=0}^\infty 2^{2t(\ell_1+\cdots+\ell_d)} \| Q_{\ell_1} \otimes \cdots \otimes Q_{\ell_d} u \| \leq C \| u \|_{H^t}^2 \]
As in [5] this implies, for \( t < p + 1 \) and \( \ell := (\ell_1, \ldots, \ell_d) \),
\[ \left\| u - \hat{P}_L u \right\|_{H^s(\Omega)} \leq C \| u \|_{H^t}^2 \max_{|t| > L} 2^{s+1} \| u \|_{H^s}^{(d-1)/2} \| u \|_{H^s} + 1 \leq C \| u \|_{H^t}^2 \]
as the maximum is attained at e.g. \( \ell = (L + 1, 0, \ldots, 0) \).
In the case of \( t = p + 1 \) we have in the one-dimensional case instead of (3.21) only
\[ 2^{2t} \| Q_{t \ell} u \| \leq C \| u \|_{H_t} \]
and one obtains with tensor product arguments as in [5]
\[ \| Q_{\ell_1} \otimes \cdots \otimes Q_{\ell_d} u \| \leq C 2^{-|\ell|t} \| u \|_{H^t} \]
and from that
\[ \left\| u - \hat{P}_L u \right\|_{H^s(\Omega)} \leq C \| u \|_{H^t}^2 \sum_{|t| > L} 2^{s+1} \| u \|_{H^s}^{(d-1)/2} = C \| u \|_{H^t}^2 \sum_{m=L}^{\infty} 2^{2(s-t)(m-L)} A_m \]
with \( A_m := \sum_{|t| = m} 2^{s+1} \| u \|_{H^s}^{(d-1)/2} \). For \( s = 0 \) we have \( A_m \leq C m^{d-1} \) whereas, for \( s > 0 \), \( A_m \leq C \) holds.

**Remark 3.3.** This result and the proof also apply for discontinuous wavelets with \( p \geq 0 \), \( p' = 0 \), e.g. the Haar wavelets with \( p = p' = 0 \). The case of the Haar wavelets also illustrates that the logarithmic term is necessary in the case of \( s = 0 \) and \( t = p + 1 \): consider the function \( f(x) = x_1 \cdots x_d. \) The wavelet coefficients of \( f \) satisfy
\[ f_{j_1 \cdots j_d} = c_{2^{-3/2}}(\ell_1 + \cdots + \ell_d) \text{ and therefore} \]
\[ \left\| f - \hat{P}_L f \right\|_2 \leq \sum_{\ell_1 + \cdots + \ell_d > L} \sum_{j_1, \ldots, j_d} \left\| f_{j_1 \cdots j_d} \right\|^2 = \sum_{\ell_1 + \cdots + \ell_d > L} c_{2^{-2(\ell_1 + \cdots + \ell_d)}}. \]
Now we see that already \( \sum \left( \ell_1 + \cdots + \ell_d > L \right) \geq C 2^{-2L}L^{d-1} \) which shows that the convergence rate in (3.20) is sharp. For the case \( d = 2 \) see also [7].
Remark 3.4. Sparse grid spaces based on interpolation (see e.g. [2]) do not exhibit $L^2(I)$-stability like our wavelet based sparse spaces. For such interpolation-based sparse grid spaces there is an additional logarithmic term in the $H^1$ approximation rate.

Remark 3.5. We can express the convergence rates (3.20) in terms of the number of degrees of freedom using $\tilde{N}_L = O(h^{-1} \log h^{-d-1})$, yielding a bound $O(\tilde{N}_L^{-s}(\log \tilde{N}_L)^\beta)$ with $\beta$ depending on $d$. It was shown in [4] for $p = 1$ that one can avoid this logarithmic term by using smaller spaces than $V^L$ and higher regularity of $u$ than $H^{p+1}$.

3.4. Regularity of parabolic problems and sparse approximation rates

To characterize the approximation properties of $\hat{V}^L$ we define the scale of interpolation spaces

$$X_{\theta,p} := (H^1_0(\Omega), H^{p+1})_{\theta,2} \quad 0 \leq \theta \leq 1.$$  

(3.22)

We have $H^{1+\theta p} \subset X_{\theta,p} \subset H^{1+\theta p}$ for $0 \leq \theta \leq 1$ where the inclusions are strict for $0 < \theta < 1$. From $H^1_0 = X_{0,p}$ and $H^{d(p+1)}_D \subset X_{1,p}$ we obtain with interpolation that

$$H^{1-\theta+p(d+1)}_D \subset X_{\theta,p}$$  

(3.23)

for $0 \leq \theta \leq 1$.

For $u \in H^1_0(\Omega)$ we have from Proposition 3.1 that $\|u - \hat{P}_L u\|_{H^1(\Omega)} \leq C \|u\|_{H^1(\Omega)}$. Interpolating the bound with (3.20) for $s = 1$, $t = p + 1$ gives for $u \in X_{\theta,p}$

$$\|u - \hat{P}_L u\|_{H^1(\Omega)} \leq C h^{\theta p} \|u\|_{X_{\theta,p}}.$$  

(3.24)

Now let $u(t)$ be the solution of the parabolic problem (1.1)–(1.3) with $u_0 \in L^2(\Omega)$ and $g = 0$. To estimate the approximation rate $\|u(t_0) - \hat{P}_L u(t_0)\|_{H^s(\Omega)}$ for $t_0 > 0$ we use that $u(t_0) \in H^s$ for any $s > 0$. For a smooth domain $\Omega$ we would have

$$H^{p+1}_D \subset H^{(p+1)d} \subset H^{p+1} = X_{\theta,p} \quad \text{with} \quad \theta = 1.$$  

But this is in general not true for the domain $\Omega = (0,1)^d$ as the boundary is not smooth: since $H^s = A^{-s/2}L^2(\Omega)$ this space can contain functions which are not in $H^s(\Omega)$ for $s \geq 2$: there may exist singular functions $v \notin H^s(\Omega)$ in $H^s$ such that $Av \in H^{s-2}(\Omega)$. Since $\Omega$ is convex we always have $H^2 = A^{-1}L^2(\Omega) = H^2_0(\Omega) \subset X_{\theta,p}$ for $\theta = \frac{d(p+1)-1}{d+1}$ by (3.23).

Hence there always exists some $\theta_0 \in (0,1]$ such that

$$H^{(p+1)d} \subset X_{\theta_0,p}$$  

(3.25)

which depends on the singularity functions for the operator $A$ at the singular points of $\partial \Omega$. If $\theta_0 < 1$, we expect the reduced convergence rate $h^{\theta_0 p}$ instead of $h^p$.

Remark 3.6. In certain cases, we obtain in (3.24) the full approximation rate $h^p$. Let us consider $A = -\Delta u + cu$ in $\Omega = (0,1)^d$ where $c$ is smooth on $\Omega$. We denote by $T = \mathbb{R}/(2\mathbb{Z})$ the interval $[-1,1]$ with the boundary points identified. A function $v$ on $T^d$ can be extended to an even function $v^e$ on $\mathbb{T}^d$ by $v^e(x) := v((|x_1|, \ldots, |x_d|))$. Similarly we can define the antisymmetric extension $v^o$ by $v^o(x) := \text{sign}(x_1) \cdots \text{sign}(x_d)v((|x_1|, \ldots, |x_d|))$. We now assume that $c^e$ is smooth on $T^d$. Then we may assume without loss of generality that $c \geq c_0 > 0$ because of (2.13). We define the operator $\hat{A}^{-1}$ as the solution operator of the problem $-\Delta u + c^e u = f$ on $T^d$. For $f \in L^2(T^d)$ and $u = A^{-1}f$, we then have $v^e = \hat{A}^{-1}f^o$. Therefore,

$$H^s = \left\{ \left( \hat{A}^{-s/2} f^o \right|_{T^d} \left| f \in L^2(T^d) \right\} \subset \left\{ \left( \hat{A}^{-s/2} f \right|_{T^d} \left| f \in L^2(T^d) \right\} = H^s(T^d).$$
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Hence $\theta_0 = 1$ in (3.25), under the assumption that $c^e$ is smooth. We can relax this assumption. Since the solution of an elliptic boundary value problem is smooth at points where the boundary is smooth we only have to assume that $c^e$ is smooth in a small neighborhood of the singular part of the boundary.

**Remark 3.7.** If the principal part of $A$ is different from $-\Delta$ (even if $A$ has constant coefficients) we can no longer expect that $\theta_0 = 1$, and we will get a lower approximation rate $O(h^{\theta_0 p})$. But this also happens for the full grid space $V^L$: if the function $u$ has only regularity $u \in H^{1+s_0-\varepsilon}(\Omega)$ with $s_0 < p$ then we obtain only the lower approximation rate $\|u - P_L u\|_{H^1(\Omega)} \leq C h^{s_0 - \varepsilon}$ instead of $O(h^p)$.

### 3.5. Approximation of the elliptic problem

In $\Omega = I^d$ consider for the operator $A$ in (1.4) the problem

$$Au = f \text{ in } \Omega, \ u|_{\partial \Omega} = 0$$

(3.26)

associated with (1.1). In weak form:

$$u \in H^1_0(\Omega) : a(u, v) = (f, v) \quad \forall v \in H^1_0(\Omega).$$

(3.27)

The corresponding solution operator $T$ is continuous, i.e. $u = Tf : H_{-1} \to H_1$ boundedly.

Let $\tilde{u}^L = \tilde{R}_L u \in \tilde{V}^L$ be the sparse Galerkin approximation of $u$, defined by

$$\tilde{u}^L \in \tilde{V}^L : a(\tilde{u}^L, \tilde{v}^L) = (f, \tilde{v}^L) \quad \forall \tilde{v}^L \in \tilde{V}^L$$

(3.28)

and denote by $\tilde{T}_L f = \tilde{R}_L u$ the approximate solution operator. We have for $0 \leq \theta \leq 1$, using (3.24),

$$\|u - \tilde{u}^L\|_{H^1(\Omega)} \leq C h^{\theta p} \|u\|_{X^{s_0, p}}.$$  

(3.29)

Now a standard duality argument gives

$$\|u - \tilde{u}^L\|_{H^1(\Omega)} \leq C \|u - \tilde{u}^L\|_{H^1(\Omega)} \sup_{v \in L^2(\Omega)} \frac{|w_v - \tilde{P}_L w_v|}{\|v\|_{H^1(\Omega)}},$$

(3.30)

where $w_v$ denotes the solution of

$$A^* w_v = v \text{ in } \Omega, \ w_v|_{\partial \Omega} = 0.$$  

(3.31)

Since $\Omega$ is convex and $c \in C^\infty(\overline{\Omega})$, we have $w_v \in H^2(\Omega)$ and

$$\|w_v\|_{H^2(\Omega)} \leq C \|v\|_{L^2(\Omega)}.$$  

(3.32)

Using (3.24) and (3.23) we obtain

$$\|w_v - \tilde{P}_L w_v\|_{H^1(\Omega)} \leq C h^{\theta' p} \|w_v\|_{H^{1+\theta'+\theta'(p+1)\delta - \varepsilon}(\Omega)}, \quad 0 \leq \theta' \leq 1.$$  

(3.33)

With $\theta' := 1/[(p+1)d - 1]$ we get from (3.33) and (3.32) that $\|w_v - \tilde{u}^L_v\|_{H^1(\Omega)} \leq C h^{\delta}$ where

$$\delta := \frac{p}{(p+1)d - 1}.$$  

(3.34)
Now (3.30) and (3.29) give for $\hat{u}^L = \hat{R}_L u$ the convergence rate

$$
\| u - \hat{R}_L u \| \leq C h^{p+\delta} \| u \|_{X_{p,p}}. 
$$

(3.35)

Remark 3.8. For the Galerkin approximation of the elliptic problem (3.27) with a function $u^L$ in the full space $V^L$, we obtain the approximation rates $\| u - u^L \|_{H^1(\Omega)} \leq C h^p \| u \|_{H^{p+1}(\Omega)}$ and $\| u - u^L \|_{L^2(\Omega)} \leq C h^{p+1} \| u \|_{H^{p+1}(\Omega)}$. The Galerkin approximation $\hat{u}^L$ on the sparse grid gives the same convergence rate in the $H^1$-norm as the full grid approximation. For the $L^2$-error, however, we obtain for the sparse grid solution only the lower rate $O(\hat{h}^{p+\delta})$ compared with the full grid approximation. The reason for this is that the $H^2$-regularity (3.32) of the adjoint problem only yields a rate $h^p$ on the sparse grid but $h^1$ on the full grid.

3.6. Spatial semidiscretization

We semidiscretize (2.8) in space: we choose an approximation for the initial value

$$
\hat{u}^L_0 = \hat{P}_L u_0.
$$

(3.36)

Then the solution $\hat{u}^L$ of the spatially semidiscrete problem is defined using a Galerkin approximation in space: find $\hat{u}^L(t) : J \to \hat{V}^L$ such that $\hat{u}^L(0) = \hat{u}^L_0$ and such that

$$
\left( \frac{d}{dt} \hat{u}^L, v^L \right) + a(\hat{u}^L, v^L) = (g(t), v^L) \quad \forall v^L \in \hat{V}^L.
$$

(3.37)

We first consider the homogeneous equation with $g(t) = 0$. In the case of smooth initial data we have the following result.

Theorem 3.9. Assume that (3.25) holds with $0 < \theta_0 \leq 1$. Consider (2.8), (3.37) with $g = 0$, $p \geq 1$ and assume that $u_0 \in H_{(p+1)d}$. Then

$$
\| u(t) - \hat{u}^L(t) \| \leq C h^{\theta_0 p+\delta} \| u_0 \|_{H_{(p+1)d}}.
$$

(3.38)

Proof. The proof follows [16], Theorem 3.1. We use that by (3.35)

$$
\left\| \left( T - \hat{T}_L \right) f \right\| \leq C h^{\theta_0 p+\delta} \| T f \|_{X_{p,p}},
$$

(3.39)

and first consider instead of (3.36) the initial value $\hat{u}^L_0 = \hat{P}_L u_0$, with $\hat{P}_L$ the $L^2(\Omega)$-projection onto $\hat{V}^L$. Since $\| \hat{u}^L(t) \| \leq \| \hat{u}^L(0) \|$ this causes an error contribution to (3.38) which can be estimated by

$$
\| \hat{P}^0_L u_0 - \hat{P}_L u_0 \| \leq 2 \| \hat{P}_L u_0 - u_0 \| \leq C h^{p+1} | \log h | (d-1)/2 \| u_0 \|_{H^{p+1}}
$$

(3.40)

and, using (3.20) with $s = 0$, $t = 1/d$ and $H^1(\Omega) \subset H^{1/d}$ we get

$$
\| \hat{P}^0_L u_0 - \hat{P}_L u_0 \| \leq 2 \| \hat{P}_L u_0 - u_0 \| \leq C h^1/d \| u_0 \|_{H^{1/d}} \leq C h^{1/d} \| u_0 \|_{H^1(\Omega)}.
$$

(3.41)

Interpolating between (3.40) and (3.41), we obtain

$$
\| \hat{P}^0_L u_0 - \hat{P}_L u_0 \| \leq C h^{\theta_0 p+\theta_0(1-1/d)+1/d} | \log h |^{\theta_0(d-1)/2} \| u_0 \|_{X_{p,p}}.
$$

This implies

$$
\| \hat{P}^0_L u_0 - \hat{P}_L u_0 \| \leq C h^{\theta_0 p+\delta} \| u_0 \|_{X_{p,p}} \leq C h^{\theta_0 p+\delta} \| u_0 \|_{H_{(p+1)d}}
$$

since $\delta \leq 1/d$ for $d \geq 1$. 

The error $e(t) = u(t) - \hat{u}^L(t)$ satisfies with $\rho = -(\widehat{T}_L - T)Au = (T - \widehat{T}_L)u_t$

$$\widehat{T}_L e_t + e = \rho, \quad \widehat{T}_L e(0) = 0. \tag{3.42}$$

Lemma 3.4 in [16] states that

$$\|e(t)\| \leq C \sup_{s \leq t} \langle s\|\rho_t(s)\| + \|\rho(s)\| \rangle. \tag{3.43}$$

The assertion then follows from

$$\|\rho(s)\| \leq Ch^{\theta_0 p + \delta}\|u(s)\|_{X_{\theta_0 p}} \leq Ch^{\theta_0 p + \delta}\|u(s)\|_{H_{(p+1)d}} \leq Ch^{\theta_0 p + \delta}\|u(0)\|_{H_{(p+1)d}}$$

and

$$\|\rho_t(s)\| \leq s C h^{\theta_0 p + \delta}\|u_t(s)\|_{X_{\theta_0 p}} \leq s C h^{\theta_0 p + \delta}\|u_t(s)\|_{H_{(p+1)d}}$$

$$= s C h^{\theta_0 p + \delta}\|Au(s)\|_{H_{(p+1)d}} \leq s C h^{\theta_0 p + \delta} s^{-1}\|u(0)\|_{H_{(p+1)d}}. \quad \square$$

Estimate (3.38) assumed that $u_0 \in H_{(p+1)d}$. Note that this not only requires smoothness in the interior, but also that $u_0$ satisfies the compatibility $u_0 = 0, Au_0 = 0, \ldots, A^ku_0 = 0$ on $\partial \Omega$ for some integer $k$ (see Rem. 2.2).

Next we prove an error bound valid for $u_0 \in L^2(\Omega)$.

**Theorem 3.10.** Assume that (3.25) holds with $0 < \theta_0 \leq 1$. Consider (2.8), (3.37) with $p \geq 1$, $g \equiv 0$ and $u_0^L = \hat{P}_L u_0$. Then there is $C > 0$ such that, for any $t > 0$,

$$\|u(t) - \hat{u}^L(t)\| \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \|u_0\|. \tag{3.44}$$

**Proof.** We follow the proof of [16], Theorem 3.2. Using (3.35) with $\theta = 0$ and Proposition 2.3 we obtain

$$\left\|\hat{R}_L u(t) - u(t)\right\| \leq C h^\delta \|u(t)\|_{H^1(\Omega)} \leq C h^\delta t^{\frac{d}{2}} \|u_0\|,$$

yielding the following bound for $e(t) = u(t) - \hat{u}^L(t)$:

$$\|e(t)\| \leq C h^\delta t^{-\frac{d}{2}} \|u_0\|. \tag{3.45}$$

We define the error operators $\widehat{F}_L(t)$ by

$$e(t) = \widehat{F}_L(t) \ u_0^L = \hat{E}_L(t) \ P_L \ u_0 - E(t) \ P_L \ u_0 = \hat{u}_L(t) - u(t), \tag{3.46}$$

where $\hat{E}_L(t)$ denotes the solution operator of the semidiscrete problem with space $\hat{V}_L$. With $\widehat{F}_L(t)$, the Claim (3.44) may be rewritten as

$$\left\|\widehat{F}_L(t) \ u_0^L\right\| \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \|u_0\|. \tag{3.47}$$

We have [16], p. 42:

$$\widehat{F}_L(t) = \widehat{F}_L \left(\frac{t}{2}\right) E \left(\frac{t}{2}\right) + E \left(\frac{t}{2}\right) \widehat{F}_L \left(\frac{t}{2}\right) + \widehat{F}_L \left(\frac{t}{2}\right)^2. \tag{3.48}$$

Furthermore, using Theorem 3.9,

$$\left\|\widehat{F}_L \left(\frac{t}{2}\right) E \left(\frac{t}{2}\right) \ u_0^L\right\| \leq C h^{\theta_0 p + \delta} \left\|E \left(\frac{t}{2}\right) \ u_0^L\right\|_{H_{(p+1)d}} \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \|u_0^L\|.$$

The error $e(t) = u(t) - \hat{u}^L(t)$ satisfies with $\rho = -(\widehat{T}_L - T)Au = (T - \widehat{T}_L)u_t$
Since \( A = A^* \) we have \( (E(t) \hat{F}_L(t))^* = \hat{F}_L(t) E(t) \) and it follows that
\[
\left\| E \left( \frac{t}{2} \right) \hat{F}_L \left( \frac{t}{2} \right) u_0^L \right\| \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \| u_0^L \|,
\]
and altogether
\[
\left\| \hat{F}_L(t) u_0^L \right\| \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \| u_0^L \| + C h^\delta t^{-\frac{d}{4}} \left\| \hat{F}_L \left( \frac{t}{2} \right) u_0 \right\|.
\]
Iteration gives, for any integer \( s \geq 1 \),
\[
\left\| \hat{F}_L(t) u_0^L \right\| \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \| u_0 \| + C \left( h^\delta t^{-\frac{d}{4}} \right)^s \left\| \hat{F}_L \left( \frac{t}{2} \right) u_0 \right\|.
\]
We choose \( s \) such that \( \delta s \geq \theta_0 p + \delta \), and we find, using \( \| \hat{F}_L(t) v \| \leq 2\| v \| \), that \( \| \hat{F}_L(t) u_0^L \| \leq C h^{\theta_0 p + \delta} t^{-(p+1)d/2} \| u_0 \| \) which completes the proof. \( \square \)

### 3.7. Inhomogeneous problems

We now consider the inhomogeneous problem (2.5) with a nonzero function \( g(x,t) \).

Following [16] we obtain a result which gives the same convergence rate at time \( t \) as in Theorem 3.10 if we assume that \( g \) is sufficiently smooth in \([t-\varepsilon, t]\):

**Theorem 3.11.** Assume that (3.25) holds with \( 0 < \theta_0 \leq 1 \). Consider (2.8), (3.37) with \( p \geq 1 \), and \( u_0^L = \hat{P}_L u_0 \). Then, for \( t > \varepsilon \), we have
\[
\| \hat{u}^L(t) - u(t) \| \leq C \left[ h^{\theta_0 p + \delta} \left\| u_0 \right\| + \int_0^t \| f \| \, ds + \int_{t-\varepsilon}^t \left( \| u \|_{X_{s_0, p}} + \| u_t \|_{X_{s_0, p}} \right) \, ds \right]
\]
(3.48)

**Proof.** As in the proof Theorem 2.3 in [16], we have, with \( e = u - \hat{u}^L \), \( \rho = \hat{R}^L u - u \),
\[
\| e(t) \| \leq \| e(0) \| + C \left( \| \rho(0) \| + \int_0^t \| \rho_s \| \, ds \right),
\]
(3.49)
\[
\| \rho(0) \| = \left\| \left( \hat{R}^L - I \right) u_0 \right\| \leq C h^{\theta_0 p + \delta} \| u_0 \|_{X_{s_0, p}},
\]
(3.50)
\[
\| \rho_t \| = \left\| \left( \hat{R}^L - I \right) u_t \right\| \leq C h^{\theta_0 p + \delta} \| u_t \|_{X_{s_0, p}},
\]
(3.51)
yielding
\[
\| u - \hat{u}^L \| \leq \left\| \hat{u}^L_0 - u \right\| + C h^{\theta_0 p + \delta} \left( \| u_0 \|_{X_{s_0, p}} + \int_0^t \| u_t \|_{X_{s_0, p}} \right).
\]
(3.52)

Now we proceed as in Theorem 3.6 in [16] and write \( u = u_1 + u_2 + u_3 \) using cutoff functions so that \( u_2 \) satisfies a homogeneous problem, and \( u_1, u_3 \) satisfy inhomogeneous problems with zero initial data with \( f_1 := u_1 - Au_1 = 0 \) for \( t \leq t_0 - \varepsilon \), \( f_3 := u_3 - Au_3 = 0 \) for \( t \geq t_0 - \varepsilon \). Now we use (3.52) for \( u_1 \) and Theorem 3.10 for \( u_2 \). For the error \( e_3(t) \) corresponding to \( f_3 \) the argument in [16] gives, with Theorem 3.10,
\[
\| e_3(t) \| \leq C h^{\theta_0 p + \delta} \int_0^{t_0-3\varepsilon/4} \| f_3(s) \| \, ds \leq C h^{\theta_0 p + \delta} \left( \| u_0 \| + \int_0^{t_0} \| f \| \, ds \right).
\]
(3.53)
4. Time discretization

In this section we analyze the time discretization of the parabolic problem. We wish to apply our error analysis to two situations: (i) the continuous problem (2.5), (2.6) where the DG-discretization leads to a semidiscrete problem (continuous in space, discrete in time), and (ii) to the spatially discrete problem (3.37) where the time discretization leads to a fully discrete problem (see Sect. 5). In order to accommodate both cases we introduce the abstract Gelfand triple

$$
\mathcal{V} \overset{d}{\hookrightarrow} \mathcal{H} \overset{d}{\hookrightarrow} \mathcal{V}^*,
$$

where in case (i) $\mathcal{V} = V$, $\mathcal{H} = H$ and in case (ii) $\mathcal{V} = \tilde{V}^L$ equipped with $\| \cdot \|_V$ and $\mathcal{H} = \tilde{V}^L$ equipped with $\| \cdot \|_H$.

We define the scale of spaces $\mathcal{H}_s$ such that $\mathcal{H}_0 = \mathcal{H}$, $\mathcal{H}_1 = \mathcal{V}$, $\mathcal{H}_{-1} = \mathcal{V}^*$, defining the intermediate values of $s \in [-1, 1]$ by interpolation.

We assume that $A \in L(\mathcal{V}, \mathcal{V}^*)$ and $(Au, u) \geq \alpha \|u\|_{\mathcal{V}}^2$ for all $u \in \mathcal{V}$ and consider the abstract parabolic problem

$$
\begin{align*}
    u'(t) + Au(t) &= g(t) & 0 < t < T < \infty, \\
    u(0) &= u_0
\end{align*}
$$

with $u_0, g$ as in (2.7).

Solutions $u(t)$ of this problem are analytic functions of $t \in (0, T)$ if $g(t)$ is analytic. We build therefore a high order time semi-discretization of (4.2) and prove its exponential convergence. We shall apply this time discretization to the spatially semidiscrete problem in Section 5 below.

4.1. Time regularity

The solution operator of the parabolic problem (4.2), (4.3) generates an analytic semigroup $E(t)$, i.e. the solution $u(t)$ becomes analytic in $t$ for $t > 0$, provided the data $g(t) \in L^\infty(J, \mathcal{V}^*)$ is an analytic function of $t \in [0, T]$ taking values in $\mathcal{H}_\theta$ for some $\theta > -1$. We quantify the time analyticity of $g$ by assuming from now on that there are constants $C_g, \tilde{d}_g$ such that

$$
\|g^{(l)}(t)\|_{\mathcal{H}_\theta} \leq C_g \left( \tilde{d}_g \right)^l \|g(t)\|_{L^\infty(0, T; \mathcal{H}_\theta)} \quad \text{for all } t \in [0, T] \text{ and all } l \in \mathbb{N}_0, \quad -1 \leq \theta \leq 1.
$$

The solution $u(t)$ of (4.2), (4.3) is a mild solution (see [9]) and can be represented as

$$
\begin{align*}
    u(t) &= E(t)u_0 + \int_0^t E(t-s) g(s) \, ds, \quad 0 \leq t \leq T.
\end{align*}
$$

To address the time-analyticity of $u(t)$, we write $u(t) = u_1(t) + u_2(t)$ with

$$
\begin{align*}
    u'_1(t) + Au_1(t) &= 0, & u_1(0) &= u_0, \\
    u'_2(t) + Au_2(t) &= g(t), & u_2(0) &= 0.
\end{align*}
$$

By (2.15) with $\tau = 1$ we have

**Proposition 4.1.** For $u_0 \in \mathcal{H}_\theta$, $0 \leq \theta \leq 1$,

$$
u_1(t) = E(t)u_0
$$

and there are $C, \tilde{d} > 0$ such that for all $l \in \mathbb{N}_0$, $t > 0$ holds

$$
\left\|u_1^{(l)}(t)\right\|^2_V \leq C\tilde{d}^{2l+1-\theta} \Gamma(2l+2-\theta) t^{-(2l+1)+\theta} \|u_0\|^2_{\mathcal{H}_\theta}.
$$
Next, we have for $u_2(t)$ in (4.7): 

**Proposition 4.2.** Assume that $g$ satisfies (4.4). Then,

$$u_2(t) = \int_0^t E(t-s) g(s) ds, \quad 0 \leq t \leq T,$$

(4.9)

and there are $C, \hat{d} > 0$ such that for all $l \in \mathbb{N}_0$, $0 < t \leq \min\{1, T\}$ and $0 \leq \theta \leq 1$

$$\left\| u_2^{(l)}(t) \right\|_{V} \leq \tilde{C}_g \hat{d}_g^{2l} \Gamma(2l + 2 - \theta) t^{-2l+\theta} \left\| g \right\|_{L^\infty(0, T; \mathcal{H}_{-1+\theta})}^2.$$  

(4.10)

**Proof.** We set $\mathcal{V}_0 = \mathcal{H}_{-1+2\theta}$ for $0 \leq \theta \leq 1$ and $\mathcal{V} = \mathcal{V}_1 = \mathcal{H}_1$ in this proof to simplify notation. From (4.5) we have for $l \geq 1$

$$u_2^{(l)}(t) = \sum_{i=0}^{l-1} E^{(i)}(t) g^{(l-1-i)}(0) + \int_0^t E(s) g^{(l)}(t - s) ds, \quad l \geq 1$$

and we estimate

$$\left\| u_2^{(l)}(t) \right\|_{\mathcal{V}} \leq \sum_{i=0}^{l-1} \left\| E^{(i)} \right\|_{\mathcal{L}(\mathcal{V}_0, \mathcal{V})} \left\| g^{(l-1-i)}(0) \right\|_{\mathcal{V}_0} + \int_0^t \left\| E(s) \right\|_{\mathcal{L}(\mathcal{V}_0, \mathcal{V})} \left\| g^{(l)}(t - s) \right\|_{\mathcal{V}_0} ds$$

$$=: S + I.$$  

We estimate $S$. By (2.15) (with $\theta$ replaced by $-1 + 2\theta$ and with $\tau = 1$)

$$\left\| E^{(i)} \right\|_{\mathcal{L}(\mathcal{V}_0, \mathcal{V})} \leq C \hat{d}^{i+1-\theta} \Gamma(2i + 3 - 2\theta)^1/2 t^{-1+2\theta}.$$  

Using $\Gamma(2z) = \pi^{-1/2} 2^{2z-1} \Gamma(z) \Gamma(z + 1/2)$ with $z = i + 3/2 - \theta$ gives

$$\Gamma(2i + 3 - 2\theta)^1/2 \leq C 2^{i+\theta} \Gamma(i + 3/2 - \theta)^1/2 \Gamma(i + 2 - \theta)^1/2 \leq C 2^{i+\theta} \Gamma(i + 5/2 - \theta).$$

With (4.4), we estimate

$$S \leq C \sum_{i=0}^{l-1} \hat{d}^{i+1-\theta} \Gamma(2i + 3 - 2\theta)^1/2 t^{-1+2\theta} \Gamma(l-i) C_g \left\| g(t) \right\|_{\mathcal{V}_0} \hat{d}_g^{l-1-i} \Gamma(l-i)$$

and, using the log-convexity of the Gamma function,

$$S \leq C \sum_{i=0}^{l-1} \hat{d}^{i+1-\theta} \Gamma(2i + 3 - 2\theta)^1/2 t^{-1+2\theta} \Gamma(l-i) C_g \left\| g(t) \right\|_{\mathcal{V}_0} \max \left\{ 2\hat{d}, d_g \right\}^{l+1} \Gamma(l+2-\theta) \sum_{i=0}^{l-1} \frac{\Gamma(i+2-\theta) \Gamma(l-i)}{\Gamma(l+2-\theta)} \cdot t^{-1+2\theta}$$

$$\leq C \sum_{i=0}^{l-1} \hat{d}^{l+1-\theta} \Gamma(l+1) \sum_{i=0}^{l-1} t^{-1+2\theta}.$$
For $0 < t < \min\{1, T\}$, we find that there are $C, \tilde{d}_1 > 0$ such that, for all $l \geq 0$,

$$S \leq CC_g \left( \tilde{d}_1 \right)^{l+1} \|g(t)\|_{V_0} \Gamma(l+1) t^{-1+\theta},$$

and $\Gamma(l+1)^2 \leq \Gamma(l+1) \Gamma(l+\frac{3}{2}) \leq C\Gamma(2l+2) 2^{-2(l+1)}$ gives

$$S^2 \leq C_3 \left( \tilde{d}_2 \right)^{2l+1-2\theta} \|g(t)\|_{V_0}^2 t^{-2l+2\theta} \Gamma(2l+2).$$

Analogously, we get from (2.15) with $l = 0$, $0 \leq \theta \leq 1$, the bound

$$I \leq C_2 \int_0^t s^{-1+\theta} \|g(t-s)\|_{V_0} \Gamma(l+1) t^{l+1} \|g\|_{L^\infty((0,T);V_0)},$$

Combining (4.8) and (4.10), we get the following result.

$$\text{Combining (4.8) and (4.10), we get the following result.} \quad \Box$$

**Corollary 4.3.** Assume that $u_0 \in H_0$ and that $g$ satisfies (4.4). Then there exist $\tilde{C}_g, \tilde{d}_g$ such that the following hold.

(i) For $0 < t < \min\{1, T\}$, $0 \leq \theta \leq 1$ and every integer $l \geq 0$,

$$\left\| u^{(l)}(t) \right\|_V^2 \leq \tilde{C}_g \tilde{d}_g^{2l} \Gamma(2l+2-\theta) \left\{ t^{-2l+1-\theta} \|u_0\|_{H_0}^2 + t^{-2l+\theta} \|g\|_{L^\infty((0,T);H_0)}^2 \right\}.$$  \hspace{1cm} (4.12)

(ii) Further, if $0 < a < b \leq \min\{1, T\}$, then for any integer $l \geq 1$ and $0 \leq \theta \leq 1$,

$$\int_a^b \left\| u^{(l)}(t) \right\|_V^2 \, dt \leq \tilde{C}_g \tilde{d}_g^{2l} \Gamma(2l+2-\theta) \left\{ a^{-2l+\theta} \|u_0\|_{H_0}^2 + a^{-2l+\theta} (b-a) \|g\|_{L^\infty((0,T);H_0)}^2 \right\}.$$  \hspace{1cm} (4.13)

(iii) If $s \geq 1$ is arbitrary, and $0 < \theta \leq 1$, $0 < a < b \leq \min\{1, T\},$

$$\left\| u \right\|_{H^s((a,b);V)}^2 \leq \tilde{C}_g \tilde{d}_g^{2s} \Gamma(2s+2-\theta) a^{-2s+\theta} \left\{ \|u_0\|_{H_0}^2 + \|g\|_{L^\infty((0,T);H_{-1+s})}^2 \right\}.$$  \hspace{1cm} (4.14)

**4.2. Discontinuous Galerkin time discretization**

We discretize problem (4.2) in time. To this end let $\mathcal{M}$ be a partition of $(0, T)$ into $M$ timesteps $\{I_m\}_{m=1}^M; I_m = (t_{m-1}, t_m)$, $1 \leq m \leq M$, of size $k_m = t_m - t_{m-1}$. Define the one-sided limits of $u \in \mathcal{H}$ (or $\mathcal{V}$) as

$$u^+_m := \lim_{s \to 0^+} u(t_m + s), \quad 0 \leq m \leq M - 1,$$

$$u^-_m := \lim_{s \to 0^-} u(t_m - s), \quad 1 \leq m \leq M,$$  \hspace{1cm} (4.15)

and $[u]_m := u^+_m - u^-_m$, $1 \leq m \leq M - 1$.  \hspace{1cm} (4.16)
Proposition 4.4. [12] The weak solution \( u \in L^2(J; \mathcal{V}) \cap H^1(J; \mathcal{V}^*) \) of (4.2) satisfies

\[
B_{DG}(u, v) = (u_0, v_0^+) + \sum_{m=1}^{M} \int_{I_m} (g, v_{\mathcal{V} \times \mathcal{V}}) dt
\]  

(4.14)

for all

\( v \in C_f(\mathcal{M}; \mathcal{V}) := \{ u : J \to \mathcal{V} : u|_{I_m} \in C^0(\overline{I_m}; \mathcal{V}), I_m \in \mathcal{M} \} \),

where

\[
B_{DG}(u, v) := \sum_{m=1}^{M} \int_{I_m} \{(u', v)_{\mathcal{V} \times \mathcal{V}} + a(u, v)\} dt + (u_0^+, v_0^+)_{\mathcal{H}} + \sum_{m=2}^{M} ([u]_{m-1}, v_{m-1}^+)_{\mathcal{H}}.
\]

The one-sided limits in (4.13), (4.14) are well-defined due to (2.9).

With time step \( k_m \) we associate an order \( r_m \geq 0 \), and define the semidiscrete space

\[
\mathcal{S}^r(\mathcal{M}; \mathcal{V}) = \{ u : J \to \mathcal{V} : u|_{I_m} \in \mathcal{P}^r(I_m; \mathcal{V}), 1 \leq m \leq M \},
\]  

(4.15)

with the order vector \( r = (r_1, \ldots, r_M) \). If the orders are uniform, i.e. \( r_m = r \) for all \( m \), we write \( \mathcal{S}^r(\mathcal{M}; \mathcal{V}) \).

The number of unknown coefficient functions in \( \mathcal{V} \) of \( u \in \mathcal{S}^r(\mathcal{M}; \mathcal{V}) = \mathcal{S}^r(\mathcal{M}) \otimes \mathcal{V} \) is

\[
\dim(\mathcal{S}^r(\mathcal{M})) := \sum_{m=1}^{M} (r_m + 1).
\]  

(4.16)

The DG time-stepping scheme is given by: find \( U \in \mathcal{S}^r(\mathcal{M}; \mathcal{V}) \) such that

\[
B_{DG}(U, W) = (u_0, W_0^+) + \sum_{m=1}^{M} \int_{I_m} (g, W_{\mathcal{V} \times \mathcal{V}}) dt
\]  

(4.17)

for all \( W \in \mathcal{S}^r(\mathcal{M}; \mathcal{V}) \).

Problem (4.17) has a unique solution \( U \) which can be obtained by successively solving \( M \) spatial problems for the \( r_m + 1, m = 1, \ldots, M \), unknown coefficient functions in \( \mathcal{V} \) (see Sect. 4). From (4.14) and (4.17) we have the Galerkin orthogonality

\[
B_{DG}(u - U, W) = 0 \quad \forall W \in \mathcal{S}^r(\mathcal{M}; \mathcal{V}).
\]  

(4.18)

On \( I = (-1, 1) \), define for \( r \geq 0 \) and \( u \in C^0(\overline{I}; \mathcal{V}) \) the projector \( \Pi^r u \in \mathcal{P}^r(I; \mathcal{V}) \) by

\[
\int_I (u - \Pi^r u, q)_{\mathcal{H}} dt = 0 \quad \forall q \in \mathcal{P}^{r-1}(I; \mathcal{V}), \quad (\Pi^r u)(1) = u(1) \in \mathcal{V}.
\]  

(4.19)

If \( r = 0, \) the first condition is void. On time interval \( (a, b) \) of length \( k = b - a > 0 \) we define \( \Pi^r_{(a, b)} \) by

\[
\Pi^r_{(a, b)} u = (\Pi^r (u \circ Q)) \circ Q^{-1}
\]  

(4.20)

where \( Q : (-1, 1) \to (a, b) \) is given by \( \xi \mapsto x = \frac{1}{2} (a + b + \xi k) \). The global DG-interpolant of \( u \in C_0(\mathcal{M}; \mathcal{V}) \) is then given by

\[
I u \in \mathcal{S}^r(\mathcal{M}; \mathcal{V}) : I u|_{I_m} = \Pi^r_{I_m} (u|_{I_m}).
\]  

(4.21)
Theorem 4.5. The DG-solution $U$ of (3.38) satisfies
\[ \frac{1}{2} \|(u - U)_M\|_{H^1}^2 + \|u - U\|_{L^2(J;V)}^2 \leq \left( 1 + \frac{\alpha}{\beta} \right)^2 \|u - \mathcal{I}u\|_{L^2(J;V)}^2. \] (4.22)

Proof. We have for all $U, W \in S^r(\mathcal{M}; V)$:
\[
\|U - W\|^2 := \int J \|U - W\|_V^2 dt + \frac{1}{2} \|(U - W)_M\|_{H^1}^2
\leq \frac{1}{2} \|(U - W)_u\|_{H^1}^2 + \frac{1}{2} \sum_{m=1}^{M-1} \|(U - W)_m\|_{H^1}^2 + \frac{1}{2} \|(U - W)_M\|_{H^1}^2 + \int J \|U - W\|_V^2 dt
\leq \frac{1}{\beta} B_{DG} (U - W, U - W).
\]
Hence we get
\[ \|U - \mathcal{I}u\|^2 \leq \beta^{-1} B_{DG} (U - \mathcal{I}u, U - \mathcal{I}u) = \beta^{-1} B_{DG} (u - \mathcal{I}u, U - \mathcal{I}u). \]

With $\Theta := U - \mathcal{I}u \in S^r(\mathcal{M}; V)$ it follows that
\[
\|U - \mathcal{I}u\|^2 \leq \beta^{-1} \int J \left| \{(u - \mathcal{I}u; \Theta')_{H^1} \} + a(u - \mathcal{I}u, \Theta) \right| dt
+ \beta^{-1} \sum_{m=1}^{M-1} \|(u - \mathcal{I}u)_m, [\Theta]_m\|_{H^1} + \beta^{-1} \|(u - \mathcal{I}u)_M, [\Theta]_M\|_{H^1}
\leq \beta^{-1} \int J \|a(u - \mathcal{I}u)\| dt \leq \frac{\alpha}{\beta} \int J \|u - \mathcal{I}u\|_V \|\Theta\|_V dt
\leq \frac{\alpha}{\beta} \left( \int J \|\Theta\|_V^2 dt \right)^{\frac{1}{2}} \left( \int J \|u - \mathcal{I}u\|_V^2 dt \right)^{\frac{1}{2}} \leq \frac{\alpha}{\beta} \|\Theta\| \|u - \mathcal{I}u\|_{L^2(J;V)},
\]
whence we find
\[ \|U - \mathcal{I}u\| \leq \frac{\alpha}{\beta} \|u - \mathcal{I}u\|_{L^2(J;V)}. \]

Also
\[ \|u - U\| \leq \|u - \mathcal{I}u\| + \|U - \mathcal{I}u\| \leq \left( 1 + \frac{\alpha}{\beta} \right) \|u - \mathcal{I}u\|_{L^2(J;V)} \]
which completes the proof. \[\square\]

Remark 4.6. If we have instead of (3.5) only the (weaker) Garding inequality
\[ \forall u \in V : a(u, u) + \kappa \|u\|_{H^1}^2 \geq \beta \|u\|_V^2 \]
for some $\kappa, \beta > 0$, we still obtain (4.22) with $(1 + \frac{\alpha}{\beta})$ replaced by $\exp(\kappa T)(1 + \frac{\alpha}{\beta})$, this follows from the substitution $w = e^{-\kappa t} u$.

We see from (4.22) that the error at $t_M = T$ of the DG solution $U$ as well as its $L^2(J;V)$ error is controlled by the quality of the interpolant $\mathcal{I}u$. We show now that $\mathcal{M}, r$ can be chosen such that $\|u - \mathcal{I}u\|_{L^2(J;V)}$ decreases exponentially in $N = \dim(S^r(\mathcal{M}))$. 


Definition 4.7. A mesh \( \{I_m\}_{m=1}^M \) in \( J = (0, T) \) is geometric with \( M \) time steps \( I_m = (t_{m-1}, t_m) \), \( m = 1, \ldots, M \), and grading factor \( \sigma \in (0, 1) \), if
\[
t_0 = 0, \quad t_m = T \sigma^{M-m}, \quad 1 \leq m \leq M. \tag{4.23}
\]
Then
\[
k_m = m_{m-1}, \quad \lambda = (1 - \sigma)/\sigma, \quad 2 \leq m \leq M. \tag{4.24}
\]
We write \( \mathcal{M}_{M, \sigma} \) for such meshes.

We define \( \gamma = \max\{1, \lambda\} \). We will also use variable orders \( \{r_m\}_{m=1}^M \) on \( \mathcal{M}_{M, \sigma} \):

Definition 4.8. The order vector \( \{r_m\}_{m=1}^M \) is linear with slope \( \mu > 0 \) on \( \mathcal{M}_{M, \sigma} \), if \( r_1 = 0 \) and if \( r_m = \lfloor \mu m \rfloor \), \( m = 2, \ldots, M \).

We estimate the approximation error
\[
\|u - Iu\|_{L^2(I;\mathcal{V})}^2 = \|u - \Pi^1_0 u\|_{L^2(I;\mathcal{V})}^2 + \sum_{m=2}^M \|u - \Pi^{r_m}_m u\|_{L^2(I_m;\mathcal{V})}^2 \tag{4.25}
\]
in each time step. We start with the first time step \( I_1 \) and recall that \( r_1 = 0 \). Let \( k = k_1 = t_1 \).

Lemma 4.9. For \( u \in \mathcal{H}_\theta \) and \( g(t) \) satisfying (4.4) for some \( 0 < \theta \leq 1 \), we have for \( 0 < k \leq 1 \)
\[
\|u - \Pi^r_1 u\|_{L^2(I_1;\mathcal{V})}^2 \leq C \left( k^\theta \|u_0\|_{\mathcal{H}_\theta}^2 + k^{\theta + 1}\|g\|_{L^\infty(J;\mathcal{H}_{1+\gamma})}^2 \right).
\]

Proof. Recall that \( r_1 = 0 \) and that by (4.19) \( \Pi^1_0 u = u(k) \). As in (4.6), (4.7), \( u = u_1 + u_2 \) and
\[
T_1 = \int_0^k \|u(t) - u(k)\|_\mathcal{V}^2 \, dt, \quad T_2 = \int_0^k \|u_1(t)\|_\mathcal{V}^2 \, dt, \quad T_3 = \int_0^k \|u_2(t)\|_\mathcal{V}^2 \, dt, \quad T_4 = \int_0^k \|u_2(k)\|_\mathcal{V}^2 \, dt.
\]

\( T_1, T_2 \) are estimated as in [12]; consider \( T_3 \): using (4.12) with \( l = 0 \) gives for \( 0 < \theta \leq 1 \)
\[
T_3 = \int_0^k \|u_2(t)\|_\mathcal{V}^2 \, dt \leq C \int_0^k t^\theta \, dt \|g\|_{L^\infty(0,k;\mathcal{H}_{1+\gamma})}^2.
\]

Analogously, from (4.10) with \( l = 0 \) it follows that
\[
T_4 = k \|u_2(k)\|_\mathcal{V}^2 \leq C k^{1+\theta} \|g\|_{L^\infty(0,k;\mathcal{H}_{1+\gamma})}^2.
\]
\( \square \)

For the intervals \( I_m \) with \( m \geq 2 \) we have the following result.

Lemma 4.10. Assume (4.4). Then for every \( \alpha \in (0, 1) \) there exist constants \( C, \tilde{\sigma} > 0 \) such that for \( I_m \in \mathcal{M}_{M, \sigma} \), \( r_m \geq 1, m \geq 2 \), and for \( 0 \leq \theta \leq 1 \),
\[
\|u - \Pi^{r_m}_m u\|_{L^2(I_m;\mathcal{V})}^2 \leq C_{\sigma}^{(M-m+1)\theta} (f_\alpha(\sigma))^r_m \left\{ \|u_0\|_{\mathcal{H}_\theta}^2 + \|g\|_{L^\infty(J;\mathcal{H}_{1+\gamma})}^2 \right\} \tag{4.26}
\]
where \( \gamma = \max\{1, (1 - \sigma)/\sigma\} \) and
\[
f_\alpha(\sigma) = \eta^{2\alpha} (1 - \alpha)^{1-\alpha}/(1 + \alpha)^{1+\alpha}.
\]
Proof. We write $I$ in place of $I_m$ and $t$ in place of $t_{m-1}$, and $\alpha, r, s$ in the following calculations. Then, as in [12],
\[
\|u - \Pi_I^r u\|_{L^2(I;\mathcal{Y})}^2 \leq C \frac{\Gamma(r + 1 - s)}{r^2 \Gamma(r + 1 + s)} \left( \frac{k}{2} \right)^{2(s+1)} \|u\|_{H^{s+1}(I;\mathcal{Y})}^2
\]
\[
\leq C \frac{\Gamma(r + 1 - s)}{r^2 \Gamma(r + 1 + s)} \left( \frac{1}{2} \right)^{2(s+1)} \|u\|_{H^{s+1}(I;\mathcal{Y})}^2.
\]
By Corollary 4.3 (iii) (with $s+1$ in place of $s$) we find, for any $s > 0$ and $r \geq 1$, $0 \leq \theta \leq 1$:
\[
\|u - \Pi_I^r u\|_{L^2(I;\mathcal{Y})}^2 \leq C \frac{\Gamma(r + 1 - s)}{r^2 \Gamma(r + 1 + s)} \left( \frac{\gamma \tilde{d}}{2} \right)^{2s} \Gamma(2s + 1) t^\theta \left\{ \|u_0\|_{\mathcal{H}_\sigma}^2 + \|g\|_{L^\infty(J;\mathcal{H}_{\alpha + s})}^2 \right\}.
\]
Choosing $s = \alpha r$ with $0 < \alpha < 1$ and using Stirling’s formula gives
\[
\frac{\Gamma(r + 1 - s)}{\Gamma(r + 1 + s)} \Gamma(2s + 1) \leq \sqrt{T} 2^{2s} \left[ \frac{(1 - \alpha)^{1-\alpha}}{(1 + \alpha)^{1+\alpha}} \right]^r,
\]
and the claim follows. \qed

Theorem 4.11. Assume that the initial value problem (4.2) is discretized using (4.17) on a geometric partition $\mathcal{M}_{M,\sigma}$ with $0 < \sigma < 1$ and the order vector $\mathbf{r}$ is linear with slope
\[
\mu > \max \left\{ 1, \frac{\theta |\ln(\sigma)|}{|\ln(f_{\gamma,\tilde{d}}(\alpha^*))|} \right\}, \quad \alpha^* = \left( 1 + \gamma^2 \tilde{d}^2 \right)^{-\frac{1}{2}}
\] (4.27)
where $\tilde{d}$ is, as in Propositions 4.1, 4.2, depending only on $u_0$ and $g$. Then there exist $b, C > 0$ independent of $M, \alpha, \beta$ such that for $0 < \theta \leq 1$,
\[
\| (u - U)_M \|_{L^2(J;\mathcal{Y})}^2 + \| u - U \|^2_{L^2(I;\mathcal{Y})} \leq C \left( 1 + \frac{\alpha^*}{\theta} \right)^2 e^{-b\sqrt{N}} \left\{ \|u_0\|_{\mathcal{H}_\sigma}^2 + \|g\|_{L^\infty(J;\mathcal{H}_{\alpha + s})}^2 \right\}
\] (4.28)
where $b = c|\ln(\sigma)|/\sqrt{N}$ and $N = \dim(S^*(\mathcal{M}_{M,\sigma}))$ is the number of spatial problems to be solved in the DG time discretization.

Proof. We consider only $T = 1$, the general case is obtained by scaling. Further, by (4.22) it suffices to bound (4.25). We apply for time step $I_1$ Lemma 4.9 and for time interval $I_m, m \geq 2$, Lemma 4.10. This gives, with $k_1 = t_1 = \sigma^n$ (cf. (4.23)),
\[
\|u - T u\|^2_{L^2(J;\mathcal{Y})} \leq C \left\{ \sigma^{(M-1)\theta} + \sum_{m=2}^{M} \sigma^{(M-m+1)\theta} f_{\gamma,\tilde{d}}(\alpha_m)^{r_m} \right\} \left\{ \|u_0\|_{\mathcal{H}_\sigma}^2 + \|g\|_{L^\infty(J;\mathcal{H}_{\alpha + s})}^2 \right\}.
\]
Now we select $\alpha_m = \alpha^* = (1 + \gamma^2 \tilde{d}^2)^{-\frac{1}{2}}$. Then $f_{\gamma,\tilde{d}}(\alpha^*) = f_{\min} < 1$, and, by (4.27),
\[
\sigma^{(2-m)\theta} f_{\min}^{r_m} \leq C \sigma^{2\theta} \left( \frac{f_{\min}^m}{\sigma} \right)^{m} \leq C \sigma^{2\theta} q^m, \quad q < 1;
\]
hence
\[ \|u - Iu\|^2_{L^2(J;V)} \leq C\sigma(M^{-1})^\theta \left\{ 1 + \sigma^{2\theta} \sum_{m=2}^M q^m \right\} \left\{ \|u_0\|^2_{\mathcal{H}_0} + \|g\|^2_{L^\infty(0,T;\mathcal{H}_{1+\theta})} \right\} \]
from where the assertion follows on noticing that \( N \leq C\mu M^2 \) as \( M \to \infty \).

In the following we discuss the convergence of three modifications of DG time-stepping.

**Remark 4.12.** Instead of the linear order vector with slope \( \mu \) in Definition 4.8, we can also choose the same polynomial degree \( r_m = r = \lfloor \mu M \rfloor \) on all intervals \( I_m \in \mathcal{M}_{M,\sigma}, m = 1, \ldots, M \).

In this case (4.28) holds with \( b > 0 \) for any \( \mu > 0 \); i.e., (4.27) and \( r_1 = 0 \) are not necessary, see [12].

**Remark 4.13.** We can also achieve convergence of DG time-stepping by mesh refinement while keeping the polynomial degree \( r \) fixed. It was shown in [12] that for the regularity (4.8), (4.10) of the exact solution for some \( 0 < \theta \leq 1 \), \( \mathcal{M} \) must be algebraically graded as follows:
\[ t_m = h\left( \frac{mT}{M} \right), m = 0, \ldots, M \quad \text{with} \quad h(t) = t^{(2r+3)/\theta}. \]  
(4.29)
We then have the algebraic convergence
\[ \|u - U\|_{\mathcal{H}} + \|u - U\|^2_{L^2(J;V)} \leq C \left( 1 + \frac{\alpha}{\beta} \right) M^{-(r+1)} \]  
(4.30)
where \( C \) depends on \( u_0 \in \mathcal{H}_\theta, g \) and on \( r \). The case \( r = 0 \) corresponds to the backward Euler scheme.

**Remark 4.14.** We can use a single time step, i.e., \( M = 1 \), and increase the polynomial degree \( r \). If \( u \) is analytic in \([0,T]\) with values in \( V \), this results in exponential convergence \( O(\exp(-bN)) \) where \( N \) is the number of spatial problems to be solved [12].

### 5. Discretization in space and time

#### 5.1. Fully discrete problem

We discretize the parabolic problem (2.5), (2.6) in time with a \( hp \)-discontinuous Galerkin method using a geometric mesh \( \mathcal{M}_{M,\sigma} \). For simplicity, we choose the DG time-stepping with uniform degree vector \( r \) as in Remark 4.12. We further choose \( \mu = 1 \) and a geometric time-step sequence \( \mathcal{M}_{M,\sigma} \) in \((0,T)\) with grading factor \( \sigma \in (0,1) \) and \( M = r \) time steps.

The space discretization will be performed in \( \Omega = (0,1)^d \) with the sparse grid subspace \( \hat{V}^L \) of \( V \) of mesh-width \( h = 2^{-L}, L > 0 \).

We now define the **solution** \( \hat{U}^L \) of the fully discrete problem as follows:

Find \( \hat{U}^L \in S^r(\mathcal{M}_{r,\sigma};\hat{V}^L) \) such that
\[ B_{DG}\left( \hat{U}^L, \hat{W} \right) = \left( u_0, \hat{W}_0^+ \right) + \sum_{m=1}^M \int_{I_m} \left( g, \hat{W} \right)_{V^* \times V} \, dt \quad \forall \hat{W} \in S^r\left( \mathcal{M}_{r,\sigma};\hat{V}^L \right). \]  
(5.1)

#### 5.2. Error analysis

Let us estimate the error
\[ \|u(T) - \hat{U}^L(T)\| \quad T > 0. \]  
(5.2)
If we denote by \( \hat{u}^L \) the semidiscrete solution in (3.36), (3.37), we have
\[ \|u(T) - \hat{U}^L(T)\| \leq \|u(T) - \hat{u}^L(T)\| + \|\hat{u}^L(T) - \hat{U}^L\|. \]  
(5.3)
The first error term was estimated in Theorem 3.10. For the second error term we observe that the spatially
semidiscrete problem (3.36), (3.37) fits into the abstract framework of Section 4: we keep \( H = L^2(\Omega) \) as pivot
space and select \( V = \tilde{V}^L \subset L^2(\Omega) \), equipped with the \( H^1_0(\Omega) \)-norm. Then the bilinear form
\( a(\cdot, \cdot) : \tilde{V}^L \times \tilde{V}^L \to \mathbb{R} \)
induces an operator \( \tilde{A}^L : \tilde{V}^L \to (\tilde{V}^L)^\prime = V^\prime \) and the semidiscrete problem (3.36), (3.37) reads
\[
(\hat{u}^L)'(t) + \hat{A}^L \hat{u}^L(t) = \hat{P}^*_t g \quad \text{in} \quad J = (0, T),
\]
with initial condition
\[
\hat{u}^L(0) = \hat{P}_L u_0 := \hat{u}_0^L.
\]
We then obtain the following error estimate for the fully discrete solution \( \hat{U}^L(T) \).

**Theorem 5.1.** Assume that the initial data \( u_0 \) of (1.1), (1.2) belongs to \( H_\theta = (L^2(\Omega), H^1_0(\Omega))_{\theta, 2} \) for some
\( 0 < \theta \leq 1 \). Then, the error (5.2) of the fully discrete Galerkin scheme (5.1) with uniform order \( r \), geometric
time step sequence \( M_r, \sigma \) in \( J = (0, T) \) and sparse grids in space with mesh-width \( h = 2^{-L} \) satisfies the error estimate
\[
\| u(T) - \hat{U}^L(T) \| \leq C_1(u_0, g) h^{\theta r + \delta} + C_2(u_0, g) e^{-br}.
\]
Note that \( C_1(u_0, g) = \| u_0 \| + \| g \|_{L^2([0, T] : V^\prime)} + C_g \) where \( C_g \) measures the additional spatial regularity of \( g \) in
\( [T - \delta, T] \). We have \( C_2(u_0, g) = \| u_0 \|_{H^r} + \| g \|_{L^\infty([0, T] : V^{-1, r})} \) for \( C_g' \) where \( C_g' \) depends on \( \delta \).

**Corollary 5.2.** If we choose \( r = O((\log h)^{d-1}) \) then
\[
\| u(T) - \hat{U}^L(T) \| \leq C(u_0, g) h^{\theta r + \delta}
\]
where \( C(u_0, g) = C_1(u_0, g) + C_2(u_0, g) \).

### 5.3. Derivation of the linear system

In each of the \( M \) time steps (5.1) amounts to the solution of a linear system of size
\[
(r + 1) \hat{N}_L = (r + 1) O \left( h^{-1} |\log h|^{d-1} \right)
\]
which depends on the time step \( k \) and \( h \) and which we now derive.

Let \( Q := \mathcal{P}_r (I_m, \hat{V}^L) \), equipped with the norm of \( L^2([t_{m-1}, t_m]) \otimes V \). In time step \( m \) of the algorithm we have to determine \( \hat{U}^L_m := \hat{U}^L|_{t_m} \in Q \) which by (5.1) satisfies, for all \( W \in Q \),
\[
\int_{t_{m-1}}^{t_m} \left[ (\hat{U}^L_m)'(t), W \right] + a(\hat{U}^L_m, W) \, dt + \left( \hat{U}^L_m(t_{m-1}), W(t_{m-1}) \right)
= \int_{t_{m-1}}^{t_m} (g, W)_{V^\prime \times V} \, dt + \left( \hat{U}^L_{m-1}(t_{m-1}), W(t_{m-1}) \right)
\]
where the expression \( \hat{U}^L_0(t_0) \) is defined to mean the initial value \( \hat{u}_0^L \).

Let \( \{ \varphi \}_{j=0}^m \) be a basis of the polynomial space \( \mathcal{P}_r(-1, 1) \). Then the time shape functions on time interval
\( I_m \) are given by \( \varphi_j \circ F_m^{-1} \) where the mapping \( F_m : (-1, 1) \to I_m \) is given by
\[
t = F_m(\tau) = \frac{1}{2}(t_{m-1} + t_m) + \frac{1}{2} k_m \tau, \quad k_m = t_m - t_{m-1}, \quad \tau \in (-1, 1).
\]
If we write \( \hat{U}^L_m(x,t) \) and \( \hat{W} \) in (5.9) as

\[
\hat{U}^L_m(x,t) = \sum_{j=0}^{r_m} \hat{U}^L_{m,j}(x)(\varphi_j \circ F^{-1}_m)(t), \quad \hat{W}(x,t) = \sum_{j=0}^{r_m} \hat{W}^L_{m,j}(x)(\varphi_j \circ F^{-1}_m)(t),
\]

the variational problem (5.9) has the following form:

Find \((\hat{U}^L_{m,j})_{j=0}^{r_m} \in (\hat{V}^L)^{r+1}\) such that for every \((\hat{W})_{j=0}^{r_m} \in (\hat{V}^L)^{r+1}\)

\[
\sum_{i,j=0}^{r} \left( C_{ij} \cdot (\hat{U}^L_{m,i}, \hat{W}_i)_H + \frac{k_m}{2} G_{ij} \cdot a(\hat{U}^L_{m,i}, \hat{W}_i) \right) = \sum_{i=0}^{r} \left( \frac{k_m}{2} f_{m,i}(\hat{W}_i) + f_{m,i}(\hat{W}_i) \right),
\]

where (see [18])

\[
f_{m,i}(v) := \left( \int_{-1}^{1} (g \circ F_m)\varphi_i \, d\tau, v \right)_H, \quad f_{m,i,2}(v) := \varphi_i(-1) \left( \hat{U}^L_{m-1}(t_{m-1}), v \right)_H
\]

\[
C_{ij} := \int_{-1}^{1} \varphi_j(\varphi_i \circ F_m \circ \varphi_i) \, d\tau + \varphi_i(-1) \varphi_j(-1), \quad G_{ij} = \int_{-1}^{1} \varphi_j(\varphi_i \circ F_m \circ \varphi_i) \, d\tau.
\]

Equation (5.11) is a linear system of size \((r+1)\tilde{N}_L\) to be solved in each time step \(m = 1, \ldots, M\). We will drop the subscript \(m\) for sake of readability. Denoting by \(M\) and \(A\) the mass and stiffness matrix of \(\hat{V}^L\) with respect to \((\cdot, \cdot)_H\) and \(a(\cdot, \cdot)\), respectively, (5.11) takes the matrix form

\[
Ru = f, \quad R = C \otimes M + \frac{k}{2} G \otimes A, \quad f = \frac{k}{2} f_1^1 + f_2^2,
\]

where \(u\) denotes the coefficient vector of \(\hat{U}^L_m \in Q\).

**Remark 5.3.** If the coefficients are independent of \(t\), we obtain with the temporal shape functions \(\varphi_i(\tau) = (i+1/2)^{1/2} L_i(\tau)\) and with \(L_i\) denoting the \(i\)-th Legendre polynomial on \((-1, 1)\) (normalized such that \(L_i(1) = 1\)), that \(G = I\) in (5.12) and

\[
C_{ij} = \sigma_{ij}(i + \frac{1}{2})^{1/2}(j + \frac{1}{2})^{1/2}, \quad \sigma_{ij} = \begin{cases} (-1)^{i+j} & \text{if } j > i \\ 1 & \text{otherwise} \end{cases}, \quad i, j = 0, \ldots, r.
\]

If the coefficients of \(A\) depend on \(t\), \(C\) has to be computed by numerical quadrature.

From now on we will use temporal shape functions \(\varphi_i(\tau) = (i + 1/2)^{1/2} L_i(\tau)\).

### 5.4. Decoupling

As observed in [12] the system (5.13) of size \((r+1)\tilde{N}_L\) can be reduced to solving \(r+1\) linear systems of size \(\tilde{N}_L\): we use the Schur decomposition \(C = QTQ^H\) with a unitary matrix \(Q\) and an upper triangular matrix \(T\) which has the eigenvalues \(\lambda_1, \ldots, \lambda_{r+1}\) of \(C\) on the diagonal. Multiplying (5.13) by \(Q^H \otimes I\) from the left gives

\[
\left( T \otimes M + \frac{k}{2} I \otimes A \right)w = g
\]

with

\[
w := (Q^H \otimes I)x, \quad g := (Q^H \otimes I)f.
\]
This system is block-upper-triangular: with \( w = (w_0, \ldots, w_r) \) we obtain the solution by solving

\[
\left( \lambda_{j+1} M + \frac{k}{2} A \right) w_j = s_j \quad \text{for} \quad j = r, r-1, \ldots, 0 \tag{5.16}
\]

where

\[
s_j := g_j - \sum_{l=j+1}^r T_{j+1,l+1} M w_l.
\]

For each DG time step, we have to solve the \( r + 1 \) linear systems in (5.16). Each of these linear systems is of the same type as in the backward Euler method where the matrix is \( M + kA \). Therefore an implementation of the DG method (5.1) is very similar to an implementation of the backward Euler method.

**Remark 5.4.** Note that the \( r + 1 \) linear systems (5.16) have to be solved sequentially. As described in [12], there is an alternative scheme which uses the matrix \( Y \) of eigenvectors instead of \( Q \) (assuming that \( C \) is diagonalizable). This leads to a system which is block-diagonal (instead of block-upper-triangular). It can be solved by solving \( r + 1 \) linear systems of size \( \tilde{N}_L \times \tilde{N}_L \) in parallel. However, the condition number of \( Y \) increases rapidly with \( r \). If one solves the linear systems exactly this only causes a magnification of the round-off error and works well in practice for values \( r < 10 \). If one solves the linear system with incomplete iterations the error will be multiplied by the condition number of \( Y \), and one has to increase the number of iterations very rapidly with increasing \( r \) to compensate. With the choice \( r = O(|\log h|) \) suggested by Corollary 5.2 we would not be able to obtain an overall complexity of \( O(h^{-1} |\log h|^c) \).

### 5.5. Iterative solution of linear equations

By (5.16), a time step of order \( r \) amounts to solving \( r + 1 \) linear systems with coefficient matrix

\[
B := \lambda M + \frac{k}{2} A \tag{5.17}
\]

where \( \lambda \) is an eigenvalue of \( C \) in (5.15). We solve the equations (5.16) approximately with incomplete GMRES iteration, causing an additional error in the overall scheme which we analyze here together with the overall complexity. Throughout, we denote by \( \| \cdot \| \) the 2-norm of a vector or a matrix and we use the notation \( \|w\|_B := (w^H B w)^{1/2} \).

#### 5.5.1. Eigenvalues of \( C \)

For the convergence analysis of the GMRES method we will need the following properties of the eigenvalues of the matrix \( C \) from (5.15):

**Lemma 5.5.** The eigenvalues \( \lambda_j^{(r)} \) of the matrix \( C \) from (5.15) satisfy for \( r = 0, 1, 2, \ldots \)

\[
\begin{align}
\text{Re} \lambda_j^{(r)} & \geq C_1 |\lambda_j^{(r)}| r^{-\alpha}, \quad j = 1, \ldots, r + 1 \\
|\lambda_j^{(r)}| & \geq C_2 r^{\tilde{\alpha}}
\end{align}
\tag{5.18, 5.19}
\]

with \( \alpha = 2, \tilde{\alpha} = 0 \) and constants \( C_1, C_2 > 0 \) independent of \( r \). Furthermore, the matrix \( T \) of the Schur decomposition \( C = QTQ^H \) satisfies

\[
\|T\|_2 \leq C r^2. \tag{5.20}
\]
Proof. Let $\mathcal{P}_r$ denote the space of complex-valued polynomials of degree $\leq r$, let $\|g\|^2 = \int_{-1}^{1} |g(t)|^2 \, dt$. Because of (5.12), an eigenvalue $\lambda$ of the matrix $C$ corresponds to the existence of a nonzero polynomial $p \in \mathcal{P}_r$ such that
\[
\int_{-1}^{1} p' \overline{q} \, dt + p(-1)q(-1) = \lambda \int_{-1}^{1} p \overline{q} \, dt \quad \text{for all } q \in \mathcal{P}_r.
\] (5.21)
Using this with $q = p$ and taking the real and imaginary parts gives
\[
\frac{1}{2} |p(-1)|^2 + \frac{1}{2} |p(1)|^2 = \text{Re}(\lambda) \|p\|^2
\] (5.22)
and
\[
\text{Im} \int_{-1}^{1} p' dt = \text{Im}(\lambda) \|p\|^2
\] (5.23)
where we used $\text{Re}(p'p) = \frac{1}{2}(p\overline{p})'$ for the real part. Using (5.21) with $q(t) = (1 + t)p'(t)$ gives
\[
\int_{-1}^{1} (1 + t) |p'|^2 \, dt = \lambda S
\] (5.24)
where $S := \int_{-1}^{1} (1 + t) p \overline{p} \, dt$. As $\lambda \neq 0$ ((4.17) always has a unique solution) we have that
\[
\text{Re} S = \frac{\text{Re}(\lambda)}{|\lambda|^2} \int_{-1}^{1} (1 + t) |p'|^2 \, dt \geq 0
\] (5.25)
since (5.22) shows $\text{Re} \lambda \geq 0$. Integrating by parts we obtain
\[
0 \leq \text{Re} S = \left[ (1 + t) \frac{1}{2} p \overline{p} \right]_{-1}^{1} - \int_{-1}^{1} \frac{1}{2} p \overline{p} \, dt = |p(1)|^2 - \frac{1}{2} \|p\|^2.
\] (5.26)
From (5.23) we get with the inverse inequality (e.g. [14])
\[
|\text{Im}(\lambda)| \|p\|^2 \leq \left| \int_{-1}^{1} p \overline{p} \, dt \right| \leq \|p\| \|p'\| \leq \sqrt{3} r^2 \|p\|^2.
\] (5.27)
Now (5.26) and (5.22) give
\[
|\text{Im}(\lambda)| \|p\|^2 \leq \sqrt{3} r^2 |p(1)|^2 \leq 4 \sqrt{3} r^2 \text{Re}(\lambda) \|p\|^2.
\] (5.28)
Inequality (5.19) is proved in [12]. We have
\[
\left| \int_{-1}^{1} p' \overline{q} \, dt + p(-1)q(-1) \right| \leq C r^2 \|p\| \|q\|
\]
using the inverse inequality and $|p(-1)| \leq C' r \|p\|$ (see [12]). This shows $\|C\|_2 \leq r^2$ and (5.20) follows since $Q$ is unitary.

\[\square\]

Remark 5.6. The estimates (5.18), (5.19) are not sharp. Results of computations for $r = 1, \ldots, 50$ performed with 50 digits of accuracy are shown in Figure 1. They suggest that (5.18) seems to hold with $\alpha = \frac{2}{3}$, and (5.19) with $\tilde{\alpha} = 1$. 
5.5.2. Preconditioning

The norm equivalence (3.4) with \( \theta = 0 \) implies for every \( v \in \hat{V}^L \) of the form (3.3) with coefficient vector \( v = (v_j^L) \)
\[
C_1 \|v\|^2 \leq v^H Mv \leq C_2 \|v\|^2
\]
with constants \( C_1, C_2 \) independent of \( L \). Let \( D_A \) denote the diagonal matrix with entries \( 2^{l_1} + \cdots + 2^{l_d} \) for an index corresponding to level \((l_1, \ldots, l_d)\). Then (2.3), (2.4) and (3.4) with \( \theta = 1 \) imply that
\[
C_1 v^H D_A v \leq v^H A v \leq C_2 v^H D_A v
\]
with constants \( C_1, C_2 \) independent of \( L \).

Let \( \|w\|_{D_A} := (w^H D_A w)^{1/2}, \|w\|_{D_A^{-1}} := (w^H D_A^{-1} w)^{1/2} \). For \( v \in \hat{V}^L \) with coefficient vector \( v \) and \( f \in (\hat{V}^L)^* \) with coefficient vector \( f \) we then have
\[
\|v\|_V \sim \|v\|_{D_A}, \quad \|f\|_{V^*} \sim \|f\|_{D_A^{-1}}
\]
where the norm equivalences hold with constants independent of \( L \).

We now define for preconditioning the diagonal matrix \( S \) and the scaled matrix \( \hat{B} \) as
\[
S := \left( \text{Re}(\lambda) I + \frac{k}{2} D_A \right)^{1/2}, \quad \hat{B} := S^{-1} B S^{-1}.
\]

Lemma 5.7. For the linear system \( \hat{B} \hat{x} = \hat{b} \) let \( \hat{x}_j \) denote the iterates obtained by the restarted GMRES\((m_0)\) method with initial guess \( \hat{x}_0 \). Then
\[
\|\hat{b} - \hat{B} \hat{x}_j\| \leq C(1 - cr^{-2\alpha})^j \|\hat{b} - \hat{B} \hat{x}_0\|.
\]
Let \( x_j = S^{-1} \tilde{x}_j \), \( b = \tilde{S} \tilde{b} \). Then
\[
\| b - Bx_j \|_{D_A^{-1}} \leq C h^{-1} \left( 1 + C_1 k r^{\alpha - \tilde{\alpha}} \right)^{1/2} \left( 1 - cr^{-2\alpha} \right)^j \| b - Bx_0 \|_{D_A^{-1}}
\] (5.34)
with \( \alpha, \tilde{\alpha} \) from (5.18), and \( C, c \) independent of \( L, k, r \).

**Proof.** Since \( \text{Re}(x^H \text{Im}(\lambda) M x) = 0 \) we obtain from (5.29), (5.30) that
\[
\text{Re} \left( x^H B x \right) \geq C x^H S^2 x \quad \forall x \in \mathbb{C}^{N_L}
\]
implying with \( y = Sx \)
\[
\text{Re} \left( y^H \tilde{B} y \right) \geq C_3 \| y \|^2 \quad \forall y \in \mathbb{C}^{\tilde{N}_L}.
\] (5.35)
We have
\[
| x^H B y | = | \lambda x^H M y | + \frac{k}{2} | x^H A^L y | \leq C | \lambda | \| x \| | y \| + C \frac{k}{2} \left\| D_A^{1/2} x \right\| \left\| D_A^{1/2} y \right\|.
\]
With \( D := | \lambda | I + \frac{k}{2} D_A \) we then get
\[
| x^H B y | \leq C \left( x^H D x \right)^{1/2} \left( y^H D y \right)^{1/2}.
\]
Now we use (5.18) and obtain
\[
| x^H B y | \leq Cr^{\alpha} \left( x^H S^2 x \right)^{1/2} \left( y^H S^2 y \right)^{1/2}
\]
or
\[
\left( x^H \tilde{B} y \right) \leq C_4 r^{\alpha} \| x \| \| y \|.
\] (5.36)
Inequalities (5.35) and (5.36) can be stated as
\[
\lambda_{\text{min}} \left( \left( \tilde{B} + \tilde{B}^H \right) / 2 \right) \geq C_3, \quad \left\| \tilde{B} \right\| \leq C_4 r^{\alpha}.
\]
According to [3] the non-restarted GMRES method for the matrix \( \tilde{B} \) yields iterates \( x_m \) and residuals \( r_m \) satisfying
\[
\| r_m \| \leq \left( 1 - \frac{C_3^2}{r^{2\alpha} C_4^2} \right)^{m/2} \| r_0 \|
\]
which shows (5.33) (the proof in [3] is given for real matrices, but all arguments carry over to the complex case).
Let \( \tilde{r}_j := \tilde{b} - Bx_j \), \( r_j := b - Bx_j = \tilde{S} \tilde{r}_j \). Hence
\[
r_j^H D_A^{-1} r_j = \tilde{r}_j^H \left( \text{Re}(\lambda) D_A^{-1} + \frac{k}{2} I \right) \tilde{r}_j.
\]
As the elements of the diagonal matrix \( D_A \) are between \( d \) and \( dh^{-2} \), we have
\[
\frac{\| r_j \|^2}{\| r_0 \|^2} \leq C \frac{2d^{-1} \text{Re}(\lambda) + k}{2d^{-1} \text{Re}(\lambda) h^2 + k} \| \tilde{r}_j \|^2 \leq Ch^{-2} \left( 1 + C_1 k \text{Re}(\lambda)^{-1} \right) \| \tilde{r}_j \|^2.
\]
Now we get with (5.18), (5.19) that \( \text{Re}(\lambda)^{-1} \leq Cr^{\alpha} | \lambda |^{-1} \leq Cr^{\alpha - \tilde{\alpha}} \). \( \square \)
5.5.3. Fully discrete scheme with incomplete GMRES

The fully discrete scheme with incomplete GMRES iteration yields approximations \( \hat{U}^L_1, \ldots, \hat{U}^L_L \) to \( \hat{U}^L_0, \ldots, \hat{U}^L_M \) and proceeds at each time step \( m = 1, \ldots, M \) as follows: write \( \hat{U}^L_m = \hat{U}^L_{m-1}(t_{m-1}) + \hat{Z} \) where \( \hat{U}^0(t_0) \) is defined as initial value \( \hat{u}^0 \) and \( \hat{Z} \) is an approximation of the function \( Z \in Q \) which satisfies for all \( V \in Q \)

\[
\int_{t_{m-1}}^{t_m} \left[ (Z', V) + a(Z, V) \right] dt + (Z(t_{m-1}), V(t_{m-1})) = \int_{t_{m-1}}^{t_m} (g(V)V \times V) dt - \int_{t_{m-1}}^{t_m} a(\hat{U}^L_{m-1}(t_{m-1}), V) dt. \tag{5.37}
\]

This corresponds to a linear system \( Rz = f \). Using the Schur decomposition we obtain the \( r + 1 \) linear systems \((5.16)\). For each of the linear systems \((5.16)\) with \( j = r, r-1, \ldots, 0 \) we use 0 as initial guess for \( w_0 \) and apply \( n_G \) steps of GMRES\((m_0)\), yielding an approximate solution \( \hat{w}_j \). To analyze the impact of this approximation on the global accuracy, we use the stability of the \( hp\)-DG time-stepping.

We now use the norm

\[
\|g\|_{a,*}^2 := \sup_{v \in V_L} \frac{|(g, v)|}{\|v\|_a}
\]

If we let \( W = \hat{U}^L_m \) in \((5.9)\) we obtain with \( |\hat{U}^L|_{m-1} := \hat{U}^L_m(t_{m-1}) - \hat{U}^L_{m-1}(t_{m-1}) \)

\[
\left\| \left[ \hat{U}^L \right]_{m-1} \right\| - \frac{1}{2} \left\| \hat{U}^L_{m-1}(t_{m-1}) \right\|^2 + \frac{1}{2} \left\| \hat{U}^L_m(t_{m-1}) \right\|^2 + \int_{t_{m-1}}^{t_m} \left\| \hat{U}^L_m \right\|_V^2 dt = \int_{t_{m-1}}^{t_m} (g, \hat{U}^L_m)V \times V dt
\]

\[
\leq \frac{1}{2} \int_{t_{m-1}}^{t_m} \|g\|_{a,*}^2 dt + \frac{1}{2} \int_{t_{m-1}}^{t_m} \left\| \hat{U}^L_m \right\|_a^2 dt
\]

yielding the stability estimate

\[
\left\| \hat{U}^L_m(t_{m-1}) \right\|^2 + \frac{1}{2} \left\| \left[ \hat{U}^L \right]_{m-1} \right\|^2 + \int_{t_{m-1}}^{t_m} \left\| \hat{U}^L_m \right\|_a^2 dt \leq \left\| \hat{U}^L_{m-1}(t_{m-1}) \right\|^2 + \int_{t_{m-1}}^{t_m} \|g\|_{a,*}^2 dt. \tag{5.38}
\]

Adding these estimates for \( m = 1, \ldots, M \) gives

\[
\left\| \hat{U}^L_M(T) \right\|^2 + \frac{1}{2} \sum_{m=0}^{M-1} \left\| \left[ \hat{U}^L \right]_m \right\|^2 + \int_0^T \left\| \hat{U}^L \right\|_a^2 dt \leq \left\| \hat{U}^L_0 \right\|^2 + \int_0^T \|g\|_{a,*}^2 dt. \tag{5.39}
\]

Lemma 5.8. For \( u \) and \( f \) in \((5.13)\) holds the stability bound

\[
\frac{k}{2} \|u\|_{I \otimes A}^2 \leq \|u_\downarrow\|_M^2 + \frac{k}{2} \|f\|_{I \otimes A^{-1}}^2
\]

where \( u_\downarrow \) denotes the coefficient vector of \( \hat{U}^L_m(t_{m-1}) \in \hat{V}^L \) (here we used only the third term on the left hand side in \((5.38)\)).

Proof. Let \( w \) be the coefficient vector of a function \( \hat{w}^L \in \hat{V}^L \), let \( f \) be the coefficient vector of a functional \( \hat{f}^L \in (\hat{V}^L)^* \), then

\[
\left\| \hat{w}^L \right\|_V \sim \left\| \hat{w}^L \right\|_a = \|w\|_A, \quad \left\| \hat{w}^L \right\|_H = \|w\|_M, \quad \left\| \hat{f}^L \right\|_{a,*} = \|f\|_{A^{-1}}.
\]
We can also express norms of functions of $x$ and $t$ in terms of the coefficient vector: We have for $\hat{U}_m^L \in Q$ and the corresponding coefficient vector $u$

$$
\|\hat{U}_m^L\|^2_Q = \int_{t_{m-1}}^{t_m} \|\hat{U}_m^L\|^2 dt = \frac{k}{2} \|u\|^2_{I \otimes A}
$$

(5.41)

since $\|\phi_i \circ F_m^{-1}\|_{L^2(I_m)} = \sqrt{\frac{k}{2}}$. Using this the stability estimate (5.38) implies for (5.13) the bound (5.40).

We apply (5.34) to the error equation and obtain that

$$
\|(\lambda_{j+1} M + \frac{r}{2} A)\tilde{w}_j - \tilde{s}_j\|_{D_A^{-1}} \leq C_{h,k,r} q^{n_G} \|\tilde{s}_j\|_{D_A^{-1}}
$$

(5.42)

where

$$
\tilde{s}_j := g_j - \sum_{k=j+1}^r T_{j+1,k+1} M \tilde{w}_k,
\quad C_{h,k,r} = Ch^{-1}(1 + k^{1/2}r), \quad q = 1 - cr^{-2a}.
$$

Let $T_u$ denote the upper triangular part of $T$, then we have $s = g - (T_u \otimes M)\tilde{w}$. Adding the squares of estimates (5.42) together for $r = 0, \ldots, j$ gives with $R_0 := (T \otimes M + \frac{r}{2} I \otimes A)$

$$
\|R_0 \tilde{w} - g\|_{I \otimes D_A^{-1}} \leq C_{h,k,r} q^{n_G} \|g - (T_u \otimes M)\tilde{w}\|_{I \otimes D_A^{-1}}.
$$

(5.43)

Since $\|Mx\|_{D_A^{-1}} \leq C \|x\|_{D_A}$ and (5.20) holds, we have $\|(T_u \otimes M)\tilde{w}\|_{I \otimes D_A^{-1}} \leq C r^2 \|\tilde{w}\|_{I \otimes D_A}$. By (5.40) we have $\|R^{-1}f\|_{I \otimes D_A} \leq 2k^{-1} \|f\|_{I \otimes D_A}^{-1}$ and therefore $\|\tilde{w}\|_{I \otimes D_A} \leq 2k^{-1} \|R_0 \tilde{w}\|_{I \otimes D_A^{-1}}$, yielding

$$
\|\tilde{w}\|_{I \otimes D_A} \leq 2k^{-1} \|R_0 \tilde{w}\|_{I \otimes D_A^{-1}} \leq 2k^{-1} \left(\|g\|_{I \otimes D_A^{-1}} + \|R_0 \tilde{w} - g\|_{I \otimes D_A^{-1}}\right).
$$

(5.44)

Combining these estimates with (5.43) gives

$$
\|R_0 \tilde{w} - g\|_{I \otimes D_A^{-1}} \leq C_{h,k,r} q^{n_G} \left(1 + C k^{-1} r^2\right) \|g\|_{I \otimes D_A^{-1}} + C k^{-1} r^2 \|R_0 \tilde{w} - g\|_{I \otimes D_A^{-1}}.
$$

If $n_G$ is so large that $C_{h,k,r} q^{n_G} C k^{-1} r^2 \leq \frac{1}{2}$ we have with $C'_{h,k,r} := C_{h,k,r} k^{-1} r^2 = Ch^{-1}(1 + k^{1/2}r)k^{-1} r^2$

$$
\|R_0 \tilde{w} - g\|_{I \otimes D_A^{-1}} \leq C'_{h,k,r} q^{n_G} \|g\|_{I \otimes D_A^{-1}}
$$

$$
\|R \tilde{z} - \tilde{f}\|_{I \otimes D_A^{-1}} \leq C'_{h,k,r} q^{n_G} \|\tilde{f}\|_{I \otimes D_A^{-1}}
$$

for the resulting approximation $\tilde{z} := (Q^H \otimes I)\tilde{w}$ of $z$ since $Q$ is unitary.

To translate this estimate to the DG setting, we consider the residual $\rho_m$ defined by

$$
\langle \rho_m, V \rangle := \int_{t_{m-1}}^{t_m} \left[\left(\hat{U}_m^L V + a(\hat{U}_m^L, V)\right) dt + \left(\hat{U}_m^L(t_{m-1}), V(t_{m-1})\right) \right]
$$

$$
= \int_{t_{m-1}}^{t_m} (g, V)_{V_r \times V} dt - \left(\hat{U}_m^L(t_{m-1}), V(t_{m-1})\right)
$$

$$
= \int_{t_{m-1}}^{t_m} \left[\left(\tilde{Z}', V\right) + a(\tilde{Z}, V)\right] dt + \left(\tilde{Z}(t_{m-1}), V(t_{m-1})\right)
$$

$$
= \int_{t_{m-1}}^{t_m} (g, V)_{V_r \times V} dt + \int_{t_{m-1}}^{t_m} a\left(\hat{U}_m^L(t_{m-1}), V\right) dt.
$$
We have with
\[
\left| \int_{t_{m-1}}^{t_m} a \left( \hat{U}_m(t_{m-1}), V \right) dt \right| \leq \left\| \hat{U}_m(t_{m-1}) \right\|_Q \left\| V \right\|_Q \leq k^{1/2} \left\| \hat{U}_m(t_{m-1}) \right\|_Q \left\| V \right\|_V
\]
that
\[
\| \rho_m \|_{Q^*} \leq C_{h,k,r} q^{n_G} \left( \| g \|_{Q^*} + k^{1/2} \left\| \hat{U}_m(t_{m-1}) \right\|_V \right).
\]
(5.45)

5.5.4. Incomplete GMRES iteration

We now estimate the error of the approximations \( \tilde{U}_1^t, \ldots, \tilde{U}_M^t \) compared with \( \hat{U}_1^t, \ldots, \hat{U}_M^t \) where all linear systems (5.13) are solved exactly. The differences \( \zeta_m := \hat{U}_m^t - \tilde{U}_m^t \) satisfy
\[
\int_{t_{m-1}}^{t_m} \left[ (\zeta_m^t, V) + a(\zeta_m(t_{m-1}), V(t_{m-1})) \right] dt + (\zeta_m(t_{m-1}), V(t_{m-1})) = \int_{t_{m-1}}^{t_m} (\rho_m, V)_{V^*} dt + (\zeta_{m-1}(t_{m-1}), V(t_{m-1}))
\]
where \( \zeta_0(t_0) := 0 \). With (5.39) we obtain from (5.45) for \( l = 1, \ldots, M \)
\[
E_l := \| \zeta_m(t_{m}) \|_{V^*}^2 + \sum_{m=1}^{l} \| \zeta_m \|_{Q^*}^2 dt \leq \sum_{m=1}^{l} \| \rho_m \|_{Q^*}^2 dt
\]
\[
\leq (C_{h,k,r})^2 q^{n_G} \sum_{m=1}^{l} \left( \| g \|_{Q^*}^2 + k \| \hat{U}_m(t_{m-1}) \|_V^2 + k \| \zeta_{m-1}(t_{m-1}) \|_V^2 \right).
\]

We denote the right hand side of (5.39) with \( R \) and obtain with the inverse inequality
\[
\| \hat{U}_m(t_{m-1}) \|_V^2 \leq Ch^{-2} \| \hat{U}_m(t_{m-1}) \|_H^2 \leq Ch^{-2} R
\]
\[
\| \zeta_{m-1}(t_{m-1}) \|_V^2 \leq Ch^{-2} \| \zeta_{m-1}(t_{m-1}) \|_H^2 \leq Ch^{-2} E_{l-1}
\]
yielding
\[
E_l \leq (C_{h,k,r})^2 q^{n_G} C \left( (1 + h^{-2}) R + k \sum_{m=1}^{l-1} h^{-2} E_m \right).
\]

Therefore we have estimates of the form \( E_l \leq \mu + \nu \sum_{m=1}^{l-1} E_m \) for \( l = 1, 2, \ldots \) from which we get by induction \( E_l \leq \mu(1 + \nu)^{l-1} \). Here we have \( \nu = (C_{h,k,r})^2 q^{2n_G} h^{-2}T/M \). We choose the number \( n_G \) of GMRES steps so that \( \nu = (C_{h,k,r})^2 q^{2n_G} h^{-2} \leq 1 \) and get \( (1 + \nu)^M \leq e^T \) and
\[
E_M \leq (C_{h,k,r})^2 q^{2n_G} Ch^{-2} e^T R.
\]
(5.46)

Finally we choose \( n_G \) large enough so that the resulting bound for \( \| \zeta_M(T) \|_H = \| \tilde{U}(T) - \hat{U}(T) \|_H \) is less than the bound in Corollary 5.2: we need \( n_G \) such that
\[
(C_{h,k,r})^2 h^{-2} q^{n_G} \leq Ch^{-3} k^{-1} r^3 q^{n_G} \leq C h^{8p+\delta}.
\]
(5.47)

Since \( q = 1 - cr^{-2\alpha} \) we require \( n_G \geq C r^{2\alpha}(\| \log h \| + \| \log k \|) = C' \| \log h \|^1 + 2\alpha \) using \( r = O(\| \log h \|) \) and \( | \log k | \leq C r. \)
We obtain

**Theorem 5.9.** Under the assumptions of Theorem 5.1 choose the number and order of time steps such that $M = r = O(\|\log h\|)$ and use in each time step $n_G = O(\|\log h\|^{1+2\alpha})$ GMRES iterations. Then the fully discrete Galerkin scheme with incomplete GMRES gives an approximate solution $\tilde{U}^L$ satisfying

$$\|u(T) - \tilde{U}^L(T)\|_H \leq C(u_0, g)h^{0p+\delta}$$

(5.48)

with $C(u_0, g)$ as in Corollary 5.2 and $\delta$ as in (3.34). For solutions which are smooth in $x$ for $t > 0$, $\theta_0 = 1$.

**5.6. Implementation of matrix-vector products and complexity**

For the iterative solution of the linear systems (5.16) with GMRES we have to compute matrix-vector products with the stiffness matrix $A$ and the mass matrix $M$. Note that these matrices are densely populated since most basis functions have large supports. Naive implementation would therefore yield a complexity which is at least $O(N^2)$. In addition, the functions $D(x)$ and $c(x)$ used in the definition of the stiffness matrix require in general numerical integration, and the use of a standard fixed order tensor product quadrature requires $O(h^{-d})$ operations.

For our approximate matrix-vector multiplication we assume that the functions $c(x)$ and $D_{ij}(x)$ are analytic in $x \in \overline{\Omega} = [0, 1]^d$. We approximate each of the functions $c(x)$ and $D_{ij}(x)$ for $i, j = 1, \ldots, d$ by polynomials in $(x_1, \ldots, x_d)$ of degree at most $q$ in each of the variables $x_1, \ldots, x_d$. This can be done by interpolation at Chebyshev nodes in each direction using $O(q^d)$ operations.

Let us first consider a mass matrix for a single monomial $c(x) = c_{a_1^1 \cdots a_d^d} x_1^{a_1} \cdots x_d^{a_d}$. We exploit the tensor product structure by first computing for $k = 1, \ldots, d$ the band matrices $C_{ij}^{(k)} = \int_0^1 \phi_i^L(x_k) \phi_j^L(x_k) x_k^{a_k} \, dx_k$ with the scaling functions $\phi_j^L$ which form a basis for $V^L$. For a function $v^L \in V^L$ with coefficients $v_{\ell_1 \cdots \ell_d}$ we first let $k = 1$ and iterate over all values of $(\ell_2, j_2), \ldots, (\ell_d, j_d)$. For each of those values we transform the resulting vector in $(\ell_1, j_1)$ from the wavelet basis to the basis of scaling functions, apply the band matrix $C^{(k)}$, and transform the result back to the wavelet basis. We then repeat this procedure with respect to the dimensions $k = 2, \ldots, d$.

The total number of operations is then bounded by $C_d N_L$.

In this way we can implement an approximate matrix-vector product with the mass matrix $M$ in $C q^d d N_L$ operations, and the matrix-vector product with the stiffness matrix $A$ in $C q^d d^3 N_L$ (since $D(x)$ is a $d \times d$ matrix).

By the analyticity assumption on $c(x)$, $D_{ij}(x)$ the $L^\infty$ error of the polynomial interpolations for $c(x)$ and $D(x)$ decreases exponentially with $q$ (see, e.g., Lem. 3.6 in [10]) and we can preserve the error bound in (5.48) by choosing $q = O(\|\log h\|)$.

**Theorem 5.10.** Under the assumptions of Theorem 5.1 and 5.9 and for coefficients $c(x)$ and $D_{ij}(x)$ which are analytic in $\overline{\Omega}$ we can compute an approximation to $\tilde{U}^L(T)$ which also satisfies the bound (5.48) with at most $C_{p, d} h^{-1} |\log h|^{d-1+2(1+2\alpha)+d}$ operations.

**Proof.** We have $O(r)$ time steps. During each time step we solve the $r + 1$ linear systems (5.16) using $n_G = O(\|\log h\|^{1+2\alpha})$ GMRES iterations in each case. Each GMRES iteration involves a matrix-vector product with $M$ and with $A$, costing $C q^d d^3 N_L$ operations. Therefore the total number of operations is bounded by

$$Cr^2 n_G q^d d^3 N_L$$

where $r = O(\|\log h\|)$, $N_L = O(h^{-1} |\log h|^{d-1})$ and $q = O(\|\log h\|)$.

**Remark 5.11.** We also obtain results for a fixed order $r \geq 0$ and $M \to \infty$, see Remark 4.13 (the simplest case $r = 0$ corresponds to the backward Euler method). Then we obtain with the algebraically graded time step sequence (4.29) instead of (5.6) the bound

$$\|u(T) - \tilde{U}^L(T)\| \leq C_1(u_0, g)h^{0p+\delta} + C_2(u_0, g)M^{-r-1}.$$
To equilibrate spatial and temporal error, we use \( M = O(h^{-\beta}) \) time steps with \( \beta = \frac{\theta_0 + \delta}{p+1} \). We obtain from (5.47) that the number \( n_G \) of GMRES steps has to satisfy \( n_G \geq C r^{2\alpha} |\log h| \). Hence we can compute an approximation \( \tilde{U}(T) \) satisfying (5.48) using a total of \( C r^{1+2\alpha} h^{-1-\beta} |\log h|^d \) GMRES iterations, and a total number of operations. Note that this number grows superlinearly in \( \tilde{N}_L \).

**Remark 5.12.** We may express Theorems 5.9 and 5.10 in terms of the number \( \hat{N}_L \) of degrees of freedom: for solutions \( u(x, T) \) in \( x \) for \( T > 0 \), we obtain for \( d > 1 \) an approximation \( \hat{U}(T) \) with

\[
\| u(T) - \hat{U}(T) \|_{L^2(\Omega)} \leq C(u_0, g) \hat{N}_{-p-\delta+\varepsilon}
\]

for any \( \varepsilon > 0 \) in \( O(\hat{N}_L) \) operations. This follows by absorbing powers of \( \log \hat{N}_L \) in a term \( O(h^\varepsilon) \) in (5.48).

In dimension \( d = 1 \) we have \( \theta_0 = 1, \delta = 1, \hat{N}_L = N_L \) and \( h = 1/N_L \). Our scheme gives for any \( T > 0 \) an approximate solution \( \hat{U}(T) \) with \( L^2(\Omega) \) convergence rate \( O(N_L^{-(p+1)}) \) in work \( O(N_L \log N_L)^c \). Any time-stepping scheme of fixed order \( q \geq 1 \), e.g., of BDF type, will require \( M = O(N_L^{(p+1)/q}) \) time steps and, therefore, a total work of at least \( O(N_L^{1+(p+1)/q}) \) operations.

6. **Numerical Results**

In order to have exact solutions at our disposal, we consider the problem \( u_t - \Delta u = 0 \) in \( \Omega = (0, 1)^d \). We use \( p = 1 \) and the piecewise linear wavelets described in Section 3.2. All computations were performed in double precision arithmetic on a PC with 2GB RAM in MATLAB 6.1.

For this problem we have, by Remark 3.6, that \( \theta_0 = 1 \). We compute \( \hat{U}(T) \), the fully discrete solution with GMRES approximation at \( t = T \). Theorem 5.9 yields a convergence rate

\[
\| u(T) - \hat{U}(T) \|_{L^2(\Omega)} \leq C(u_0, g) h^{\theta_0 + \delta} = C h^{1+\frac{1}{2r}}
\]

for \( r = c |\log h| \) and \( n_G = c' |\log h|^{2/3} \), using \( c, c' \) sufficiently large and the value of \( \alpha \) suggested by Remark 5.6.

We want to illustrate the effect of \( h = 2^{-L-1} \), the number \( M \) of time steps and the degree \( r \) of the DG method on the error of \( u(x, T) \). Therefore we chose a large fixed value for the number \( n_G \) of GMRES iterations, so that all the errors shown in the tables below were insensitive to the iteration error.

In order to compute the error \( \| u(T) - \hat{U}(T) \|_{L^2(\Omega)} \) we proceed as follows: We have \( \| u(T) - \Pi L u(T) \|_{L^2(\Omega)} \leq C h^2 \) where \( \Pi L \) denotes the interpolation operator for the full grid space \( V^L \). Therefore it is sufficient to measure the error \( E := \hat{U}(T) - \Pi L u(T) \). Since \( E \in V^L \) the norm \( \| E \|_{L^2(\Omega)} \) is equivalent to the norm \( \| E \|_0 \) in (3.18) which uses the wavelet coefficients. In all tables we use \( \| E \|_0 / \| \Pi L u(T) \| \) to measure the relative \( L^2 \) error.

6.1. **Smooth Solution**

We choose the initial condition \( u_0(x) = \sin(\pi x_1) \cdots \sin(\pi x_d) \). Note that \( u_0 \in H_s \) for any \( s > 0 \), and the exact solution \( u(x, t) = e^{-ds^2 t} \sin(\pi x_1) \cdots \sin(\pi x_d) \) is analytic with respect to \( t \in [0, T] \). Due to Remark 4.14 we can use just one subinterval \([t_0, t_1] = [0, T]\) for the DG time stepping.

To show the typical convergence behavior with respect to \( h = 2^{-L+1} \) and \( r \) we choose dimension \( d = 5 \) and \( T = 0.05 \). The results are shown in Table 1.

In this table the limits of the rows for \( r \to \infty \) correspond to the errors of the space-semidiscretization which were analyzed in Section 3. If we consider the column with \( r = 6 \) and compute experimental convergence rates \( h^\alpha \) we obtain \( \alpha = 1.77, 1.91, 1.96, 1.98, 1.95, 6.65 \). In Theorem 3.10 we obtained \( O(h^{1+1/(2d-1)}) = O(h^{10/9}) \) which seems to be too pessimistic.
Table 1. Smooth solution, $M = 1$ time step: relative $L^2$ error for $d = 5$ at $T = 0.05$.

<table>
<thead>
<tr>
<th>L</th>
<th>$r = 0$</th>
<th>$r = 1$</th>
<th>$r = 2$</th>
<th>$r = 3$</th>
<th>$r = 4$</th>
<th>$r = 5$</th>
<th>$r = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.24679</td>
<td>0.632236</td>
<td>0.137173</td>
<td>0.161018</td>
<td>0.160037</td>
<td>0.160016</td>
<td>0.160017</td>
</tr>
<tr>
<td>2</td>
<td>2.35824</td>
<td>0.485767</td>
<td>0.021495</td>
<td>0.047843</td>
<td>0.046890</td>
<td>0.046953</td>
<td>0.046913</td>
</tr>
<tr>
<td>3</td>
<td>2.38988</td>
<td>0.442895</td>
<td>0.016564</td>
<td>0.013289</td>
<td>0.012435</td>
<td>0.012469</td>
<td>0.012448</td>
</tr>
<tr>
<td>4</td>
<td>2.39803</td>
<td>0.431726</td>
<td>0.024406</td>
<td>0.004016</td>
<td>0.003189</td>
<td>0.003203</td>
<td>0.003203</td>
</tr>
<tr>
<td>5</td>
<td>2.40007</td>
<td>0.428907</td>
<td>0.026510</td>
<td>0.000164</td>
<td>0.000803</td>
<td>0.000819</td>
<td>0.000817</td>
</tr>
<tr>
<td>6</td>
<td>2.40585</td>
<td>0.427826</td>
<td>0.027046</td>
<td>0.016425</td>
<td>0.001924</td>
<td>0.002073</td>
<td>0.002074</td>
</tr>
<tr>
<td>7</td>
<td>2.40711</td>
<td>0.428024</td>
<td>0.027177</td>
<td>0.013289</td>
<td>0.012436</td>
<td>0.012469</td>
<td>0.012448</td>
</tr>
<tr>
<td>8</td>
<td>2.40748</td>
<td>0.42798</td>
<td>0.0272021</td>
<td>0.008835</td>
<td>0.002246</td>
<td>0.002246</td>
<td>0.002246</td>
</tr>
</tbody>
</table>

Table 2. Singular solution, geometric time mesh with $M = r + 1$ intervals: relative $L^2$ error for $d = 5$ at $T = 0.05$.

<table>
<thead>
<tr>
<th>L</th>
<th>$r = 0$</th>
<th>$r = 1$</th>
<th>$r = 2$</th>
<th>$r = 3$</th>
<th>$r = 4$</th>
<th>$r = 5$</th>
<th>$r = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.39384</td>
<td>0.414791</td>
<td>0.370531</td>
<td>0.370882</td>
<td>0.370885</td>
<td>0.370885</td>
<td>0.370885</td>
</tr>
<tr>
<td>2</td>
<td>2.07804</td>
<td>0.164257</td>
<td>0.114436</td>
<td>0.114707</td>
<td>0.114713</td>
<td>0.114713</td>
<td>0.114713</td>
</tr>
<tr>
<td>3</td>
<td>2.33455</td>
<td>0.0914775</td>
<td>0.030010</td>
<td>0.030292</td>
<td>0.030292</td>
<td>0.030292</td>
<td>0.030292</td>
</tr>
<tr>
<td>4</td>
<td>2.41969</td>
<td>0.0823793</td>
<td>0.007489</td>
<td>0.007614</td>
<td>0.007610</td>
<td>0.007610</td>
<td>0.007610</td>
</tr>
<tr>
<td>5</td>
<td>2.44570</td>
<td>0.0832414</td>
<td>0.002576</td>
<td>0.001904</td>
<td>0.001904</td>
<td>0.001904</td>
<td>0.001904</td>
</tr>
<tr>
<td>6</td>
<td>2.45345</td>
<td>0.0843352</td>
<td>0.002169</td>
<td>0.000492</td>
<td>0.000492</td>
<td>0.000492</td>
<td>0.000492</td>
</tr>
<tr>
<td>7</td>
<td>2.45554</td>
<td>0.0848729</td>
<td>0.0022185</td>
<td>0.000174</td>
<td>0.000174</td>
<td>0.000174</td>
<td>0.000174</td>
</tr>
<tr>
<td>8</td>
<td>2.40074</td>
<td>0.0850852</td>
<td>0.00224571</td>
<td>0.000114</td>
<td>3.9837</td>
<td>3.9837</td>
<td>3.9837</td>
</tr>
</tbody>
</table>

The limits of the columns for $L \to \infty$ correspond to the errors of the time-semidiscretization which were analyzed in Section 4. The fast decay of the values in the row $L = 8$ for $r = 0, 1, 2, 3, 4$ appears to be compatible with the exponential convergence in Remark 4.14.

Theorem 5.9 considers the case where we choose $r$ proportional to $L$. If we choose $r = \lceil L/2 \rceil + 1$ we obtain the experimental convergence rates $h^\alpha$ with $\alpha = 1.52, 1.85, 2.06, 1.99, 1.95, 1.89, 6.72$. Again, the rate $O(h^{10/9})$ of the theorem seems to be too pessimistic.

6.2. Solution with singularity at $t = 0$

We now choose the initial condition $u_0(x) = 1$. Note that $u_0 \in H_0$ only for $\theta < \frac{1}{2}$, so we will get a solution with singular behavior for $t \to 0$. Using the sine series $1 = \sum_{k \text{ odd}}^{\infty} \frac{1}{k\pi} \sin(k\pi x)$ we obtain that the problem for $d = 1$ has the solution

$$v(x, t) = \sum_{k \text{ odd}}^{\infty} \frac{4}{k\pi} e^{-k^2\pi^2 t} \sin(k\pi x).$$

The exact solution for $d > 1$ is $u(x, t) = v(x_1, t) \cdots v(x_d, t)$. Due to the boundary incompatibility $u$ has strong boundary layers for small $t$, causing high spatial approximation errors (even for a full grid approximation). Because of the singularity at $t = 0$ a single subinterval $[0, T]$ for the DG method cannot give exponential convergence, and we require the geometric time mesh analyzed in Section 4. In our computations we chose the grading factor of the geometric mesh (see Def. 4.7) as $\sigma = 1/2$, and we used the same order $r$ for all time steps, cf. Remark 4.12.

Numerical results for $d = 5, 15, 20$ are presented in Tables 2–4. Note that the convergence behavior with respect to $L$ and $r$ is the similar as in Table 1: e.g., in Table 2 for $d = 5$ we obtain in the column for $r = 4$ the...
Table 3. Singular solution, geometric time mesh with \( M = r \) intervals: relative \( L^2 \) error for \( d = 15 \) at \( T = 0.05 \).

\[
\begin{array}{cccccc}
L & r = 2 & r = 3 & r = 4 & r = 5 & r = 6 \\
2 & 1.64777 & 0.467259 & 0.450336 & 0.450954 & 0.450946 \\
3 & 3.20442 & 0.198088 & 0.178191 & 0.178786 & 0.178831 \\
4 & 4.83159 & 0.089031 & 0.0570031 & 0.0579576 & 0.0580453 \\
5 & 6.34142 & 0.08463 & 0.0479329 & 0.0466059 & 0.0454513 \\
\end{array}
\]

Table 4. Singular solution, geometric time mesh with \( M = r - 1 \) intervals: relative \( L^2 \) error for \( d = 20 \) at \( T = 0.025 \).

\[
\begin{array}{cccccc}
L & r = 2 & r = 3 & r = 4 & r = 5 & r = 6 \\
2 & 2.89635 & 0.519846 & 0.518719 & 0.518732 & 0.518739 \\
3 & 5.80581 & 0.255009 & 0.250773 & 0.250753 & 0.250738 \\
4 & 8.88418 & 0.14622 & 0.105516 & 0.104774 & 0.106068 \\
5 & 11.8563 & 0.193875 & 0.042089 & 0.041238 & 0.042886 \\
\end{array}
\]

Table 5. Singular solution: relative \( L^2 \) error and experimental convergence rates \( h^\alpha \) using \( r = \lceil L/2 \rceil \), \( M = r + 1 \), \( T = 0.05 \).

\[
\begin{array}{cccccc}
L & d = 3 & \alpha & d = 5 & \alpha & d = 10 & \alpha \\
1 & 0.235762 & 0.414791 & 1.0157 & \\
2 & 0.0696534 & 1.76 & 0.164257 & 1.34 & 1.04877 & \\
3 & 0.0159470 & 2.13 & 0.0300100 & 2.45 & 0.0654917 & \\
4 & 0.00400648 & 1.99 & 0.00748878 & 2.00 & 0.0206558 & 1.66 \\
5 & 0.00100063 & 2.00 & 0.00190387 & 1.98 & 0.00706261 & 1.55 \left( 10^{-5} \right) \\
6 & 0.000257924 & 1.96 & 0.000492105 & 1.95 & 0.00296293 & 1.25 \left( 10^{-5} \right) \\
7 & 6.37306 \left( 10^{-5} \right) & 2.02 & 0.00010209 & 2.27 & \\
8 & 1.3902 \left( 10^{-5} \right) & 2.20 & 3.9837 \left( 10^{-5} \right) & 1.36 & \\
9 & 3.91216 \left( 10^{-6} \right) & 1.83 & & \\
\end{array}
\]

The experimental convergence rates \( \alpha = 1.69, 1.92, 1.99, 2.01, 2.00, 2.21, 1.36 \) which is better than the rate \( O(h^{10/9}) \) predicted in Theorem 3.10 for the space discretization.

Theorem 5.9 analyzes the algorithm with \( r = O(L), M = O(L) \). If we choose \( r = \lceil L/2 \rceil \) we obtain for \( d = 3, 5, 10 \) the values shown in Table 5. Results for \( d = 15, 20, 25 \) are shown in Table 6. The experimental convergence rates are even better than the rate \( O(h^{1+1/(2d-1)}) \) of (6.1).
Table 6. Singular solution: relative $L^2$ error and experimental convergence rates $h^\alpha$ using $M = 4$, $r = 5$ and $T = 0.025$ (except for $d = 25$ and $L = 5$ where $M = 3$, $r = 4$ was used).

<table>
<thead>
<tr>
<th></th>
<th>$d = 15$</th>
<th>$d = 20$</th>
<th>$d = 25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.738591</td>
<td>0.847683</td>
<td>0.913527</td>
</tr>
<tr>
<td>2</td>
<td>0.377222</td>
<td>0.518732</td>
<td>0.642398</td>
</tr>
<tr>
<td>3</td>
<td>0.154434</td>
<td>1.25</td>
<td>0.358738</td>
</tr>
<tr>
<td>4</td>
<td>0.056111</td>
<td>1.25</td>
<td>0.17239</td>
</tr>
<tr>
<td>5</td>
<td>0.019697</td>
<td>1.46</td>
<td>0.0650509</td>
</tr>
</tbody>
</table>

REFERENCES


