ON A DIPHASIC LOW MACH NUMBER SYSTEM

Stéphane Dellacherie

Abstract. We propose a Diphasic Low Mach Number (DLMN) system for the modelling of diphasic flows without phase change at low Mach number, system which is an extension of the system proposed by Majda in [Center of Pure and Applied Mathematics, Berkeley, report No. 112] and [Combust. Sci. Tech. 42 (1985) 185–205] for low Mach number combustion problems. This system is written for a priori any equations of state. Under minimal thermodynamic hypothesis which are satisfied by a large class of generalized van der Waals equations of state, we recover some natural properties related to the dilation and to the compression of bubbles. We also propose an entropic numerical scheme in Lagrangian coordinates when the geometry is monodimensional and when the two fluids are perfect gases. At last, we numerically show that the DLMN system may become ill-posed when the entropy of one of the two fluids is not a convex function.
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1. INTRODUCTION

In the field of the numerical simulation of nuclear reactors, the Direct Numerical Simulation (DNS) of diphasic flows is an important research topic. Indeed, in a core of a PWR reactor (Pressurized Water Reactor) in France or of a CANDU reactor (CANadian Deuterium Uranium) in Canada, the water exists under the liquid phase and under the vapor phase, and it is a difficult task to propose macroscopic modellings – i.e. at the scale of a reactor – because of the complex structure of such diphasic flows at the mesoscopic scale – i.e. at the scale of vapor bubbles –. Coupled to experimental studies [20], the DNS of such diphasic flows at the mesoscopic scale may be a way to better understand these kind of complex flows at the macroscopic scale and, thus, to propose or to justify in the future closure laws for diphasic modellings at the scale of a reactor. Of course, it already exists DNS of diphasic flows. For example, in [10, 15, 17, 19, 24, 28, 30], incompressible diphasic flows are studied; in [1–3, 16, 18, 23], simulations of compressible diphasic flows are proposed. In our case, despite the Mach number is very low, we cannot use a priori any incompressible model because:

– there is high heat transfers between each phase;
– one of the phase may be more compressible than the other (gas versus liquid for example);
– it may exist phase change phenomena.
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Indeed, it would be impossible to take into account such phenomena without any information coming from the equations of state of each phase. Thus, it seems that without any additional modelling hypothesis, the compressible diphasic Navier-Stokes system should be as in [14] the right model for our DNS. Nevertheless, the numerical discretisation of the compressible Navier-Stokes system is a very difficult task when the Mach number goes to zero because of the existence of two different time scales (a first one linked to the material waves and a second one linked to the acoustic waves whose celerity is very high when the Mach number is low: see for example [11, 12]). Since we suppose that the Mach number is always close to zero – i.e. we are not interested in transonic flows –, we propose to bypass this difficulty by filtering out the acoustic waves directly in the compressible diphasic Navier-Stokes system through a formal asymptotic expansion. This means that we do not modify any compressible diphasic numerical scheme by applying an ad hoc preconditioning technic as in [11, 12] where transonic flows are considered (see also [4, 29]). As a consequence, the thermodynamic pressure deduced from this Diphasic Low Mach Number (DLMN) system is homogeneous in space which means that this pressure is an average thermodynamic pressure. Let us note that this filter out technic was previously proposed by Majda in [21, 22] for low Mach number combustion problems (see also [25] for a monophasic perfect gas).

In this paper, we will see that the DLMN system has good properties. For example, it predicts the dilation or the compression of a bubble under minimal thermodynamic hypothesis (which are satisfied by a large class of generalized van der Waals equations of state) and we verify that the entropy is a central quantity to obtain the existence of an equilibrium when the time goes to infinity. Moreover, we formally prove that the DLMN system degenerates toward the incompressible Navier-Stokes system for one of the fluids under modelling hypothesis (which can be satisfied by ad hoc generalized van der Waals equations of state). Let us note that we do not take into account in that paper any phase change phenomena – i.e we focus on the non-miscible charactere of the diphasic flow – and we neglect any influence of the surface tension despite they are central phenomena in the field of diphasic flows. At last, we do not study any well-posedeness properties of the DLMN system in appropriate Sobolev spaces: this important question will be studied in a future work by applying the technic of Embid [9].

The plan of this paper is the following: In the second section, we propose a formal derivation of the DLMN system inspired of [22]. In the third section, we describe basic properties of the DLMN system. In the fourth section, we describe the Lagrangian formulation of the DLMN system when each fluid is a perfect gas and when the geometry is monodimensional. In the fifth section, we propose an entropic scheme in monodimensional geometry. In the sixth section, we present numerical results (see also [8]).

2. THE DIPHASIC LOW MACH NUMBER SYSTEM

In this section, we propose a formal derivation of the Diphasic Low Mach Number (DLMN) system using an asymptotic expansion applied to the compressible diphasic Navier-Stokes system written in the non-conservative form

\[
\begin{align*}
D_t Y_1 &= 0, \\
\partial_t \rho + \nabla \cdot (\rho u) &= 0, \\
\rho D_t u &= -\nabla P + \nabla \cdot \sigma - \rho g, \\
\rho C_p D_t T &= \alpha TD_t P + \nabla \cdot q + \sigma : \nabla u.
\end{align*}
\]

(1)

This formal derivation is inspired from the paper [22] of Majda and Sethian where it is proposed a low Mach number system for the modelling of combustion of perfect gases (see also [25] in the case of a monophasic flow for perfect gases).

In the system (1), \( t \geq 0 \) is the time variable, \( x \in \Omega \subset \mathbb{R}^d \) (\( d = 1, 2 \) or 3) is the space variable and \( D_t = \partial_t + u \cdot \nabla \) is the Lagrangian derivative operator. The function \( Y_1(t, x) \) takes its values in \( \{0, 1\} \) knowing that the initial
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condition for \( Y_1(t, x) \) is given by

\[
Y_1(t = 0, x) = \begin{cases} 
1 & \text{if } x \in \Omega_1(t = 0) \quad (\text{i.e. fluid 1}), \\
0 & \text{if } x \in \Omega_2(t = 0) \quad (\text{i.e. fluid 2}),
\end{cases}
\]

\( \Omega_k(t = 0) \neq \emptyset \) defining the initial topology of the flow \( (k \in \{1, 2\}) \). Let us remark that (1)(a) and (2) impose that for any \( (t, x) \), \( Y_1(t, x) \in \{0, 1\} \). Thus, we can define the two domains \( \Omega_1(t) \) and \( \Omega_2(t) \) at any time \( t \geq 0 \) with \( \Omega_1(t) = \{ x \in \Omega \text{ such that } Y_1(t, x) = 1 \} \) and \( \Omega_2(t) = \{ x \in \Omega \text{ such that } Y_1(t, x) = 0 \} \). The function \( Y_1(t, x) \) can be seen as the color function or as the volumic fraction of the fluid 1 whose discontinuity surface \( \Sigma(t) = \partial \Omega_1(t) \cap \partial \Omega_2(t) \) localizes at any time \( t \geq 0 \) the interface between the fluid 1 and the fluid 2 (thus, we have \( \Omega = \Omega_1(t) \cup \Omega_2(t) \cup \Sigma(t) \)). The vector \( g = 9.81 \ \text{m.s}^{-2} \) is the gravity (\( \hat{z} \) is the unitary vector in the vertical direction). The quantities \( \rho(Y_1, T, P), T, P \) and \( u \) are respectively the density, the temperature, the thermodynamic pressure and the fluid velocity at the time-space point \( (t, x) \). The viscosity tensor \( \sigma \) and the Fourier heat flux \( q \) are defined with

\[
\begin{align*}
\sigma & = \mu \left[ \nabla u + (\nabla u)^T - \frac{2}{3}(\nabla : u) I \right], \\
q & = \lambda \nabla T
\end{align*}
\]

\( (I \) is the \( d \times d \) unitary matrix) where \( \mu(Y_1, T, P) \) and \( \lambda(Y_1, T, P) \) are respectively the fluid viscosity and the thermal conductivity. The quantities \( \alpha(Y_1, T, P) \) and \( C_p(Y_1, T, P) \) are respectively the compressibility coefficient at constant pressure (also called thermal or volumic expansion coefficient) and the caloric capacity at constant pressure. They are given by

\[
\alpha(Y_1, T, P) = -\frac{1}{\rho} \frac{\partial \rho}{\partial T}(Y_1, T, P)
\]

and by

\[
C_p(Y_1, T, P) = \frac{\partial h}{\partial T}(Y_1, T, P)
\]

where \( h \equiv \varepsilon + P/\rho \) is the enthalpy, \( \varepsilon(Y_1, T, P) \) being the internal energy of the fluid. Because of the non-miscible character of the diphasic flow, all the thermodynamic quantities \( \xi \in \{\mu, \lambda, \alpha, C_p, \rho, \varepsilon\} \) are given by

\[
\xi(Y_1, T, P) = Y_1 \xi_1(T, P) + (1 - Y_1) \xi_2(T, P),
\]

knowing that \( Y_1(t, x) \in \{0, 1\} \). The functions \( \rho_k(T, P) \) and \( \varepsilon_k(T, P) \) define the equations of state of the fluid \( k \). Let us note that we suppose that each fluid verifies the thermodynamic hypothesis:

**Hypothesis 2.1.** The equations of state \( \rho_k(T, P) \equiv 1/\tau_k(T, P) \) and \( \varepsilon_k(T, P) \) of each fluid \( k \in \{1, 2\} \) are such that it exists a function \( s_k(\tau_k, \varepsilon_k) \) verifying

\[
\begin{align*}
s_k(\tau_k, \varepsilon_k) & \text{ is a strictly convex function}, \\
-Tds_k & = d\varepsilon_k + Pd\tau_k.
\end{align*}
\]

Of course, the function \( s_k(\tau_k, \varepsilon_k) \) is the classical thermodynamic entropy of the fluid \( k \). This hypothesis is sufficient to write that all the thermodynamic quantities can be written in function of \( (Y_1, T, P) \) (for example, we deduce the expression (4) for \( \alpha \) when this hypothesis is valid).

At last, the boundary conditions for the system (1) are defined with

\[
\begin{align*}
\forall x \in \Sigma(t) : & \quad u|\Sigma(t) = u|\Sigma(t), \\
& \sigma|\Sigma(t) \cdot n_{1-2} = \sigma|\Sigma(t) \cdot n_{1-2}, \\
& T|\Sigma(t) = T|\Sigma(t), \\
& \lambda_1 \nabla T|\Sigma(t) \cdot n_{1-2} = \lambda_2 \nabla T|\Sigma(t) \cdot n_{1-2}.
\end{align*}
\]
and with
\[
\begin{align*}
\forall x \in \partial \Omega &: u(t, x) = 0, \quad (a) \\
\nabla T(t, x) \cdot n(x) &= 0. \quad (b)
\end{align*}
\]

The notation \( \phi|_{\Sigma_k(t)} \) corresponds to the extension on the surface \( \Sigma(t) \) of the restriction of the function \( \phi(t, x) \) to the open domain \( \Omega(t) \). The vector \( n_{1-2} \) is the unitary normal vector to the surface \( \Sigma(t) \) oriented to the fluid 2. The vector \( n \) is the unitary vector to the surface \( \partial \Omega \) oriented to the exterior of \( \Omega \).

2.1. Non-dimensional formulation

To obtain the non-dimensional formulation of (1), we suppose that the five following hypothesis are verified:

**Hypothesis 2.2.** The diphasic flow is such that it is possible to define a characteristic length \( L_* \) and a characteristic velocity \( u_* \) common to the domains \( \Omega_1(t) \) and \( \Omega_2(t) \). Thus, we define the characteristic time \( t_* = u_* / L_* \).

**Hypothesis 2.3.** It is possible to define a characteristic temperature \( T_* \) and a characteristic pressure \( P_* \) common to the fluids 1 and 2.

**Hypothesis 2.4.** The fluids 1 and 2 have similar equations of state \( \rho_1(T, P) \) and \( \varepsilon_2(T, P) \) and similar transport coefficients \( \mu \) and \( \lambda \).

**Hypothesis 2.5.** The equations of state of the fluid 1 are such that we can define a characteristic value \( C_{p,1}^* \) for \( C_{p,1} \) such that \( \frac{\mu_1^2}{T_* C_{p,1}^*} = M_*^2 \) where \( M_* = \frac{|u_*|}{\sqrt{P_*/\rho_*}} \) is the Mach number in the fluid 1 \( (\rho_* = \rho_1(T_*, P_*)) \).

Let us remark that this relation is equivalent to \( T_* C_{p,1}^* = P_* / \rho_*^* \).

**Hypothesis 2.6.** The flow verifies \( M_* \ll 1 \).

The Hypothesis 2.2 means that, through the asymptotic expansion that we will expose below, we will filter out any phenomena whose characteristic time is very small compared to the characteristic time \( L_* / u_* \). The Hypothesis 2.3 is necessary: it means that the thermodynamic state in \( \Omega(t) \) characterized by \( (T, P) \) will vary in a “reasonable” bounded domain. The Hypothesis 2.4 allows to define characteristic values \( \rho_* = \rho_1, C_{p_*} = C_{p,1}, \mu_* = \mu_1, \lambda_* = \lambda_1 \) for \( \rho, C_p, \mu \) and \( \lambda \) which are representative for the fluids 1 and 2. Let us note that it is possible to derive the DLMN system without the Hypothesis 2.4 (see Chap. 1 of [7]): we take into account this hypothesis in this section to simplify the formal derivation. The Hypothesis 2.5 restricts the kind of equations of state for the fluid 1: we can say that when the fluid 1 is close to a perfect gas, the Hypothesis 2.5 is verified.

At last, the Hypothesis 2.6 means that we study diphasic flows which are highly subsonic in the fluid 1 and in the fluid 2.

Under the Hypothesis 2.2 to 2.5, we obtain the classical non-dimensional system

\[
\begin{align*}
D_t Y_1 &= 0, \quad (a) \\
\partial_t \rho + \nabla \cdot (\rho u) &= 0, \quad (b) \\
\rho D_t u &= -\frac{\nabla P}{M_*^2} + \frac{\nabla \cdot \sigma}{Re_*} - \frac{\rho}{Fr_*} \frac{\hat{z}}{u}, \quad (c) \\
\rho C_p D_t T &= \beta_* \cdot \alpha T D_t P + \frac{\nabla \cdot (\lambda \nabla T)}{Re_* Pr_*} + \frac{M_*^2}{Re_*} \sigma : \nabla u, \quad (d)
\end{align*}
\]
where the non-dimensioned numbers are given by

\[
\begin{align*}
\text{Re}_* &= \frac{u_* L_* \rho_*}{\mu_*} \quad \text{(Reynolds number)}, \\
\text{Pr}_* &= \frac{\mu_* C_p}{\lambda_*} \quad \text{(Prandtl number)}, \\
\text{Fr}_* &= \frac{u_*^2}{L_* g_*} \quad \text{(Froude number)}, \\
\beta_* &= \frac{\alpha_* P_* \rho_* C_p}{\rho_* C_p} 
\end{align*}
\]

(11)

Let us note that under the Hypothesis 2.5, we find that \(\beta_* = \alpha_* T_*\). And, since it is easy to verify that \(\alpha_* = 1/T\) when the fluids are perfect gases, we find that \(\beta_* = 1\) is the good choice in the case of perfect gases.

### 2.2. Formal asymptotic expansion

Under the Hypothesis 2.6, we suppose that the solution of (10) can be expanded with

\[
\begin{align*}
Y_1(t, x) &= Y_0(t, x) + Y_1(t, x, M_*), \quad (a) \\
\Phi(t, x) &= \Phi_0(t, x) + M_* \Phi_1(t, x, M_*) + M_*^2 \Phi_2(t, x) + O(M_*^3), \quad (b) 
\end{align*}
\]

(12)

where \(\Phi \equiv (u, \rho, T, P)\). The function \(Y_1(t, x, M_*)\) is a function which takes its values in \(\{0, 1\}\) whose support measure is supposed to converge to zero when \(M_*\) goes to zero. Let us note that by supposing that the equations of state are regular functions of \((T, P)\), we obtain that \(\rho_0(t, x) = \rho[Y_0(t, x), T_0(t, x), P_0(t, x)]\) where \(\rho\) is given by (6). By injecting the expansion (12) in (10), we formally find that

\[
\nabla P_0(t, x) = 0 \quad \text{and} \quad \nabla P_1(t, x, M_*) = 0 
\]

(13)

when \(M_*\) goes to zero. This allows to write that \(D_t P_0(t, x) = P_0'(t)\). We also find that

\[
\begin{align*}
D_t Y_0 &= 0, \quad (a) \\
\frac{\partial \rho^0 + \nabla \cdot (\rho^0 u^0)}{\rho^0} &= 0, \quad (b) \\
\rho^0 C_p D_t T^0 &= \beta_* \alpha^0 T^0 D_t P^0 + \frac{\nabla \cdot (\Lambda^0 \nabla T^0)}{\text{Re}_* \text{Fr}_*}, \quad (c) 
\end{align*}
\]

(14)

with \(D_t = \partial_t + u^0 \cdot \nabla\) and with \((C_p^0, \alpha^0)(t, x) = (C_p, \alpha)[Y_0(t, x), T_0(t, x), P_0(t, x)]\). Moreover, the equation (10)(c) shows that

\[
\mathcal{P} \left( \rho D_t u^0 \quad \frac{\nabla \cdot \sigma^0}{\text{Re}_*} + \frac{\rho^0}{\text{Fr}_*} \right) = 0 
\]

(15)

where \(\mathcal{P}\) is the Hodge projection on the free divergence vector space. Thus, by injecting the asymptotic expansion (12) in (15), we also find that

\[
\mathcal{P} \left( \rho^0 D_t u^0 \quad \frac{\nabla \cdot \sigma^0}{\text{Re}_*} + \frac{\rho^0}{\text{Fr}_*} \right) = 0, 
\]

which implies that it exists a function \(\Pi(t, x)\) independent of \(M_*\) and homogeneous to a pressure such that

\[
\rho^0 D_t u^0 = -\nabla \Pi + \frac{\nabla \cdot \sigma^0}{\text{Re}_*} - \frac{\rho^0}{\text{Fr}_*} \hat{z}. 
\]
Finally, the vector \((Y_0^0, u^0, \rho^0, T^0, P^0)\) – that we note \((Y_1, u, \rho, T, P)\) to simplify the notations – is solution of the system

\[
\begin{aligned}
\rho C_p D_t T &= \beta_* \cdot \alpha TP'(t) + \frac{\nabla \cdot (\lambda \nabla T)}{Re_* Pr_*}, \\
\partial_t \rho + \nabla \cdot (\rho u) &= 0, \\
\rho D_t u &= -\nabla \Pi(t, x) + \nabla \cdot \sigma \quad \text{Re}_* \quad \text{Pr}_* \\
\rho D_t T &= \beta P \quad \text{Re}_* \quad \text{Pr}_*
\end{aligned}
\]

where \(\rho(Y_1, T, P)\) is defined with (6). Thus, we have 4 equations for the 5 independent unknowns \(Y_1, u, T, P\) and \(\Pi\).

The last equation is obtained by finding an equation whose the solution is \(P(t)\), equation which is directly related to the boundary conditions (8)–(9) and, thus, to the shape of the interface \(\Sigma(t)\). First of all, let us come back to the dimensioned system (1) and let us remark that the continuity equation (1)(b) is equivalent to \(\nabla \cdot u = G\) with

\[
G(t, x) \equiv -\frac{D_t \rho}{\rho} (Y_1, T, P) = -\frac{1}{\rho} \left( \frac{\partial \rho}{\partial Y_1} D_t Y_1 + \frac{\partial \rho}{\partial T} D_t T + \frac{\partial \rho}{\partial P} D_t P \right)
\]

where the various variables are given their initial dimensioned meaning. By using the equations (1)(a)(d), we obtain that

\[
G(t, x) = \frac{D_t P}{\rho} \left( \frac{\alpha^2 T}{C_p} - \frac{\partial \rho}{\partial P} \right) + \frac{\beta P}{\rho} \nabla \cdot (\lambda \nabla T) + \frac{\beta P}{\rho} \sigma : \nabla u,
\]

where the non-dimensional thermodynamic function \(\beta(Y_1, T, P)\) is defined with

\[
\beta(Y_1, T, P) = \frac{\alpha P}{\rho C_p}(Y_1, T, P)
\]

(let us remark that the function \(\beta(Y_1, T, P)\) is linked to the Grüneisen function: see Sect. 3.2). Let us recall that, under the thermodynamic hypothesis 2.1, we have the strict positivity of the quantity \(\frac{\partial \rho}{\partial P} - \frac{\alpha^2 T}{C_p}\) and that the sound velocity \(c(Y_1, T, P)\) can be defined in function of \(\alpha\) and \(C_p\) with

\[
c(Y_1, T, P) = \sqrt{\frac{\partial \rho}{\partial P} - \frac{\alpha^2 T}{C_p}} (Y_1, T, P),
\]

which implies that

\[
G(t, x) = -\frac{D_t P}{\rho c^2} + \frac{\beta}{\rho} \nabla \cdot (\lambda \nabla T) + \frac{\beta}{\rho} \sigma : \nabla u.
\]

By coming back to the non-dimensional variables, we find that

\[
\nabla \cdot u = -\frac{1}{\Gamma_*} \frac{D_t P}{\Gamma P} + \frac{\beta_*}{\text{Re}_* \text{Pr}_*} \frac{\beta}{\rho} \nabla \cdot (\lambda \nabla T) + \frac{\beta_*}{\text{Re}_*} \frac{M_*^2}{\text{Pr}_*} \frac{\beta}{\rho} \sigma : \nabla u,
\]

where \(\Gamma(Y_1, T, P)\) is defined with

\[
\Gamma(Y_1, T, P) = \frac{\rho c^2}{\rho} (Y_1, T, P),
\]

\(\Gamma_*\) being a characteristic value of \(\Gamma\) (let us remark that for a perfect gas, \(\Gamma\) is equal to the classical constant \(\gamma = \mathcal{O}(1)\) which implies that we can take \(\Gamma_* = 1\) in that case). By injecting the asymptotic expansion (12) in (20) and by only keeping the terms of order zero, we find that

\[
\nabla \cdot u = G(t, x)
\]
with now
\[ G(t, x) = \frac{1}{\Gamma^*} \frac{P'(t)}{\Gamma P(t)} - \beta^* \frac{\beta}{Re^* Pr^*} \cdot \nabla \cdot (\lambda \nabla T) \] (23)
(knowing that \( P = P(t) \)) where the vector \((u, T, \ldots)\) relates to \((u^0, T^0, \ldots)\) for sake of simplicity. The formulæ (22)–(23) allow us to obtain the lemma:

**Lemma 2.1.** Under the boundary conditions (8)–(9), \( P(t) \) is solution of the (non-dimensioned) non-linear integro-differential equation

\[
P(t)' = \frac{\beta_1 \Gamma_s}{Re_s Pr_s} \cdot \left( \frac{\int_{\Omega(t)} \beta(Y_1, T, P) \nabla \cdot \lambda \nabla T \, dx}{\int_{\Omega} \nabla \beta(Y_1, T, P) \cdot \lambda \nabla T \, dx} \right) \quad \text{(a)}
\]
\[
= \frac{\beta_1 \Gamma_s}{Re_s Pr_s} \cdot \left( \frac{\int_{\Sigma(0)} \left[ \beta \Sigma_0(T, P) \cdot \lambda \nabla T \cdot n_{1-2} \right] d\Sigma}{\int_{\Omega} \nabla \beta(Y_1, T, P) \cdot \lambda \nabla T \, dx} \right) - \frac{\int_{\Omega} \frac{\partial \beta}{\partial T}(Y_1, T, P) \lambda(Y_1, T, P)(\nabla T)^2 \, dx}{\int_{\Omega} \nabla \beta(Y_1, T, P) \cdot \lambda \nabla T \, dx} \quad \text{(b)}
\]

with \([\beta \Sigma(T, P)] = \beta_1(T, P) - \beta_2(T, P)\).

Let us note that the first term in the right hand side of (24)(b) is directly related to the diphasic and non-miscible charactere of the flow and that the second term takes into account the fact that one of the two fluids may not be a perfect gas. Indeed, when the two fluids are perfect gases, we have \( \partial_T \beta(Y_1, T, P) = 0 \): see Section 4. This explains why this term does not exist in the monophasic low Mach number model for perfect gases presented in [21, 22, 25].

**Proof of lemma 2.1.** By applying the Hodge decomposition to the velocity field \( u(t, x) \), we find that the potential part \( \nabla \phi(t, x) \) of \( u(t, x) \) verifies the Neumann elliptic problem

\[
\left\{ \begin{array}{l}
\Delta \phi(t, x) = G(t, x), \\
\nabla \phi(t, x) \cdot n(x) = 0
\end{array} \right. \quad \text{(25)}
\]

(\( n(x) \) is the normal vector to \( \partial \Omega \)). And, by using the Fredholm alternative, we obtain that the elliptic equation (25) admits an unique solution (up to a constant) if and only if

\[
\int_{\Omega} G(t, x) \, dx = 0 \quad \text{(26)}
\]

which corresponds to the Neumann compatibility condition (cf. [5] p. 51–52). This last relation coupled to (23) induces that

\[
P'(t) = \frac{\beta_1 \Gamma_s}{Re_s Pr_s} \cdot \sum_{k=1, 2} \int_{\Omega_k(t)} \beta_k(T, P) \nabla \cdot (\lambda \nabla T) \, dx
\]
\[
= \frac{\beta_1 \Gamma_s}{Re_s Pr_s} \cdot \left( \frac{\int_{\Sigma(0)} \left[ \beta \Sigma_0(T, P) \cdot \lambda \nabla T \cdot n_{1-2} \right] d\Sigma}{\int_{\Omega} \nabla \beta(Y_1, T, P) \cdot \lambda \nabla T \, dx} \right) - \frac{\int_{\Omega} \frac{\partial \beta}{\partial T}(Y_1, T, P) \lambda(Y_1, T, P)(\nabla T)^2 \, dx}{\int_{\Omega} \nabla \beta(Y_1, T, P) \cdot \lambda \nabla T \, dx} \right). \]
We conclude by noting that $\nabla \beta(Y_1, T, P) = \frac{\partial \beta}{\partial Y_1} \nabla Y_1 + \frac{\partial \beta}{\partial T} \nabla T + \frac{\partial \beta}{\partial P} \nabla P$ and that

$$\begin{cases}
\nabla Y_1 = 0 \quad \text{in} \quad \Omega_k(t), \\
\nabla P(t) = 0.
\end{cases} \quad \square$$

### 2.3. Final formulation of the DLMN system

By summarizing the previous results, we obtain that the dimensioned DLMN system is constituted with the two coupled systems

$$\begin{cases}
\frac{D_t Y_1}{\partial Y_1} = 0, \\
\rho C_p D_t T = \alpha TP'(t) + \nabla \cdot q
\end{cases} \quad \text{(27)}$$

and

$$\begin{cases}
\nabla \cdot u = G, \\
\rho D_t u = -\nabla \Pi + \nabla \cdot \sigma - \rho g \hat{z},
\end{cases} \quad \text{(28)}$$

knowing that the function $G(t, x)$ is given by

$$G(t, x) = -\frac{1}{\Gamma} \cdot \frac{P'(t)}{P(t)} + \frac{\beta}{\hat{P}(t)} \nabla \cdot q \quad \text{(29)}$$

and that the pressure $P(t)$ is solution of the integro-differential equation

$$P'(t) = \frac{\int_{\Omega(t)} \beta(Y_1, T, P) \nabla \cdot \lambda \nabla T \, dx}{\int_{\Gamma(Y_1, T, P)} \, dx} \quad \text{(a)}$$

$$= \frac{\int_{\Sigma(t)} \beta_{\Sigma}(T, P) \lambda \nabla T \cdot n_{1-2} \, d\Sigma}{\int_{\Gamma(Y_1, T, P)} \, dx} - \frac{\int_{\Omega} \frac{\partial \beta}{\partial T} (Y_1, T, P) \lambda (Y_1, T, P) \nabla T^2 \, dx}{\int_{\Gamma(Y_1, T, P)} \, dx}, \quad \text{(b)}$$

with $[\beta_{\Sigma}(T, P) \equiv \beta_1(T, P)|_{\Sigma} - \beta_2(T, P)]_{\Sigma}$, the functions $\alpha$, $\beta$ and $\Gamma$ being respectively defined with (4), (17) and (21). Let us note that the system (27) is a mixed hyperbolic equation/"parabolic" equation and that the system (28) is a non-homogeneous incompressible Navier-Stokes system. The pressure $P(t)$ is named thermodynamic pressure since it is directly related to the thermodynamic temperature $T(t, x)$ and to the density $\rho(t, x)$ through the equation of state $\rho(Y_1, T, P)$. At the opposite, the pressure $\Pi(t, x)$ is named dynamic pressure in reference to the pressure in the classical incompressible Navier-Stokes system.

Let us recall that, under the boundary conditions (8)–(9), the equation (30) is equivalent to the the Neumann compatibility condition

$$\int_{\partial \Omega} G(t, x) \, dx = 0. \quad \text{(31)}$$

It is important to note that any change in (8)–(9) will modify the equation (30)(b). For example, if we replace the boundary condition (9)(b) with the non-homogeneous Neumann condition $\lambda \nabla T(t, x) \cdot n(x)|_{\partial \Omega} = g_0(t, x)$
where \( q_0(t, x) \) is a given function, the equation (30)(b) will be given by

\[
P'(t) = \hat{P}'(t) + \int_{\partial \Omega} \beta(Y_1, T, P \rho_0(t, x) \cdot n(x) dS \int_{\Omega} \Gamma(Y_1, T, P)
\]

\( \hat{P}'(t) \) being given by the right hand side of (30)(b).

2.4. A remark on the filtering out of the acoustic waves

Because of the hyperbolic part of the diphasic Navier-Stokes system (1), the variations of the quantities \( T, P, \rho \) and \( u \) move with the fluid particles at the material velocity \( u(t, x) \) but also with the acoustic waves at the velocity \( |u(t, x) \pm c(t, x)| \) (in the monodimensional case). The asymptotic expansion supposes that \( c(t, x) \gg |u(t, x)| \) at any point \( (t, x) \) (cf. the low Mach number Hypothesis 2.6). Thus, the informations moving with the acoustic waves – i.e. the thermodynamic pressure waves – move at a celerity which is equal to the infinity. This changes the nature of the system which becomes elliptic via the constraint (28)(a) and the new variable \( \Pi(t, x) \) in (28)(b). We recover this elliptic character in the pressure equation (30)(b) since any change in the topology of the interface \( \Sigma(t) \) modifies instantaneously the average thermodynamic pressure \( P \) at any point \( x \) of \( \Omega \). Another important consequence of this elliptic character is that the DLMN system gives only an average thermodynamic pressure \( P(t) \) in \( \Omega \) whose characteristic time of variation is infinitely bigger than the characteristic time of acoustic waves in (1). This means that the DLMN system filters out any variations of the quantities \( T, P, \rho \) and \( u \) at time and space scales of the acoustic waves.

3. Basic properties

The DLMN system (27)–(30) – with the boundary conditions (8)–(9) – has conservation properties. Moreover, the DLMN system allows to recover, with minimal thermodynamic hypothesis, some natural physical results concerning the dilation and the compression of bubbles, and it degenerates toward the incompressible Navier-Stokes system in one of the two fluids – let us say in the fluid 2 – if the compressibility of the fluid 2 is close to zero compared to the compressibility of the fluid 1 (a liquid versus a gas for example). At last, it is possible to show that the total entropy of the mixture in \( \Omega \) decreases and is minimized by a finite quantity.

3.1. Conservation properties

The DLMN system verifies the following mass and energy conservation properties:

**Lemma 3.1.** The DLMN system verifies

\[
\begin{align*}
\frac{d}{dt} \int_{\Omega_k(t)} \rho_k(t, x) dx &= 0 \quad \text{for} \quad k \in \{1, 2\}, \quad (a) \\
\frac{d}{dt} \int_{\Omega} \rho(t, x) c(t, x) dx &= 0. \quad (b)
\end{align*}
\]

Under the boundary conditions (8)(a) and (9)(a), the relation (32)(a) is trivial since the divergence constraint (28)(a) is equivalent to the classical continuity equation. The relation (32)(b) is deduced from the temperature equation (27)(b) which is equivalent to the energy equation \( \rho D_t \varepsilon = -P \cdot G + \nabla \cdot (\lambda \nabla T) \). Thus, we conclude by noting that the pressure \( P \) does not depend on the space variable \( x \), by noting that the function \( G(t, x) \) verifies the Neumann compatibility condition (31) and by using the boundary condition (9)(b).

Let us remark that the DLMN system neglects the kinetic energy \( u^2/2 \) in the energy conservation equation (32)(b): this is coherent with the hypothesis of a low Mach number flow (cf. Hypothesis 2.6) since \( \mathcal{O}( \text{kinetic energy} ) = M^2 \times \mathcal{O}( \text{internal energy} ) \) where \( M \) is the Mach number of the flow.
3.2. Dilation and compression of a bubble

Another trivial property is the one which concerns the dilation or the compression of a bubble of fluid 1:

Lemma 3.2. The variation of the volume $\text{Vol}(\Omega_1)$ of the domain $\Omega_1$ is given by

$$\frac{d}{dt}\text{Vol}(\Omega_1(t)) = \frac{1}{P(t)} \int_{\Sigma(t)} \beta(\Omega_1, T, P) \nabla T \cdot n_1 \cdot d\Sigma + \frac{G_1(\Omega_1, T, P)}{P(t)}$$ \hspace{1cm} (33)

where

$$\beta(\Omega_1, T, P) = \frac{\beta_1(T, P)}{\Gamma_2(\Omega_2, T, P)} + \frac{\beta_2(T, P)}{\Gamma_1(\Omega_1, T, P)}.$$ 

$$G_1(\Omega_1, T, P) = \int_{\Omega_1(t)} \frac{\partial \beta_1(T, P)}{\partial T} (\nabla T)^2 dx - \int_{\Omega_1(t)} \frac{\partial \beta_2(T, P)}{\partial T} (\nabla T)^2 dx,$$

$$\Gamma_k(\Omega_k, T, P) = \int_{\Omega_k(t)} \frac{d\Gamma(\Omega_k, T, P)}{dx} dx.$$

Thus, when the equations of state are such that $\frac{\partial \beta_1(T, P)}{\partial T} = 0$, we obtain

$$\frac{d}{dt}\text{Vol}(\Omega_1(t)) = \frac{1}{P(t)} \int_{\Sigma(t)} \beta(\Omega_1, T, P) \nabla T \cdot n_1 \cdot d\Sigma.$$ \hspace{1cm} (35)

This lemma allows us to deduce the following corollary:

Corollary 3.1. When the equations of state are such that

$$\forall(T, P) : \beta_k(T, P) > 0 \quad \text{and} \quad \frac{\partial \beta_k(T, P)}{\partial T} = 0,$$ \hspace{1cm} (36)

the deformation of the domain $\Omega_1(t)$ is such that

$$\begin{cases} 
\text{If } \nabla T \cdot n_1 \cdot d\Sigma(t) > 0 \ (\text{i.e. “cold bubbles” of fluid 1}), \text{ there is dilation of } \Omega_1(t) \text{ and compression of } \Omega_2(t); \\
\text{If } \nabla T \cdot n_1 \cdot d\Sigma(t) < 0 \ (\text{i.e. “hot bubbles” of fluid 1}), \text{ there is compression of } \Omega_1(t) \text{ and dilation of } \Omega_2(t). 
\end{cases}$$

Let us note that when (36) is not verified, we can say nothing about dilation nor compression of $\Omega_k(t)$. For example, there will be “competition” between the two fluids when $\beta_1(T, P) > 0$ and $\beta_2(T, P) < 0$. Nevertheless, the hypothesis (36) is verified for a large class of equations of state used to model gases and liquids. Indeed, it is possible to show that, under the thermodynamic Hypothesis 2.1, the thermodynamic function $\beta_k(T, P)$ defined with (17) is also given by $\beta_k(T, P) = \frac{\partial P_k(T, P)}{\partial T}(\rho_k, \varepsilon_k)$ knowing that $G_k \equiv \frac{1}{\rho_k} \frac{\partial P_k(\rho_k, \varepsilon_k)}{\partial T}$ is the Gruneisen function of the fluid $k$ whose the equation of state is defined with $P_k(\rho_k, \varepsilon_k)$ (the function $P_k$ being the thermodynamic pressure of the fluid $k$). The Gruneisen function $G_k$ is an important thermodynamic function for general equations of state (see [27] for example). We deduce from that equation of state that the relations (36) are verified if and only if the Gruneisen function $G_k$ verifies

$$\exists \xi_k(P) > 0 \quad \text{such that} \quad G_k(T, P) = \xi_k(P) \cdot \Gamma_k(T, P),$$ \hspace{1cm} (37)

(the function $\Gamma_k$ defined with (21) is strictly positive when the thermodynamic Hypothesis 3.2 is satisfied). Of course, we obtain in that case that $\beta_k(T, P) = \beta_k(P) = \xi_k(P)$. Let us now consider the important case of
generalized van der Waals type fluids. A generalized van der Waals equation of state \( P(\rho_k, \varepsilon_k) \) for the fluid \( k \) is defined through the formula

\[
P(\rho_k, \varepsilon_k) = \frac{\gamma_k - 1}{1 - b_k \rho_k} (\rho_k \varepsilon_k - \pi_k + a_k \rho_k^2) - (\pi_k + a_k \rho_k^2)
\]  
(38)

where \( a_k, b_k, \pi_k \) are positive constants and where \( \gamma_k > 1 \) is another positive constant (see [3,16,27] for example). And, we verify that the equation of state (38) satisfies (37) if and only if \( a_k = 0 \); in that case, we find

\[
\beta_k(T, P) = \beta_k(P) = \frac{\gamma_k - 1}{\gamma_k} \cdot \frac{P}{P + \pi_k}
\]  
(39)

The generalized van der Waals model with \( a_k = 0 \) is important since it is classical to model the vapor phase by taking \( a_k = b_k = \pi_k = 0 \) (which corresponds to a perfect gas type modelling) and since it is classical to model the liquid phase by taking \( a_k = 0 \) and \( \pi_k > 0 \) (which corresponds to a stiffened gas type modelling when \( b_k = 0 \) and to a colume gas type modelling when \( b_k > 0 \)).

Proof of lemma 3.2. Due to the divergence constraint (28)(a), the variation of the volume \( \text{Vol}(\Omega_k(t)) \) is given by

\[
\frac{d}{dt} \text{Vol}(\Omega_k(t)) = \int_{\Omega_k(t)} G(t,x) \, dx.
\]

Thus, we obtain the result by integrating (29) on the domain \( \Omega_k(t) \) and by taking into account (30).

\( \square \)

3.3. Degenerescence of the DLMN system

Let us suppose that the fluids 1 and 2 are respectively “close” to a perfect gas and to a classical liquid. Moreover, we suppose that the thermal conductivity of the two fluids are “similar”. We sum up these physical hypothesis with:

**Hypothesis 3.1.** The equations of state of fluids 1 and 2 are such that

\[
\mathcal{O}[\beta_1(T, P)] = 1 \quad \text{and} \quad \mathcal{O}[\Gamma_1(T, P)] = 1
\]  
(40)

and such that

\[
\begin{cases}
\mathcal{O}[\beta_2(T, P)] = 0, & \text{(a)} \\
\mathcal{O}[\Gamma_2(T, P)] \gg 1, & \text{(b)} \\
\mathcal{O}[\lambda_2(T, P)] = \mathcal{O}[\lambda_1(T, P)]. & \text{(c)}
\end{cases}
\]  
(41)

The relations (40) mean that the fluid 1 is “close” to a perfect gas. The relation (41)(a) means that the fluid 2 is infinitely more incompressible than the fluid 1; the relation (41)(b) means that the product \( \rho_2 c_2^2(T, P) \) is very high which implies for example that the density of the fluid 2 is very high and that the sound velocities of the fluids 1 and 2 are similar; at last, the relation (41)(c) means that the conductivity of the fluid 2 does not have to be very high. In that physical situation, we can say that the fluid 2 is “close” to a classical liquid. Let us note that when each equation of state \( P(\rho_k, \varepsilon_k) \) is of the generalized van der Waals type (38) with \( a_k = 0 \), we have already remark that \( \beta_k(T, P) \) is given by (39); we could also verify that \( \Gamma_k(T, P) = \frac{\gamma_k}{1 - b_k \rho_k} \cdot \frac{P + \pi_k}{\pi_k} \).

These two formulae show that the Hypothesis 3.1 is verified as soon as \( \pi_1 = \mathcal{O}(1), P = \mathcal{O}(1), \pi_2 \gg \pi_1 \) (with for example \( b_2 = 0 \) and \( \gamma_2 = 5/3 \)). This explains why (38) with \( \pi_2 \gg \pi_1 \) is often used to model a liquid phase. This also indicates that when the thermodynamic pressure is high in the sense that \( \mathcal{O}(P) = \pi_2 \), the liquid phase may not be seen as an incompressible phase.

We can now write:

**Lemma 3.3.** Under the Hypothesis 3.1, the DLMN system degenerates (formally) to the incompressible Navier-Stokes system in the domain \( \Omega_2(t) \), the temperature equation (27)(b) being in \( \Omega_2(t) \) a simple parabolic equation (i.e. without any source term). Moreover, the volumes of \( \Omega_1(t) \) and \( \Omega_2(t) \) do not change with time.
This lemma is a consequence of the nullity of the velocity divergence in $\Omega_2(t)$ since the function $G(t)|_{\Omega_2(t)}$ defined with (29) is formally equal to zero under the Hypothesis 3.1. It is important to note that, although the total volume of $\Omega_1(t)$ does not change, the volume of each bubble of fluid 1 can change. More precisely, any variation of the volume of a bubble of fluid 1 modifies instantaneously the volume of the other bubbles of fluid 1. This is a consequence of the elliptic character of the DLMN system: cf. Section 2.4. Thus, we can say that the fluid 1 is globally incompressible but locally compressible when the fluid 2 is incompressible. Let us remark that this lemma may not be verified when the thermal conductivity of fluid 2 is very high since, in that situation, the Fourier term in (29) may not be neglected into the domain $\Omega_2(t)$.

Moreover, we can deduce the following corollary from Lemma 3.3:

**Corollary 3.2.** Under the Hypothesis 3.1, when the domains $\Omega_k$ are such that $O[Vol(\Omega_2)/Vol(\Omega_1)] \ll \min[O(\Gamma_2), O(\beta_2^{-1})]$ and when the equations of state of the fluid 1 are such that

$$\forall (T, P) : \quad \beta_1(T, P) > 0 \quad \text{and} \quad \frac{\partial \beta_1}{\partial T}(T, P) = 0,$$

the pressure equation (30) can be approximated with

$$P'(t) = \frac{\int_{\Sigma(t)} \beta_1(T, P) \nabla T \cdot n_{1 \rightarrow 2} d\Sigma}{\int_{\Omega_1(t)} \frac{d\Sigma}{\Gamma_1(Y_1, T, P)}},$$

which implies that

$$\begin{cases}
\text{If } \nabla T \cdot n_{1 \rightarrow 2}|_{\Sigma(t)} > 0 \text{ (i.e. “cold bubbles” of fluid 1), the pressure } P(t) \text{ increases;} \\
\text{If } \nabla T \cdot n_{1 \rightarrow 2}|_{\Sigma(t)} < 0 \text{ (i.e. “hot bubbles” of fluid 1), the pressure } P(t) \text{ decreases.}
\end{cases}$$

and that

- the thermodynamic pressure $P(t)$ in $\Omega$ is only a function of the thermodynamic quantities in the fluid 1;
- the more the volume of a bubble of fluid 1 is important, the more this bubble imposes the pressure $P(t)$ to the rest of the domain $\Omega$.

Let us remark that the condition $O[Vol(\Omega_2)/Vol(\Omega_1)] \ll \min[O(\Gamma_2), O(\beta_2^{-1})]$ means that when the volume of $\Omega_1(t)$ is tiny, the equation (43) may not be valid.

### 3.4. Decreasing of the entropy and existence of a minimizer

Let us recall that we suppose that each fluid verifies (cf. Hypothesis 2.1):

**Hypothesis 3.2.** The equations of state $\rho_k(T, P) \equiv 1/\tau_k(T, P)$ and $\varepsilon_k(T, P)$ of each fluid $k \in \{1, 2\}$ are such that it exists a function $s_k(\tau_k, \varepsilon_k)$ verifying

$$\begin{cases}
s_k(\tau_k, \varepsilon_k) \text{ is a strictly convex function, } & \text{(a)} \\
-Tds_k = d\varepsilon_k + Pd\tau_k. & \text{(b)}
\end{cases}$$

\(^1\) This kind of situation is numerically observed in [14] p. 645: “It then appears that in the closed system considered here, the bigger bubble imposes its pressure in the liquid”.

The function $s_k(\tau_k, \varepsilon_k)$ is the classical thermodynamic entropy of the fluid $k$. Due to the thermodynamic Hypothesis 3.2, we can write:

**Lemma 3.4.** The total entropy $S(T, P)$ defined with

$$S(T, P)(t) = \int_{\Omega} \rho(Y_1, T, P)s(Y_1, T, P)dx$$

where $s(Y_1, T, P) = Y_1 s_1(T, P) + (1 - Y_1)s_2(T, P)$ verifies $\frac{d}{dt}S(T, P)(t) \leq 0$. And, any equilibrium characterized by the equilibrium interface $\Sigma^\infty$ is a solution of the minimization problem

$$S(T^\infty, P^\infty) = \min_{T(x), P} S(T, P)$$

under the constraints

\[
\begin{align*}
\int_{\Omega_k} \rho_k[T(x), P]dx &= M_k > 0 \quad \text{for} \quad k \in \{1, 2\}, \\
\sum_k \int_{\Omega_k} \rho_k[T(x), P] \varepsilon_k[T(x), P]dx &= E, \\
T(x) &> 0 \quad \text{and} \quad P > 0, \\
\Omega_k &\text{ fixed such that } \partial\Omega_1 = \Sigma^\infty,
\end{align*}
\]

$M_k$ and $E$ being strictly positive constants defined by the initial conditions. Moreover, the equilibrium $(T^\infty(x), P^\infty)$ is unique and $T^\infty(x)$ is a strictly positive constant $T^\infty$.

The proof of this lemma is classical: it uses the strict positivity of each Hessian matrix $\frac{\partial^2}{\partial \tau_k \partial \varepsilon_k}(\tau_k, \varepsilon_k)$ – which is a direct consequence of (44)(a) (see [6] for example) –, the differential relation (44)(b) and the strict positivity of the thermal conductivity $\lambda(Y_1, T, P)$. In Section 5 numerical results will clearly show that when at least one of the entropy $s_k(\tau_k, \varepsilon_k)$ is not a strictly convex function, the strict positivity of $\lambda(Y_1, T, P)$ is not a sufficient condition to obtain an asymptotic convergence of the DLMN system, the system becoming ill-posed.

From Lemma 3.4, we would like to prove that there is convergence to an unique and stable equilibrium when the time $t$ goes to infinity. Unfortunately, when the space dimension is greater or equal to two, the equilibrium interface $\Sigma^\infty$ is never unique for a given initial condition and the Lemma 3.4 is not sufficient to conclude. Nevertheless, in monodimensional geometry, the domain $\Omega_k(t > 0)$ is always homeomorphic to the domain $\Omega_k(t = 0)$ for any $k \in \{1, 2\}$ (i.e. any fragmentation or coalescence is not possible when the space dimension is equal to one), and it is possible to obtain a better result (see the following section). The price to pay is that a monodimensional bubble is a very poor description of the reality!

**4. The DLMN system for perfect gases in Lagrangian formulation**

We now focus on the case of two perfect gases which means that the equations of state are defined with

\[
\begin{align*}
\rho_k(T, P) &= \frac{P}{R_k T}, \\
\varepsilon_k(T, P) &= \varepsilon_k(T) = \frac{R_k T}{\gamma_k - 1}
\end{align*}
\]
where $R_k > 0$ and $\gamma_k > 1$. In that case, we obtain

$$
\begin{align}
C_{p,k}(T, P) &= C_{p,k} = \frac{\gamma_k R_k}{\gamma_k - 1}, \\
\alpha_k(T, P) &= \alpha_k(T) = \frac{1}{T}, \\
\beta_k(T, P) &= \beta_k = \frac{\gamma_k - 1}{\gamma_k}, \\
c_k(T, P) &= c_k(T) = \sqrt{\gamma_k R_k T}, \\
\Gamma_k(T, P) &= \Gamma_k = \gamma_k.
\end{align}
$$

(49)

Let us note that lemma 3.1 is now given by

**Lemma 4.1.** The DLMN system written for two perfects gases verifies

$$
\begin{align}
\frac{d}{dt} \left( P(t) \int_{\Omega_k(t)} \frac{dx}{R_k T(t, x)} \right) &= 0 \text{ for } k \in \{1, 2\}, \quad (a) \\
\frac{d}{dt} \left( P(t) \int_{\Omega} \frac{dx}{\gamma(Y_1) - 1} \right) &= 0. \quad (b)
\end{align}
$$

(50)

By using the energy conservation equation (50)(b), we obtain the corollary:

**Corollary 4.1.** When $0 < P(t = 0) < +\infty$, the DLMN system written for two perfects gases verifies

$$
\inf_{[0,T]} P(t) > 0 \quad \text{and} \quad \sup_{[0,T]} P(t) < +\infty
$$

where $T \in [0, +\infty]$ is the life time of the solution.

When the space is monodimensional, it is possible to write the DLMN system (27)–(30) in Lagrangian coordinates. This formulation is interesting since the interface $\Sigma(t)$ is fixed in Lagrangian coordinates. Moreover, when the equations of state are given by (48), it is possible to introduce a new variable – namely the entropic variable $\Psi$: see Section 4.2 – which makes equivalent the temperature equation with a non-linear heat equation. This property will allow us to be confident concerning the asymptotic stability of the DLMN system in the case of two non-miscible perfect gases and will allow us to build an entropic monodimensional scheme in Section 5.

### 4.1. Lagrangian formulation of the DLMN system

When the geometry is monodimensional, it is possible to write the DLMN system in the time-mass variable $(\bar{t}, m)$ – i.e. in Lagrangian coordinates – by using the differential transformation

$$
\partial_{\bar{t}} = \partial_t + u(t, x) \partial_x \quad \text{and} \quad \partial_m = \rho^{-1} \partial_x.
$$

In that Lagrangian space, we suppose that the topology of the flow is defined with

$$
\Omega = \Omega_1 \cup \Omega_2 \cup \Sigma = ] - L, L[ \quad (L > 0)
$$

(51)

and with

$$
\Sigma = \{ \Sigma^a, \Sigma^b \}, \quad \Omega_1 = ] \Sigma^a, \Sigma^b [ \quad \Omega_2 = \Omega_2 \cup \Sigma^b, \quad \Omega_2^a = ] - L, \Sigma^a [ \quad \text{and} \quad \Omega_2^b = ] \Sigma^b, L [.
$$

(52)
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(53) and the pressure equation (57) are completely decoupled from the system (54). A direct consequence

A good property of the DLMN system written in Lagrangian coordinates is that the temperature equa-

city. Since

\[ \eta = \lambda \cdot \frac{P}{\rho \lambda} \]

this function verifying the Neumann compatibility condition

\[ \int_{L}^{0} G(t, m) \, dm = 0. \]  

In (54)(b), we omit the gravity and the viscosity since these quantities are not relevant in monodimensional geometry. Since \( Y_1(t, m) = Y_1(t = 0, m) \), the topology (51)–(52) does not change with time which means that the interface \( \Sigma(t > 0) \) is always equal to \( \Sigma(t = 0) \equiv \{ \Sigma^a, \Sigma^b \} \) in Lagrangian coordinates. This induces that the physical coefficient \( \xi \in \{ \gamma, R, C_p \} \) is defined with \( \xi(m) = 1_{\Omega_1}(m) \cdot \xi_1 + (1 - 1_{\Omega_1}(m)) \cdot \xi_2 \) and that the conductivity \( \eta(m, T, P) \) is defined with \( \eta(m, T, P) = 1_{\Omega_1}(m) \cdot \eta_1(T, P) + (1 - 1_{\Omega_1}(m)) \cdot \eta_2(T, P) \) where \( \eta_k = \lambda_k \cdot \frac{P}{\rho \lambda} \). Moreover, due to the topology (51)–(52), the pressure equation is given with

\[ P'(t) = \beta_2 \cdot \left( \frac{\eta \partial_m T[\Sigma^-] - [\eta \partial_m T][\Sigma^+]}{R_1 \gamma_1 \int_{\Sigma^a} T(t, m) \, dm + \int_{\Sigma^a} T(t, m) \, dm + \int_{\Sigma^a} T(t, m) \, dm} \right) \]  

where \( \beta_2 = \frac{n_2 - n_1}{\gamma_1} = \frac{n_2 - n_1}{\gamma_1} \). Of course, the boundary conditions (8)–(9) are now defined with

\[ \begin{cases} T|_{\Sigma^2} = T|_{\Sigma^3}, \\ \eta_1 \partial_m T|_{\Sigma^2} = \eta_2 \partial_m T|_{\Sigma^2} = \eta \partial_m T|_{\Sigma^3}, \\ T|_{\Sigma^4} = T|_{\Sigma^5}, \\ \eta_1 \partial_m T|_{\Sigma^4} = \eta_2 \partial_m T|_{\Sigma^4} = \eta \partial_m T|_{\Sigma^5} \end{cases} \]  

\[ \begin{cases} \partial_m T|_{\pm L} = 0, \\ u|_{\pm L} = 0. \end{cases} \]  

A good property of the DLMN system written in Lagrangian coordinates is that the temperature equa-
tion (53)(b) and the pressure equation (57) are completely decoupled from the system (54). A direct consequence
is that the velocity $u(t, m)$ can be defined with

$$u(t, m) = \int_{-L}^{m} \overline{G}(t, m) dm = U[T(t, m), P(t)]$$

where $U$ is an ad hoc function which only depends on $T$ and $P$. Nevertheless, the coupling between the two equations (53)(b) and (57) through the source term $RTP'/P$ complicates the analysis. By using a simple change of variable, we now show that it is possible to transform the temperature equation (53)(b) on a non-linear heat equation.

### 4.2. Entropic Lagrangian formulation of the DLMN system

By introducing the new variable

$$\Psi(t, m) \equiv \frac{T(t, m)}{P(t)^{\frac{1}{\gamma(m)-1}}},$$

it is not difficult to verify that the equations (53)–(58) now read

$$\begin{aligned}
\partial_t Y_1 &= 0, \\
C_p(m) \partial_t \Psi &= \partial_m [\eta(m, T, P) \partial_m \Psi]
\end{aligned}$$

and

$$\begin{aligned}
\partial_m u &= \overline{G}(t, m), \\
\partial_t u &= -\partial_m \Pi
\end{aligned}$$

with

$$\overline{G}(t, m) = -\frac{R(m) \Psi(t, m)}{\gamma(m)} - \frac{P'(t)}{P(t)^{\frac{1}{\gamma(m)-1}}} + \frac{\gamma(m) - 1}{\gamma(m) P(t)} \partial_m \left[ P(t)^{\frac{1}{\gamma(m)-1}} \eta(m, T, P) \partial_m \Psi \right],$$

where the pressure equation is given by

$$P'(t) = \beta^{\frac{1}{2}} \frac{[P^\gamma \eta \partial_m \Psi]_{\Sigma^b} - [P^\gamma \eta \partial_m \Psi]_{\Sigma^a}}{\int_{-L}^{L} \frac{R(m) \Psi(t, m)}{\gamma(m) P(t)^{\frac{1}{\gamma(m)-1}}} dm},$$

the boundary conditions being defined with

$$\begin{aligned}
P(t)^{\frac{1}{\gamma-1}} \Psi|_{\Sigma_1} &= P(t)^{\frac{1}{\gamma-1}} \Psi|_{\Sigma_2}, \\
P(t)^{\frac{1}{\gamma-1}} \eta_1 \partial_m \Psi|_{\Sigma_1} &= P(t)^{\frac{1}{\gamma-1}} \eta_2 \partial_m \Psi|_{\Sigma_2} \equiv P^\gamma \eta \partial_m \Psi|_{\Sigma^a}, \\
P(t)^{\frac{1}{\gamma-1}} \Psi|_{\Sigma_2} &= P(t)^{\frac{1}{\gamma-1}} \Psi|_{\Sigma_1}, \\
P(t)^{\frac{1}{\gamma-1}} \eta_1 \partial_m \Psi|_{\Sigma_2} &= P(t)^{\frac{1}{\gamma-1}} \eta_2 \partial_m \Psi|_{\Sigma_1} \equiv P^\gamma \eta \partial_m \Psi|_{\Sigma^b}, \\
\partial_m \Psi|_{\pm L} &= 0, \\
u|_{\pm L} &= 0.
\end{aligned}$$
Let us note that the lemma 4.1 is now given by:

**Lemma 4.2.** The DLMN system written for two perfects gases in Lagrangian coordinates and in function of the variable $\Psi$ verifies

\[
\begin{align*}
\frac{d}{dt}E(t) &= 0 \quad \text{where} \quad E(t) = \int_{-L}^{L} \frac{R(m)P(t)\gamma(m)}{\gamma(m) - 1} \Psi(t, m) dm, \quad (a) \\
\frac{d}{dt}L(t) &= 0 \quad \text{where} \quad L(t) = \int_{-L}^{L} \frac{R(m)\Psi(t, m)}{P(t)\gamma(m)} dm. \quad (b)
\end{align*}
\]

The relation (65)(b) corresponds to the relation $\frac{d}{dt} \int_{-L}^{L} \frac{\rho(t)\gamma(m)}{\gamma(m) - 1} dm = 0$, i.e., to the conservation of the physical volume of $\Omega$. The main advantage of this new formulation is that the temperature equation (53)(b) is replaced by the more simple parabolic equation (60)(b). Nevertheless, the boundary conditions (64) on the interface $\Sigma$ are more complicated since they directly depend on the pressure $P(t)$. Let us emphasize that, since the quantity

\[s(\Psi)(t, m) = -C_p(m) \log \Psi(t, m),\]

is the thermodynamic entropy for a perfect gas when $\Psi = \frac{T}{P\gamma(m)} - 1$, Lemma 3.4 shows that the function

\[S(\Psi) = \int_\Omega s(\Psi)(t, m) dm\]

is a decreasing function – which is a classical result for an heat equation of the type (60)(b) – and that the equilibrium

\[
\begin{align*}
\Psi^\infty(m) &= T^\infty/(P^\infty \gamma(m) - 1) \quad \text{knowing that} \quad T^\infty = \frac{E}{\int_{-L}^{L} \frac{R(m)}{\gamma(m) - 1} dm}, \\
P^\infty &= \frac{E}{\int_{-L}^{L} \frac{R(m) d\Psi}{\gamma(m) - 1} dm}
\end{align*}
\]

is the unique solution of the minimization problem

\[S(\Psi^\infty) = \min_{\Psi(m), P} S(\Psi)\]

under the constraints

\[
\begin{align*}
\int_{-L}^{L} \frac{R(m)\Psi(m)}{P\gamma(m)} dm &= \mathcal{L} > 0, \quad (a) \\
\int_{-L}^{L} \frac{R(m)\gamma(m)}{\gamma(m) - 1} \Psi(m) dm &= \mathcal{E} > 0, \quad (b) \\
\Psi(m) > 0 \quad \text{and} \quad P > 0. \quad (c)
\end{align*}
\]

Thus, we name **entropic variable** the variable $\Psi$ and we name **entropic Lagrangian formulation** this last formulation of the DLMN system. We can note that the final topology of the flow in the physical space is given by $\Omega^\infty_k$ knowing that $\text{Vol}(\Omega^\infty_1) = \int_{\Omega^\infty_1} dm/\rho^\infty_1$, $\text{Vol}(\Omega^\infty_2) = \int_{\Omega^\infty_2} dm/\rho^\infty_2$ and $\text{Vol}(\Omega^\infty_k) = \int_{\Omega^\infty_k} dm/\rho^\infty_k$ where $\rho^\infty_k = P^\infty/(R_k T^\infty)$ (let us recall that the topology in the Lagrangian space is defined with (51)–(52)).
4.3. A remark on the asymptotic stability

Since the pressure \( P(t) \) remains bounded (see Cor. 4.1), the boundary conditions on \( \Sigma(t) \) are \textit{a priori} well defined. By admitting that the function \( \Psi(t, m) \) remains a classical solution of the non-linear parabolic equation (60)(b) (this topic is beyond the scope of that paper) and using the decreasing of the entropy \( S(\Psi)(t) \), we “can” say that for any strictly positive initial conditions, \( (\Psi(t, m), P(t)) \) converges toward the equilibrium \( (\Psi^\infty(m), P^\infty) \) which is the unique minimizer of \( S(\Psi) \), and that the topology \( \Omega_k(t) \) in the physical space converges toward the unique topology \( \Omega^\infty_k \) when \( t \) goes to infinity. Moreover, we also obtain that the final equilibrium \( (\Psi^\infty(m), P^\infty) \) – and then \( (T^\infty, \rho^\infty, \Omega^\infty_k) \) – is a stable equilibrium with respect to the initial conditions since the final entropy \( S(\Psi^\infty) \) is a continuous function of \( (T(t=0, x), P(t=0), \Omega_k(t=0)) \).

Of course, we obtain this heuristics because any fragmentation or coalescence is not possible in \textit{monodimensional} geometry which allows to define an unique final topology \( \Omega^\infty_k \). In two or three dimensions, the problem is much more difficult, especially for the question concerning the stability of the final topology \( \Omega^\infty_k \) with respect to the initial topology \( \Omega_k(t=0) \).

5. An entropic Lagrangian scheme for two perfect gases

The time subscript, the mass subscript and the interface subscript are respectively noted \( n, i \) and \( i+1/2 \). The number of meshes is equal to \( i_{max} \) and the mesh size \( \Delta m \) is constant, the time step being equal to \( \Delta t \). We suppose that the topology of the flow is given by (51)–(52) in Lagrangian coordinates. The mesh in \( \Omega^2_k \) which has an interface equal to the interface \( \Sigma^a \) is noted \( I^a \); the mesh in \( \Omega_k \) which has an interface equal to the interface \( \Sigma^b \) is noted \( I^b \) (thus, the subscript \( I^a +1/2 \) refers to \( \Sigma^a \) and the subscript \( I^b +1/2 \) refers to \( \Sigma^b \)). The quantities \( \rho, T \) and \( Y_1 \) are computed at the center of each mesh \( i \); the velocity \( u \) is computed at each interface \( i +1/2 \); then, the proposed scheme will be a MAC scheme [13].

By using the entropic Lagrangian formulation (59)–(64) of the DLMN system, we propose the scheme

\[
\begin{align*}
Y^{n+1}_i &= Y^n_i, \quad (a) \\
\Psi^{n+1}_i &= \Psi^n_i + \frac{\Delta t}{C_{p,i}} [D\eta D\Psi]_i^n, \quad (b) \\
P^{n+1} &= \varphi(P^n, \Psi^n, \Psi^{n+1}), \quad (c) \\
u^{n+1}_{i+1/2} &= u^{n+1}_{i-1/2} + \Delta m G_i^n \quad \text{if} \quad i \neq 0, \quad (d)
\end{align*}
\]

(70)

where

\[
G_i^n = -\frac{R_i \Psi^n}{\gamma_i} \frac{P^n \partial P^n}{P_n \partial \rho} + \frac{\gamma_i - 1}{\gamma_i P_n} \frac{[D\eta D\Psi]_i^n}{\gamma_i}.
\]

(71)

The discrete operator \( [D\eta D\Psi]_i \) will be defined in Section 5.1. The quantity \( \varphi(P^n, \Psi^n) \) is an estimation of \( P'(t^n) \) defined with (63): it will be explicitied in Section 5.2. The operator \( \varphi(P^n, \Psi^n, \Psi^{n+1}) \) estimates the pressure \( P^{n+1} \) at time \( t^{n+1} \) and will be given in Section 5.3. At last, when we know \( \Psi^{n+1}_i \) and \( P^{n+1} \), we compute the temperature with \( T^{n+1} = \Psi^{n+1}_i \cdot \frac{P^{n+1}}{\rho^{n+1}} \) and the density with \( \rho^{n+1}_i = P^{n+1}/(R_i T^{n+1}_i) \).

5.1. The discrete operator \( [D\eta D\Psi]_i \)

The discrete operator \( [D\eta D\Psi]_i \) is defined with

\[
[D\eta D\Psi]_i = \frac{[\eta D\Psi]_{i+1/2} - [\eta D\Psi]_{i-1/2}}{\Delta m}.
\]

(72)

The definition of the flux \( [\eta D\Psi]_{i+1/2} \) on each interface \( i +1/2 \) is linked to the boundary conditions (64).
When the mesh $i$ has no interface belonging to $\partial \Omega \cap \Sigma$: in that case, we use
\[
\begin{align*}
\text{if } i & \not\in \{0, I^a, I^b, i_{\max}\} : \\
\eta_{i+1/2} & \equiv \eta_i + 1/2, \\
\eta_{i+1/2} & \in [\min(\eta_i, \eta_{i+1}), \max(\eta_i, \eta_{i+1})].
\end{align*}
\] (73)
To define $\eta_{i+1/2}$, we may choose the formula $\eta_{i+1/2} = \eta_i + \frac{\eta_{i+1}}{2}$ or the formula $\eta_{i+1/2} = \frac{2\eta_i \eta_{i+1}}{\eta_i + \eta_{i+1}}$.

When the mesh $i$ has an interface belonging to $\partial \Omega = \{-L, L\}$: of course, we define the thermal flux with
\[
\text{if } i \in \{0, i_{\max}\} : \quad [\eta D\Psi]_{i+1/2} = 0,
\]
which is a discretized version of (64)(c).

When $i$ has an interface belonging to the interface $\Sigma = \{\Sigma^a, \Sigma^b\}$: near the interface $\Sigma^a$, a natural choice is to use the formulae
\[
\begin{align*}
\text{if } i = I^a : \\
[\eta D\Psi]_{\Sigma^a} &= \eta_{i+1/2} \cdot \frac{\Psi_{i+1} - \Psi_{i+1/2}}{\Delta m}, \\
[\eta D\Psi]_{\Sigma^b} &= \eta_{i+1/2} \cdot \frac{\Psi_{i+1} - \Psi_{i+1/2}}{\Delta m},
\end{align*}
\]
which respects the boundary condition (64)(b). Let us recall that $\Sigma_k = \{\Sigma^a_k, \Sigma^b_k\}$ ($k \in \{1, 2\}$) is the side of $\Sigma = \{\Sigma^a, \Sigma^b\}$ “seen” by the fluid $k$ and that $\beta^2 = \frac{1}{\gamma_i^2}$.

Using (72), we deduce that when $i \in \{I^a, I^a + 1\}$, the discrete operator $[D\eta D\Psi]_i$ is defined with
\[
\begin{align*}
[D\eta D\Psi]_{I^a} &= \frac{[\eta D\Psi]_{\Sigma^a} - [\eta D\Psi]_{I^a-1/2}}{\Delta m}, \\
[D\eta D\Psi]_{I^a+1} &= \frac{[\eta D\Psi]_{I^a+3/2} - [\eta D\Psi]_{\Sigma^a}}{\Delta m}.
\end{align*}
\] (76)
By symmetry, we define in the same way the discrete operator $[D\eta D\Psi]_i$ near the interface $\Sigma^b$ i.e. when $i \in \{I^b, I^b + 1\}$. The conductivity $\eta_{i+1/2}$ has to be now defined: it is not difficult to verify that the formulae (75) introduce a consistency error of the order $\frac{\eta_{i+1/2} - \eta_{i+1/2}^*}{\eta_{i+1/2}^* - 1}$ where $\eta_{i+1/2}^* = \frac{2\eta_i \eta_{i+1}}{\eta_i + \eta_{i+1}}$. This implies that $\eta_{i+1/2} = \eta_{i+1/2}^*$ minimizes this error when the interface $\Sigma^a$ is a discontinuity surface for the conductivity $\eta(Y_1, T, P)$.

5.2. The discrete operator $\mathcal{P}'(P, \Psi)$

The discrete operator $\mathcal{P}'(P, \Psi)$ used in (71) is defined with
\[
\mathcal{P}'(P, \Psi) = \beta^2 \cdot \sum_i \frac{R_i \Psi_{i+1/2}}{\gamma_i P_{i+1/2}} \Delta m
\]
which is an approximation of (63). This definition allows to easily obtain:

**Lemma 5.1.** The formulae (71) to (77) define a scheme which satisfies the discretized version $\sum_i \Gamma^a_i \Delta m = 0$ of the Neumann compatibility condition (56). A direct consequence is that the boundary condition (64)(d) is compatible with this scheme since $u_{1/2} = 0$ implies that $u_{i_{\max}+1/2} = 0$ when $u_{i+1/2}$ is computed with (70)(d).
5.3. The discrete operator \( \wp(P^n, \Psi^n, \Psi^{n+1}) \)

There are three possibilities to define the discrete operator \( \wp(P^n, \Psi^n, \Psi^{n+1}) \) giving the pressure \( P^{n+1} \) in (70)(c): the two first possibilities define an implicit non-linear scheme since \( \wp \) depends on \( \Psi^{n+1} \), schemes which are partially conservative; the last possibility defines an explicit scheme which is not at all conservative.

5.3.1. Conservative scheme in energy

The relation (65)(a) allows to deduce the following formula for \( \wp \):

\[
\begin{align*}
P^{n+1} & \equiv \wp(P^n, \Psi^n, \Psi^{n+1}) = X \quad \text{where } X \text{ is the unique positive solution of} \\
& \begin{cases}
x^{\zeta(\gamma_1), A_1(\Psi^{n+1}) + \zeta(\gamma_2), A_2(\Psi^{n+1}) = B(P^n, \Psi^n),}
\end{cases}
\end{align*}
\]

where

\[
\begin{align*}
A_1(\Psi) & = \frac{R_1}{\gamma_1 - 1} \cdot \sum_{i=1}^{I} \Psi_i, \\
A_2(\Psi) & = \frac{R_2}{\gamma_2 - 1} \cdot \left( \sum_{i=1}^{I} \Psi_i + \sum_{j=1}^{J} \Psi_j \right), \\
B(P, \Psi) & = P^{\zeta(\gamma_1), A_1(\Psi) + \zeta(\gamma_2), A_2(\Psi),} \\
\zeta(\gamma) & = \frac{\gamma - 1}{\gamma}.
\end{align*}
\]

By construction, this operator \( \wp \) allows to obtain a conservative scheme in energy. Nevertheless, this scheme is not conservative in volume. Let us remark that the study of the function \( x \mapsto x^{\zeta(\gamma_1), A_1(\Psi^{n+1}) + \zeta(\gamma_2), A_2(\Psi^{n+1}) - B(P^n, \Psi^n) \) shows that \( X > 0 \) exists and is unique as soon as \( \gamma_k > 1, P^n > 0, \Psi^n > 0 \) and \( \Psi^{n+1} > 0 \).

5.3.2. Conservative scheme in volume

By using the relation (65)(b), we obtain an operator \( \wp \) defined with (78) and with

\[
\begin{align*}
A_1(\Psi) & = R_1 \cdot \sum_{i=1}^{I} \Psi_i, \\
A_2(\Psi) & = R_2 \cdot \left( \sum_{i=1}^{I} \Psi_i + \sum_{j=1}^{J} \Psi_j \right), \\
B(P, \Psi) & = P^{\zeta(\gamma_1), A_1(\Psi) + \zeta(\gamma_2), A_2(\Psi),} \\
\zeta(\gamma) & = -\frac{1}{\gamma}.
\end{align*}
\]

This operator \( \wp \) is similar to the one defined with (78)–(79) but, now, we obtain a scheme which is conservative in volume and non-conservative in energy. We also verify that the function \( x \mapsto x^{\zeta(\gamma_1), A_1(\Psi^{n+1}) + \zeta(\gamma_2), A_2(\Psi^{n+1}) - B(P^n, \Psi^n) \) admits an unique \( X > 0 \) as soon as \( \gamma_k > 1, P^n > 0, \Psi^n > 0 \) and \( \Psi^{n+1} > 0 \).

5.3.3. Non-conservative scheme

The difficulty in the two previous schemes is that we have to solve a non-linear equation at each time step. A more simple scheme is the one defines with

\[
P^{n+1} \equiv \wp(P^n, \Psi^n, \Psi^{n+1}) = \wp(P^n, \Psi^n) = P^n + \Delta t \cdot \mathcal{P}'(P^n, \Psi^n)
\]

where \( \mathcal{P}'(P^n, \Psi^n) \) is given by (77). The price to pay is that the scheme cannot be conservative in energy and in volume, and that we have to introduce a stability criteria to be sure that \( P^{n+1} > 0 \). Nevertheless, numerical
results show that this stability criteria is verified as soon as the stability criteria coming from the explicit scheme (70)(b) is verified.

5.4. Entropic character of the scheme

The numerical scheme verifies the following theorem:

**Theorem 5.1.** Let us suppose that the initial condition are such that \(0 < P^0 < +\infty\), \(\min_i \Psi^0_i > 0\) and \(\max_i \Psi^0_i < +\infty\). Then, under the stability criteria

\[
\Delta t < \frac{\min_i C_{p,i}}{2 \max_i \eta_i} \Delta m^2,
\]

the numerical scheme defined with (70)–(77) verifies

\[
\sum_i C_{p,i} \log \Psi^{n+1}_i \Delta m \geq \sum_i C_{p,i} \log \Psi^n_i \Delta m,
\]

which implies that

\[
\inf_{n,i} \Psi^n_i > 0.
\]

Moreover, the inequality (83) is an equality if and only if the system has reached an equilibrium at time \(t^n\).

At last, when the thermodynamic pressure \(P^{n+1}_n\) is computed with the scheme (78)–(79), we have

\[
\begin{align*}
P^n & \geq 0, & \sup_n P^n & < +\infty, \\
T^n & \geq 0, & \sup_{n,i} T^n & < +\infty.
\end{align*}
\]

And when the thermodynamic pressure \(P^{n+1}_n\) is computed with the scheme (78)–(80), we obtain

\[
\inf_n P^n > 0 \quad \text{and} \quad \inf_{n,i} \rho^n_i > 0.
\]

The proof of Theorem 5.1 is written in Appendix. Let us note that we have the \(l^\infty\)-stability for the variable \((P, \{T_i\})\) only when the scheme is conservative in energy.

5.5. Convergence of the scheme in the semi-discrete case

To obtain the convergence of the scheme (70)–(77) toward an equilibrium, we have to prove that the entropy \(S^n \equiv - \sum_i C_{p,i} \log \Psi^n_i \Delta m\) is bounded from below which means that we have to prove that \(\inf_{n,i} \Psi^n_i < +\infty\). This last inequality is equivalent to \(\inf_n P^n > 0\) when the scheme is conservative in energy (scheme (78)–(79)) and to \(\sup_n P^n < +\infty\) when the scheme is conservative in volume (scheme (78)–(80)). But, it seems very difficult to prove that \(\inf_n P^n > 0\) and \(\sup_n P^n < +\infty\) in each case.

Nevertheless, when the scheme (70)–(77) is continuous in time and discrete in space, it is possible to prove that it is entropic, conservative in energy and conservative in volume. In that case, we obtain that \(\inf_{t \geq 0} P(t) > 0\) and \(\sup_n P(t) < +\infty\) which allows us to construct a subsequence \(\{t^n\}\) such that the semi-discrete scheme converges toward an unique equilibrium when \(t^n\) goes to infinity.
6. Numerical results

We propose numerical results obtained with the numerical scheme described in Section 5. To simplify the algorithm, the pressure $P^{n+1}$ is computed with the explicit scheme (81). The two perfect gases are defined with the physical constants

$$\begin{align*}
\gamma_1 &= 1.2, \\
R_1 &= 0.2, \\
\eta_1 &= 1
\end{align*}$$

and

$$\begin{align*}
\gamma_2 &= 3, \\
R_2 &= 0.7, \\
\eta_2 &= 2
\end{align*}$$

(cf. (48) and (49)). The conductivity $\eta$ is supposed to be a constant $\eta_k$ in each domain $\Omega_k$ (we recall that $\eta \equiv \rho \lambda$ is the conductivity in the Lagrangian space). The domain $\Omega$ is defined in the Lagrangian space with (51)–(52) by taking $L = 1$, $\Sigma^a = -1/2$ and $\Sigma^b = 1/2$. The initial thermodynamic pressure is given by $P(t = 0) = 200$ and the number of meshes $i_{\text{max}}$ is equal to 100 which means that $\Delta m = 1/50$. At last, the stability criteria (82) is taken into account in the algorithm through the relaxed criteria $\Delta t = 0.4 \times \frac{\min(\frac{\Delta m}{\eta_1}, \frac{\Delta m}{\eta_2})}{\max(\rho_1, \rho_2)} \Delta m^2$ which means in the present case that $\Delta t = 0.21 \times \Delta m^2 = 8.4 \times 10^{-5}$.

6.1. Test case 1 → dilation of the bubble $\Omega_1$

The initial conditions are given by

$$\begin{align*}
m \in \Omega^a_3 &: \ T(t = 0, m) = 1.5, \\
m \in \Omega_1 &: \ T(t = 0, m) = 1, \\
m \in \Omega^b_3 &: \ T(t = 0, m) = 2.
\end{align*}$$

We regularise the initial temperature $T(t = 0, m)$ near the interface $\Sigma$ with a regularized Heaviside function in such a way the boundary conditions (58)(a)(b)(a')(b') are satisfied. We verify that, for these initial conditions, the initial Mach number is less than 0.05. With the formulae (67), we compute the theoretical equilibrium of the continuous DLMN system. We find

$$T^\infty \simeq 1.21, \quad P^\infty \simeq 153.90, \quad \rho^{\infty,1} \simeq 635.95 \quad \text{and} \quad \rho^{\infty,2} \simeq 181.70. \quad (88)$$

6.2. Test case 2 → compression of the bubble $\Omega_1$

The initial conditions are now given by

$$\begin{align*}
m \in \Omega^a_3 &: \ T(t = 0, m) = 1.5, \\
m \in \Omega_1 &: \ T(t = 0, m) = 2.5, \\
m \in \Omega^b_3 &: \ T(t = 0, m) = 2.
\end{align*}$$

After regularization of the initial temperature $T(t = 0, m)$, we verify that the initial Mach number is less than 0.05 and we find

$$T^\infty \simeq 2.28, \quad P^\infty \simeq 237.84, \quad \rho^{\infty,1} \simeq 521.58 \quad \text{and} \quad \rho^{\infty,2} \simeq 149.02 \quad (89)$$

by using again the formulae (67).

6.3. Numerical results for the test cases 1 and 2

To illustrate the compression or the dilation of the bubble $\Omega_1$, we project the numerical results on the physical space $(t, x)$ by computing the deformation of the mesh with $x_{n+1/2}^m = x_{n+1/2} + \Delta t u_{n+1/2}^m$ by noting that the velocity $u_{n+1/2}^m$ is known through the scheme (70)(d). Let us remark that $x_{n/2}^m = x|_{m=-L}^{\text{ste}}$ and that

$$2 \quad \text{Otherwise, the initial velocity } u(t = 0, m) \text{ would be singular on } \Sigma.$$
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\[ x_{i=}^{n+1} \equiv x_{i}^L = C_{ste} \text{ since } u_{i}^L = 0 \text{ (we choose } x_{i}^{n+1/2} = 0, x_{i}^{n+1/2} - x_{i}^{n} \text{ being imposed by the initial conditions). Moreover, we normalize } [0, x_{i}^{n+1/2}] \text{ to } [0, 1] \text{ for the visualization of the results. }

The first and the second test cases show respectively a dilation and a compression of the bubble \( \Omega_1 \) (Figs. 1–2 and an advection of the bubble \( \Omega_1 \) toward the middle of the domain \( \Omega^3 \)). Figures 3–8 show that there is convergence to a stable equilibrium which is very close to the theoretical equilibrium \((T^\infty, P^\infty, u^\infty = 0)\) (88)–(89) deduced from the formulae (67) (the equilibrium corresponds to the dot lines in Figs. 3, 4, 7 and 8).

6.4. What may happen when the thermodynamic Hypothesis 2.1 is not verified

We now show that the DLMN system may become ill-posed when the equations of state of one of the fluids do not satisfy the thermodynamic Hypothesis 2.1 despite the conductivity, the calorific capacity, the temperature and the pressure are strictly positive. To illustrate this phenomena, we suppose that the equations of state of fluids 1 and 2 are still defined with (48), (49) and (87) except that \( \gamma_2 \) is now equal to \(-3\). With this choice, the calorific capacity \( C_{p,2} \) is strictly positive (because \( \gamma_2 < -1 \)) and the density is also strictly positive (because the temperature and the pressure remains strictly positive).

We now compare the results when the initial temperature \( T(t = 0, m) \) in the domain \( \Omega_1 \) is equal to 2.49 and to 2.50 (the other initial conditions are those of Sect. 6.2). If the DLMN system remains well-posed, the differences between these two cases should be tiny. Figure 9 shows that the DLMN system is definitely “chaotic” when the initial temperature in \( \Omega_1 \) is equal to 2.49. When this initial temperature is equal to 2.5, it seems that the DLMN system is again asymptotically stable. It is important to note that the entropy \( S(T, P)(t) \) decreases in Figure 10: this is not in contradiction with Figure 9 and with Theorem 5.1. Indeed, despite \( \gamma_2 < 0 \), the Hypothesis (7)(b) is still verified, the calorific capacity is still strictly positive and the conductivity remains strictly positive. Thus, the inequality (83) is still correct under the stability criteria (82). Nevertheless, since the Hypothesis (7)(a) is not satisfied when \( \gamma_2 < 0 \), the minimization problem (46)–(47) may not have any solution and the theoretical equilibrium (67) may not be a stable equilibrium of the DLMN system, which seems to be the case when \( T(t = 0, m) = 2.49 \) in \( \Omega_1 \).

This example underlines what may happen with the present DLMN system when the equations of state do not satisfy the thermodynamic Hypothesis 2.1 in some region of the \((T, P)\) space. Of course, from a physical point of view, \( \gamma_2 < 0 \) is not a reasonable value for a perfect gas since it implies that the sound velocity \( c_2 \) is always an imaginary number. Nevertheless, such situations are characteristic of what may happen when phase change phenomena are taking into account.

7. Conclusion

We have proposed a Diphasic Low Mach Number (DLMN) system for the modelling of diphasic flows at low mach number. This system, inspired from an earlier work of Majda [21, 22], filters out the acoustic waves but keeps all the informations coming from the thermodynamic as the equations of state and the entropy contrary to a standard incompressible diphasic Navier-Stokes system. Thus, the DLMN system is “between” the incompressible diphasic Navier-Stokes system and the compressible diphasic Navier-Stokes system.

This DLMN system has good properties. For example, it predicts the dilation and the compression of a bubble under minimal thermodynamic hypothesis which are verified by a large class of generalized van der Waals equations of state. Moreover, the DLMN system is equivalent to a non-linear heat equation when the two fluids are perfect gases and when the geometry is monodimensional. Using this property, it is possible to build a monodimensional entropic numerical scheme when the two fluids are perfect gases. Moreover, with appropriate modelling hypothesis – again satisfied by a large class of generalized van der Waals equations of state –, the DLMN system degenerates (formally) toward the incompressible Navier-Stokes system for one of the two fluids.

3 The bubble \( \Omega_1 \) has to be on the middle of \( \Omega \) when \( t \to +\infty \) since the initial conditions are such that the mass in \( \Omega_2 \) is equal to the mass in \( \Omega_2 \).
Nevertheless, the present DLMN system does not take into account any gas-liquid phase change phenomena even though it is an important topic in the field of diphasic flows. Moreover, monodimensional simulations are not physically relevant since any coalescence or fragmentation of bubbles is not possible when the space dimension is equal to one. Thus, future works on the DLMN system will have to take into account the thermodynamics of gas-liquid phase change knowing that the liquid phase is better modelled with an ad hoc generalized van der Waals equation of state than with a simple perfect gas equation of state. And bi or tridimensional algorithms will have to be proposed. The level set technic [16, 23, 24, 26] could be applied to the capture of the gas-liquid interface in these algorithms. Preliminary results are proposed in the last chapter of [7] in monodimensional geometry and for perfect gases.
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Figure 5. Velocity $u(x)$.  
Test case 1

Figure 6. Velocity $u(x)$.  
Test case 2

Iterations = 0, 20, 450 and 10000.

Figure 7. Pressure.  
Test case 1

Figure 8. Pressure $P(t)$.  
Test case 2

Iterations = 1...10000.

Figure 9. Pressure.  

“Chaotic” phenomena when the entropy is not a convex function.

Figure 10. Entropy $S(T, P)(t)$.  

$P = P_{\text{ref}}$ given by (64)
Appendix. Proof of theorem 5.1

To simplify the proof, we suppose that the interface $\Sigma$ is equal to the interface $\Sigma^n$ which means that $i \in \{1, \ldots, I^n\}$ is related to fluid 2, and $i \in \{I^n + 1, \ldots, i_{\text{max}}\}$ is related to fluid 1.

A.1. Proof of the inequality (83)

The proof is classical: it uses the strict convexity of the function $x \mapsto -\log x$. The difference with the classical heat equation lies on the boundary condition (75) on the interface $\Sigma$. For any $i \notin \{I^n, I^n + 1\}$, it is possible to write the scheme (70)(b) with

$$\Psi_{i-1}^{n+1} = A^n_i \Psi_i^n + B^n_i \Psi_i^n + C^n_i \Psi_{i+1}^n,$$

where

$$A_i^n = \frac{\eta_i^n}{C_{p,i} \Delta m^2} \Delta t, \quad B_i^n = 1 - \frac{\eta_i^n}{C_{p,i} \Delta m^2} \Delta t \quad \text{and} \quad C_i^n = \frac{\eta_i^n}{C_{p,i} \Delta m^2} \Delta t$$

when $i \in \{1, i_{\text{max}}\}$, we write $\eta_i^n = \eta_{i_{\text{max}}+1} = 0$. And when $i \in \{I^n, I^n + 1\}$, we deduce from (75) that

$$\left\{ \begin{array}{l}
\Psi_{I^n-1}^{n+1} = A_{I^n} I^n \Psi_{I^n-2} I^n + B_{I^n} I^n \Psi_{I^n} I^n + C_{I^n} I^n \Psi_{I^n+1} I^n, \\
\Psi_{I^n+1}^{n+1} = A_{I^n+1} I^n \Psi_{I^n+2} I^n + B_{I^n+1} I^n \Psi_{I^n+2} I^n + C_{I^n+1} I^n \Psi_{I^n+1} I^n
\end{array} \right. \quad (a)$$

$$\left\{ \begin{array}{l}
\Psi_{I^n-1}^{n+1} = A_{I^n} I^n \Psi_{I^n-2} I^n + B_{I^n} I^n \Psi_{I^n} I^n + C_{I^n} I^n \Psi_{I^n+1} I^n, \\
\Psi_{I^n+1}^{n+1} = A_{I^n+1} I^n \Psi_{I^n+2} I^n + B_{I^n+1} I^n \Psi_{I^n+2} I^n + C_{I^n+1} I^n \Psi_{I^n+1} I^n
\end{array} \right. \quad (b)$$

where $A_{I^n} I^n, B_{I^n} I^n, C_{I^n}, A_{I^n+1} I^n, B_{I^n+1} I^n$ and $C_{I^n+1}$ are given by (91). Moreover, it is not difficult to find that

$$\sum_i C_{p,i} \log \Psi_i^n \Delta m = C_{p,1} (B_1^n \log \Psi_1^n + C_1^n \log \Psi_2^n) \Delta m + C_{p,i_{\text{max}}} (A_{i_{\text{max}}} I^n \log \Psi_{i_{\text{max}}-1} I^n + B_{i_{\text{max}}} I^n \log \Psi_{i_{\text{max}}} I^n) \Delta m$$

$$+ \sum_{i \notin \{1, I^n, I^n + 1, i_{\text{max}}\}} C_{p,i} (A_i^n \log \Psi_{i-1} I^n + B_i^n \log \Psi_i I^n + C_i^n \log \Psi_{i+1} I^n) \Delta m$$

$$+ C_{p,1} (A_{I^n} I^n \log \Psi_{I^n-1} I^n + B_{I^n} I^n \log \Psi_{I^n} I^n + C_{I^n} I^n \log (P_{I^n} - \beta_2 \Psi_{I^n+1} I^n)) \Delta m$$

$$+ C_{p,1} (A_{I^n} I^n \log (P_{I^n} - \beta_2 \Psi_{I^n+1} I^n) + B_{I^n} I^n \log \Psi_{I^n+1} I^n + C_{I^n} I^n \log \Psi_{I^n+2} I^n) \Delta m$$

by using the fact that $\forall i: A_i^n + B_i^n + C_i^n = 1$ and that $C_{p,1} I^n C_{p,1} I^n \log (P_{I^n} - \beta_2 \Psi_{I^n+1} I^n)$ is a convex combination of $P_{I^n} - \beta_2 \Psi_{I^n+1} I^n$ and $P_{I^n} - \beta_2 \Psi_{I^n+2} I^n$. Since $x \mapsto -\log x$ is a strictly convex function, we deduce from (93) that

$$\sum_i C_{p,i} \log \Psi_i^n \Delta m \geq \sum_i C_{p,i} \log \Psi_i^n \Delta m$$

under the stability criteria (94) and that $\sum_i C_{p,i} \log \Psi_i^n \Delta m = \sum_i C_{p,i} \log \Psi_i^n \Delta m$ if and only if it exists $\Psi_{\infty} > 0$ such that

$$\forall i \in \{1, \ldots, I^n\} : \Psi_i^n = \Psi_{\infty} \quad \text{and} \quad \forall i \in \{I^n + 1, \ldots, i_{\text{max}}\} : \Psi_i^n = P - \beta_2 \Psi_{\infty}$$

which is equivalent to $\forall i: \Psi_i^n = \Psi_i^n$. \hfill \Box
A.2. Proof of inequalities (85) and (86)

Let us suppose that $P_{n+1}$ is computed with (78)–(79). Since the initial energy $\mathcal{B}(P^0,\Psi^0)$ is bounded when $P^0 < +\infty$ and max $\Psi^0 < +\infty$, we obtain that $\sup_{i} (\Psi^i_n \cdot P_{n+1}^{\gamma_i - 1}) < +\infty$. And since $\inf_{i} \Psi^i_0 > 0$ because of the entropic character of the scheme, we finally find that $\sup_{i} P_n < +\infty$. At last, we have $\sup_{i} T_n^{i} < +\infty$ since $T_n^{i} = \Psi^i_n \cdot P_{n+1}^{\gamma_i - 1}$. The proof is similar when $P_{n+1}$ is computed with the scheme (78)–(80). Indeed, since the volume is bounded, we obtain that $\sup_{i} (\Psi^i_n \cdot P_{n}^{\gamma_i - 1}) < +\infty$ which implies that $\inf_{i} P_n > 0$ since $\inf_{i} \Psi^i_0 > 0$. We conclude by noting that $\rho_i^n = (R_i \Psi^i_n \cdot P_{n}^{\gamma_i - 1})^{-1}$. □
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