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Abstract. In this work, the quasistatic thermoviscoelastic thermistor problem is considered. The thermistor model describes the combination of the effects due to the heat, electrical current conduction and Joule’s heat generation. The variational formulation leads to a coupled system of nonlinear variational equations for which the existence of a weak solution is recalled. Then, a fully discrete algorithm is introduced based on the finite element method to approximate the spatial variable and an Euler scheme to discretize the time derivatives. Error estimates are derived and, under suitable regularity assumptions, the linear convergence of the scheme is deduced. Finally, some numerical simulations are performed in order to show the behaviour of the algorithm.
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INTRODUCTION

During the last twenty years, the thermistor problem has been studied by many authors (see, e.g., [1–4, 8, 10, 14, 15, 21, 22, 25]), dealing with different issues such as the existence and uniqueness of weak solutions or the degenerate cases, the so-called capacity solutions. Recently, in [5, 16–19, 26] the numerical solution of the thermistor problem has been considered, under different mechanical conditions, using finite differences or the finite element method.

The thermistor model describes the combination of the effects due to the heat, electrical current conduction and Joule’s heat generation. The electrical conductivity is assumed increasing (see [20] for details concerning the physical setting). The novelty of this model is that thermoviscoelastic effects are taken into account. The existence of a unique weak solution for the dynamical problem was established in [20], and its proof is based on the regularization, time-retarding and a fixed point argument. This work continues [20] and it is parallel to [12], where a finite element algorithm is presented and numerical simulations are shown.

Here, our aim is to provide the numerical analysis for the quasistatic thermoviscoelastic thermistor problem. The paper is structured as follows. In Section 2, the mechanical problem and its variational formulation are...
presented following [12, 20]. An existence and uniqueness result is recalled. Then, a fully discrete scheme is introduced in Section 3, using the finite element method to approximate the spatial variable and the backward Euler scheme to discretize the time derivatives. Error estimates are established on the approximative solutions and, as a consequence, the linear convergence of the algorithm is derived under suitable regularity assumptions. Finally, in Section 4 some two-dimensional examples are presented in order to show the performance of the method.

1. MECHANICAL AND VARIATIONAL PROBLEMS

In this section, we follow [12, 20] and we refer the reader there for details. Let \( S^d \) denote the space of second order symmetric tensors defined on \( \mathbb{R}^d \), and let 
\[ \cdot, \cdot \] and 
\[ | \cdot | \] represent the inner product and the norm on \( S^d \), respectively.

Let \( \Omega \subset \mathbb{R}^d \) (\( d = 2, 3 \)) be a bounded domain with a smooth boundary \( \Gamma = \partial \Omega \), representing the isothermal reference configuration of the thermoviscoelastic body, the thermistor. We assume that \( \Gamma \) is divided into two parts \( \Gamma_D \) and \( \Gamma_N \) such that \( \Gamma_D \cap \Gamma_N = \emptyset \), where \( \Gamma_D \) has positive measure. We denote by \( \nu = (\nu_1, \ldots, \nu_d) \) the outward unit normal vector to \( \Gamma \).

The body is clamped on \( \Gamma_D \) and moreover, the temperature and electrical potential are prescribed there. On \( \Gamma_N \) the body is free, electrically insulated and exchanging heat with the environment. Dirichlet conditions are chosen on \( \Gamma_D \) for the three fields, for the sake of simplicity. We let \( \theta \) denote the temperature field, \( \phi \) the electrical potential and \( u = (u_1, \ldots, u_d) \) the displacements field. Let \( T > 0 \) and set \( \Omega_T = \Omega \times (0, T) \).

The constitutive and motion equations are written in \( \Omega_T \) as follows (see [11]):

\[
\begin{align*}
\rho c_p \frac{\partial \theta}{\partial t} - \frac{\partial}{\partial x_j} \left( k_{ij}(\theta) \frac{\partial \theta}{\partial x_i} \right) &= \sigma_{el}(\theta) \text{Tr}(|\nabla \phi|^2) - m_i \Theta_{ref} \frac{\partial^2 u_i}{\partial t \partial x_j}, \quad (1) \\
- \frac{\partial}{\partial x_j} \left( \sigma_{el}(\theta) \frac{\partial \phi}{\partial x_j} \right) &= 0, \\
- \frac{\partial}{\partial x_j} (\sigma_{ij}) &= f_i, \\
\sigma_{ij} &= a_{ijkl} \frac{\partial u_k}{\partial x_l} + b_{ijkl} \frac{\partial^2 u_k}{\partial t \partial x_l} - m_i \theta. \quad (4)
\end{align*}
\]

Here and below, \( i, j, k, l = 1, \ldots, d \) and summation over repeated indices is implied. \( \text{Tr} : \mathbb{R} \to \mathbb{R} \) is a truncation operator defined by

\[
\text{Tr}(r) = \begin{cases} 
  r & \text{if } |r| \leq L, \\
  L & \text{if } |r| > L,
\end{cases}
\]

where \( L > 0 \) is a given constant assumed large enough. Finally, we note that the inertia term was neglected in the motion equation (3), and then the process is quasistatic.

Equation (1) is the energy equation expressed in terms of the temperature. Here, \( \theta \) is measured with respect to a reference absolute temperature \( \Theta_{ref} \), given in degrees Kelvin. We assume that \( \Theta_{ref} \) is also the ambient temperature. The density \( \rho(>0) \) and the heat capacity \( c_p(>0) \) are assumed to be constant; \( K = K(\theta) = \{k_{ij}(\theta)\} \) and \( M = \{m_{ij}\} \) are the heat conduction and thermal expansion tensors, respectively, and for the sake of generality it is assumed that the thermal and mechanical properties of the material are anisotropic. The electrical conductivity \( \sigma_{el} = \sigma_{el}(\theta) \) is assumed to depend strongly on the temperature. However, we assume that the electrical properties of the material are isotropic.

Equation (2) represents the electrical charge conservation, and (4) is the material constitutive relation. Here, \( A = \{a_{ijkl}\} \) is the elasticity tensor; \( B = \{b_{ijkl}\} \) is the tensor of viscosity coefficients; \( f = (f_1, \ldots, f_d) \) represents the density of body forces. Moreover, if we denote by \( \varepsilon \) the linearized strain tensor (\( \varepsilon = \varepsilon(u) = \frac{1}{2}(\nabla u + (\nabla u)^T) \)),

we may write the constitutive equation (4) as
\[
\sigma = A \varepsilon(u) + B \varepsilon\left(\frac{\partial u}{\partial t}\right) - M \theta.
\]

Although different possibilities for \(\sigma_{el}(\theta)\) have been considered in many publications (including the so-called “capacity solutions” in [8, 22–24]), here it is assumed that the electrical conductivity is nondegenerate and bounded. Thus,
\[
0 < \sigma_* \leq \sigma_{el}(\theta) \leq \sigma^*,
\]
for \(\sigma_*\) sufficiently small, and some constant \(\sigma^*\).

To complete the classical formulation of the problem we have to specify the initial and boundary conditions. For the sake of the simplicity, homogeneous conditions are assumed on \(\Gamma_D\) for the displacement and temperature fields (but not for the electrical potential since it would imply that \(\phi = 0\)), that is,
\[
\theta = 0, \quad \phi = \phi_0, \quad u = 0 \quad \text{on } \Gamma_D \times [0,T].
\]

On \(\Gamma_N\) the body exchanges heat with the environment, it is electrically insulated and stress-free, thus,
\[
-k_{ij} \frac{\partial \theta}{\partial x_i} \nu_j = \alpha (\theta - \Theta_{ref}) \quad \text{on } \Gamma_N \times (0,T),
\]
\[
\frac{\partial \phi}{\partial x_i} \nu_i = 0 \quad \text{on } \Gamma_N \times (0,T),
\]
\[
\sigma_{ij} \nu_j = 0 \quad \text{on } \Gamma_N \times (0,T),
\]
where \(\alpha\) is the convective heat transfer coefficient.

The initial conditions are,
\[
\theta = \theta^0, \quad u = u^0 \quad \text{in } \Omega, \quad t = 0,
\]
where \(\theta^0, u^0\) denote the initial temperature and the initial displacements, respectively.

The classical formulation of the quasistatic thermoviscoelastic thermistor problem is: find \(\{\theta, \phi, u\}\) such that (1)–(4), (6)–(10) hold.

We turn now to obtain a weak formulation of the problem. Let us define the following variational spaces:
\[
V = \{\eta \in H^1(\Omega) ; \eta = 0 \text{ on } \Gamma_D\},
\]
\[
E = \{v \in [H^1(\Omega)]^d ; v = 0 \text{ on } \Gamma_D\}.
\]

The following assumptions are done:

(i) The density \(\rho\) and the heat capacity \(c_p\) are positive constants.
(ii) The electrical conductivity \(\sigma_{el}\) satisfies (5) and it is Lipschitz continuous.
(iii) The thermal conductivity tensor \(\{k_{ij}\}\) is bounded and Lipschitz continuous, satisfying
\[
k_{ij} \xi_i \xi_j \geq \delta |\xi|^2,
\]
for all vectors \(\xi = (\xi_i)_{i=1}^d \in \mathbb{R}^d\) and some positive \(\delta\).
(iv) The elasticity and viscosity tensors \(\{a_{ijkl}\}\) and \(\{b_{ijkl}\}\) are bounded and Lipschitz continuous, satisfying
\[
a_{ijkl} \tau_{ij} \tau_{kl} \geq \alpha_1 |\tau|^2, \quad b_{ijkl} \tau_{ij} \tau_{kl} \geq \alpha_2 |\tau|^2,
\]
for all tensors \(\tau = (\tau_{ij})_{i,j=1}^d \in S^d\) and some positive \(\alpha_1, \alpha_2\).
(v) The initial temperature and the initial displacements satisfy \(\theta^0 \in V\) and \(u^0 \in E\), respectively.
The density of body forces has the regularity \( f \in C([0,T]; [L^2(\Omega)]^d) \).

The function \( \phi_0 \in C([0,T]; W^{1,4}(\Omega)) \).

The variational form of (1)–(4), (6)–(10) is: find \( \theta : [0,T] \rightarrow V, \phi : [0,T] \rightarrow H^1(\Omega) \) and \( u, v : [0,T] \rightarrow E \) such that, for a.e. \( t \in [0,T] \),

\[
\phi(t) - \phi_0(t) \in V, \quad \int_\Omega \sigma_{\alpha}(\theta(t)) \nabla \phi(t) \cdot \nabla r \, dx = 0, \quad \forall r \in V, \\
\left\langle \rho \, c_p \frac{\partial \theta}{\partial t}(t), z \right\rangle_{V^*V} + \int_\Omega k_{ij}(\theta(t)) \frac{\partial \theta}{\partial x_i}(t) \frac{\partial z}{\partial x_j} \, dx + \int_{\Gamma_N} \alpha(\theta(t) - \theta_{ref}) z \, d\Gamma \\
= \int_\Omega \sigma_{\alpha}(\theta(t)) \text{Tr}(|\nabla \phi(t)|^2) \, dx - \int_\Omega \theta_{ref}^M : \varepsilon(u(t)) \, z \, dx, \quad \forall z \in V, \\
\int_\Omega [B\varepsilon(u(t)) + A\varepsilon(u(t))] : \varepsilon(w) \, dx = \int_\Omega f(t) \cdot w \, dx + \int_\Omega M\theta(t) : \varepsilon(w) \, dx, \quad \forall w \in E, \\
u(t) = u^0 + \int_0^t v(s) \, ds.
\]

An existence result for a dynamic version of problem (13)–(16) was given in [20]. It is based on time-retarded approximate problems, a priori estimates and compactness arguments. That proof can be modified in order to obtain the existence of a solution to problem (13)–(16), which we summarize in the following.

**Theorem 1.1.** Let the assumptions (i)–(vii) hold. Then, there exists a solution \( \{u, \theta, \phi\} \) to problem (13)–(16) with the following regularity:

\[
u \in H^1(0,T; E), \quad \phi \in L^2(0,T; V), \quad \theta \in L^2(0,T; V) \cap H^1(0,T; V').
\]

**Remark 1.2.** The regularity (17) does not allow to obtain the error estimates provided in the next section. However, since in this case the problem is quasistatic and the quadratic term in the heat equation was replaced by a Lipschitz function, it seems reasonable to assume that this regularity can be improved using, for instance, Banach fixed point arguments. This problem remains an open question and it will be addressed in the future.

## 2. A FULLY DISCRETE SCHEME: ERROR ESTIMATES

In this section, the above variational problem is discretized in time using the backward Euler scheme and in space by a finite element method. The functions \( u, \phi \) and \( \theta \) are approximated by continuous piecewise affine functions on a defined mesh. Thus, we obtain a linear discrete problem for the displacement equation coupled with a nonlinear discrete problem for the temperature and the electrical potential which is solved by an iterative algorithm.

For the time discretization, we denote by \( N \) the number of time steps and by \( \Delta t = T/N \) the time step. For a continuous function \( F \), let \( F^n = F(t_n) \) with \( t_n = n \Delta t \), for \( n = 0, \ldots, N \).

Associated with a family of regular meshes \( T_h \) of the domain \( \Omega \), we consider the finite element spaces \( E_h \) and \( V_h \) given by

\[
E_h = \{v_h \in [C(\Omega)]^d; v_{h|K} \in [P_1(K)]^d, \forall K \in T_h, \ v_{h|D} = 0\}, \\
V_h = \{r_h \in C(\Omega); r_{h|K} \in P_1(K), \forall K \in T_h, \ r_{h|D} = 0\},
\]

where \( P_1(K) \) denotes the space of polynomials of global degree less or equal 1 defined in an element \( K \).
In order to simplify the writing and the calculations presented below, let us assume that \( \phi_h = 0 \). It is straightforward to extend the error estimates to the nonhomogeneous case by using the orthogonal projection operator over \( V_h \).

Then, using the backward Euler scheme to discretize the time derivatives, the following fully discretized problem is introduced: Find \( \mathbf{u}_h = \{ \mathbf{u}_h^n \}_{n=0}^N, \mathbf{v}_h = \{ \mathbf{v}_h^n \}_{n=0}^N \subset E_h \) and \( \theta_h = \{ \theta_h^n \}_{n=0}^N, \phi_h = \{ \phi_h^n \}_{n=0}^N \subset V_h \) such that \( \mathbf{u}_h^0 = \mathbf{u}_h^{0,h}, \theta_h^0 = \theta_h^{0,h} \) and for \( n = 1, \ldots, N \),

\[
\int_{\Omega} [B\varepsilon(\mathbf{u}_h^n) + \Delta t A\varepsilon(\mathbf{u}_h^n)] : \varepsilon(\mathbf{w}_h) \, dx = \int_{\Omega} \mathbf{f}_h \cdot \mathbf{w}_h \, dx
+ \int_{\Omega} [M\theta_h^{n-1} - A\varepsilon(\mathbf{u}_h^{n-1})] : \varepsilon(\mathbf{w}_h) \, dx, \quad \forall \mathbf{w}_h \in E_h,
\]

\[
\mathbf{u}_h^n = \mathbf{u}_h^{n-1} + \Delta t \mathbf{v}_h^n,
\]

\[
\int_{\Omega} \sigma_{el}(\theta_h^n)\nabla \phi_h^n \cdot \nabla r_h \, dx = 0, \quad \forall r_h \in V_h,
\]

\[
\frac{1}{\Delta t} \int_{\Omega} \rho c_p \theta_h^n z_h \, dx + \int_{\Omega} k_{ij}(\theta_h^n) \frac{\partial \theta_h^n}{\partial x_i} \frac{\partial z_h}{\partial x_j} \, dx + \int_{\Gamma_N} \alpha \theta_h^n z_h \, d\Gamma
= \frac{1}{\Delta t} \int_{\Omega} \rho c_p \theta_h^{n-1} z_h \, dx + \int_{\Omega} \sigma_{el}(\theta_h^n) \text{Tr}(\nabla \phi_h^n) z_h \, dx + \int_{\Gamma_N} \alpha \Theta_{ref} z_h \, d\Gamma
- \int_{\Omega} \Theta_{ref} M : \varepsilon(\mathbf{v}_h^n) z_h \, dx, \quad \forall z_h \in V_h,
\]

where \( \mathbf{u}^{0,h} \in E_h \) and \( \theta^{0,h} \in V_h \) are appropriate approximations of the initial conditions \( \mathbf{u}^0 \) and \( \theta^0 \), respectively.

**Remark 2.1.** Notice that the discrete problem (20) can be seen as a linear system which is solved using Cholesky’s method and then, displacements are updated from (21). Besides, discretized problem (22)–(23) is a nonlinear system due to the temperature dependence on the physical parameters, as the electrical and thermal conductivities, and the Joule’s source term in (23). It is solved using a penalty-duality algorithm, coupled with fixed point iterations, introduced in [6].

The aim of this paper is to obtain an error estimates for the energy norms \( \| \theta^n_h - \theta^n \|_V, \| \phi^n_h - \phi^n \|_V \) and \( \| \mathbf{u}_h^n - \mathbf{u}^n \|_E \). Then, let us assume the following regularity conditions on the continuous solution,

\[
\phi \in C([0, T]; H^1(\Omega) \cap W^{1,\infty}(\Omega)), \quad \mathbf{u} \in C^1([0, T]; [H^1(\Omega)]^d),
\]

\[
\theta \in C([0, T]; H^1(\Omega) \cap W^{1,\infty}(\Omega)) \cap C^1([0, T]; L^2(\Omega)).
\]

**Remark 2.2.** We note that there is a gap between these assumptions, required for obtaining the error estimates presented below, and the regularity of the solution provided in Theorem 1.1. This gap is an open problem that needs to be addressed.

First, we write (13) at time \( t = t_n \). Taking \( r \in V_h \subset V \) and substracting it to (22) we find that

\[
\int_{\Omega} [\sigma_{el}(\theta^n)\nabla \phi^n - \sigma_{el}(\theta_h^n)\nabla \phi_h^n] \cdot \nabla r_h \, dx = 0, \quad \forall r_h \in V_h,
\]

and therefore,

\[
\int_{\Omega} [\sigma_{el}(\theta^n)\nabla \phi^n - \sigma_{el}(\theta_h^n)\nabla \phi_h^n] \cdot \nabla (\phi^n - \phi_h^n) \, dx = \int_{\Omega} [\sigma_{el}(\theta^n)\nabla \phi^n - \sigma_{el}(\theta_h^n)\nabla \phi_h^n] \cdot \nabla (\phi^n - r_h) \, dx, \quad \forall r_h \in V_h.
\]
Now, keeping in mind that
\[
\int_{\Omega} [\sigma_{el}(\theta^n) \nabla \phi^n - \sigma_{el}(\theta^n_h) \nabla \phi^n_h] \cdot \nabla r \, dx = \int_{\Omega} \{(\sigma_{el}(\theta^n) - \sigma_{el}(\theta^n_h)) \nabla \phi^n + \sigma_{el}(\theta^n_h) (\nabla \phi^n - \nabla \phi^n_h) \} \cdot \nabla r \, dx,
\]
for all \( r \in V \), and using the regularity \( \phi^n \in W^{1,\infty}(\Omega) \), property (ii) and the Cauchy's inequality
\[
ab |\| \phi^n - \phi^n_h \|_V^2 \leq -\int_{\Omega} (\sigma_{el}(\theta^n) - \sigma_{el}(\theta^n_h)) \nabla \phi^n \cdot \nabla (\phi^n - \phi^n_h) \, dx \\
+ \int_{\Omega} (\sigma_{el}(\theta^n) - \sigma_{el}(\theta^n_h)) \nabla \phi^n \cdot \nabla (\phi^n - r^n_h) \, dx \\
+ \int_{\Omega} \sigma_{el}(\theta^n_h) (\nabla \phi^n - \nabla \phi^n_h) \cdot \nabla (\phi^n - r^n_h) \, dx \\
\leq c (\|\phi^n - r^n_h\|_V^2 + \|\theta^n - \theta^n_h\|_{L^2(\Omega)}^2 + \epsilon \|\phi^n - \phi^n_h\|_V^2),
\]
where \( \epsilon \) is assumed to be small enough and \( c > 0 \), here and everywhere below, is a positive constant that may vary from line to line and it is independent of the discretization parameters \( h \) and \( \Delta t \).

Secondly, we rewrite the variational equation (15) at time \( t = t_n \) for all \( w = w_h \in E_h \subset E \) and we substract it to (20) to obtain
\[
\int_{\Omega} [B^0(v^n) + A^0(u^n) - B^0(v^n_h) - A^0(u^n_h)] : \varepsilon(u_h) \, dx - \int_{\Omega} [M\theta^n - M\theta^n_h - 1] : \varepsilon(w_h) \, dx = 0,
\]
where (21) was employed. Thus,
\[
\int_{\Omega} [B^0(v^n) + A^0(u^n) - B^0(v^n_h) - A^0(u^n_h)] : \varepsilon(v^n - v^n_h) \, dx - \int_{\Omega} [M\theta^n - M\theta^n_h - 1] : \varepsilon(v^n - v^n_h) \, dx \\
= \int_{\Omega} [B^0(v^n) + A^0(u^n) - B^0(v^n_h) - A^0(u^n_h)] : \varepsilon(v^n - w_h) \, dx - \int_{\Omega} [M\theta^n - M\theta^n_h - 1] : \varepsilon(v^n - w_h) \, dx, \quad \forall w_h \in E_h.
\]
Since
\[
\|v^n - u^n_h\|_E^2 \leq c \left( \|v^0 - u^{0,h}\|_E^2 + \Delta t \sum_{j=1}^n \|v^j - v^n_h\|_E^2 + I_n^2 \right),
\]
where \( I_n \) is the integration error given by
\[
I_n = \left\| \int_0^{t_n} v(s) \, ds - \Delta t \sum_{j=1}^n v^j \right\|_E,
\]
using now assumption (iv) and (25), after some algebra it follows that
\[
\|v^n - u^n_h\|_E^2 \leq c \left( \|v^n - u^n_h\|_E^2 + \Delta t \sum_{j=1}^n \|v^j - v^n_h\|_E^2 + \|\theta^n - \theta^n_h - 1\|_{L^2(\Omega)}^2 \\
+ \|\theta^n - \theta^n_h - 1\|_{L^2(\Omega)}^2 + \|u^0 - u^{0,h}\|_E^2 + I_n^2 \right), \quad \forall w^n_h \in E_h.
\]
Finally, we need to estimate the numerical errors on the temperature field. Then, we consider (14) at time \( t = t_n \) for all \( z = z_h \in V_h \subset V \). Subtracting it to (23), it leads to the following variational equation,

\[
\int_{\Omega} \rho c_p \left( \frac{\partial \theta}{\partial t}(t_n) - \frac{\theta^n_h - \theta^{n-1}_h}{\Delta t} \right) z_h \, dx + \int_{\Omega} \left[ k_{ij}(\theta^n) \frac{\partial \theta}{\partial x_i}(t^n) - k_{ij}(\theta^n_h) \frac{\partial \theta^n_h}{\partial x_i} \right] \frac{\partial z_h}{\partial x_j} \, dx \\
+ \int_{\Omega} \Theta_{ref} M : \varepsilon(w^n - w^n_h) z_h \, dx - \int_{\Omega} [\sigma_{el}(\theta^n) \text{Tr}(|\nabla \phi^n|^2) - \sigma_{el}(\theta^n_h) \text{Tr}(|\nabla \phi^n_h|^2)] z_h \, dx = 0, \quad \forall z_h \in V_h,
\]

which implies

\[
\int_{\Omega} \rho c_p \left( \frac{\partial \theta}{\partial t}(t_n) - \frac{\theta^n_h - \theta^{n-1}_h}{\Delta t} \right) (\theta^n - \theta^n_h) \, dx + \int_{\Omega} \Theta_{ref} M : \varepsilon(w^n - w^n_h)(\theta^n - \theta^n_h) \, dx \\
+ \int_{\Omega} \left[ k_{ij}(\theta^n) \frac{\partial \theta}{\partial x_i}(t^n) - k_{ij}(\theta^n_h) \frac{\partial \theta^n_h}{\partial x_i} \right] \frac{\partial (\theta^n - \theta^n_h)}{\partial x_j} \, dx \\
- \int_{\Omega} [\sigma_{el}(\theta^n) \text{Tr}(|\nabla \phi^n|^2) - \sigma_{el}(\theta^n_h) \text{Tr}(|\nabla \phi^n_h|^2)] (\theta^n - \theta^n_h) \, dx \\
= \int_{\Omega} \rho c_p \left( \frac{\partial \theta}{\partial t}(t_n) - \frac{\theta^n_h - \theta^{n-1}_h}{\Delta t} \right) (\theta^n - z_h) \, dx + \int_{\Omega} \Theta_{ref} M : \varepsilon(w^n - w^n_h)(\theta^n - z_h) \, dx \\
+ \int_{\Omega} \left[ k_{ij}(\theta^n) \frac{\partial \theta}{\partial x_i}(t^n) - k_{ij}(\theta^n_h) \frac{\partial \theta^n_h}{\partial x_i} \right] \frac{\partial (\theta^n - z_h)}{\partial x_j} \, dx \\
- \int_{\Omega} [\sigma_{el}(\theta^n) \text{Tr}(|\nabla \phi^n|^2) - \sigma_{el}(\theta^n_h) \text{Tr}(|\nabla \phi^n_h|^2)] (\theta^n - z_h) \, dx, \quad \forall z_h \in V_h.
\]

In order to simplify the writing, let us define \( \delta \theta^n = (\theta^n - \theta^{n-1})/\Delta t \) and \( \delta \theta^n_h = (\theta^n_h - \theta^{n-1}_h)/\Delta t \). Using the properties (i), (ii) and (iii), the Cauchy’s inequality (25) and the regularity \( \theta^n \in W^{1,\infty}(\Omega) \), and keeping in mind that

\[
k_{ij}(\theta^n) \frac{\partial \theta}{\partial x_i}(t^n) - k_{ij}(\theta^n_h) \frac{\partial \theta^n_h}{\partial x_i} = (k_{ij}(\theta^n) - k_{ij}(\theta^n_h)) \frac{\partial \theta}{\partial x_i}(t^n) + k_{ij}(\theta^n_h) \left( \frac{\partial \theta}{\partial x_i}(t_n) - \frac{\partial \theta^n_h}{\partial x_i} \right),
\]

\[
\sigma_{el}(\theta^n) \text{Tr}(|\nabla \phi^n|^2) - \sigma_{el}(\theta^n_h) \text{Tr}(|\nabla \phi^n_h|^2) = (\sigma_{el}(\theta^n) - \sigma_{el}(\theta^n_h)) \text{Tr}(|\nabla \phi^n|^2) + \sigma_{el}(\theta^n_h) (\text{Tr}(|\nabla \phi^n|^2) - \text{Tr}(|\nabla \phi^n_h|^2)),
\]

after easy algebraic manipulations we find

\[
\int_{\Omega} (\delta \theta^n - \delta \theta^n_h)(\theta^n - \theta^n_h) \, dx + c \| \theta^n - \theta^n_h \|^2_{L^2(\Omega)} \leq c \left( \left\| \frac{\partial \theta}{\partial t}(t_n) - \delta \theta^n \right\|^2_{L^2(\Omega)} + \varepsilon \| \theta^n - \theta^n_h \|^2 + \| \theta^n - \theta^n_h \|^2_{L^2(\Omega)} + \| \phi^n - \phi^n_h \|^2_{L^2(\Omega)} \right) + \| \theta^n - z_h \|^2_{L^2(\Omega)} \]

\[
+ \int_{\Omega} (\delta \theta^n - \delta \theta^n_h)(\theta^n - z_h) \, dx, \quad \forall z_h \in V_h,
\]

where \( \varepsilon > 0 \) is assumed to be sufficiently small.

Since

\[
\int_{\Omega} (\delta \theta^n - \delta \theta^n_h)(\theta^n - \theta^n_h) \, dx \geq \frac{1}{2\Delta t} \left[ \| \theta^n - \theta^n_h \|^2_{L^2(\Omega)} - \| \theta^{n-1} - \theta^{n-1}_h \|^2_{L^2(\Omega)} \right],
\]
proceeding by induction we obtain
\[ \|\theta^n - \theta^n_h\|_{L^2(\Omega)}^2 + \Delta t \sum_{j=1}^n \|\theta^j - \theta^j_h\|_{V}^2 \leq c \Delta t \sum_{j=1}^n \left( \left\| \frac{\partial \theta}{\partial t}(t_j) - \delta \theta^j_h \right\|_{L^2(\Omega)}^2 + \|\theta^j - \theta^j_h\|_{L^2(\Omega)}^2 + \|\phi^j - \phi^j_h\|_{V}^2 + \|\theta^j - z^j_h\|_{V}^2 \right) + \sum_{j=1}^n \int_{\Omega} (\theta^j - \theta^{j-1}_h) (\theta^j - z^j_h) \, dx, \quad \forall\{z^j_h\}_{j=1}^n \subset V_h. \]

Using similar ideas to those applied in [7] for estimating the numerical errors in the damage field, we have
\[ \sum_{j=1}^n \int_{\Omega} (\theta^j - \theta^{j-1}_h - (\theta^j_h - \theta^{j-1}_h)) (\theta^j - z^j_h) \, dx = \int_{\Omega} (\theta^n - \theta^n_h)(\theta^n - z^n_h) \, dx + \int_{\Omega} (\theta^0 - \theta^0_h)(\theta^1 - z^1_h) \, dx \]
\[ + \sum_{j=1}^{n-1} \int_{\Omega} (\theta^j - \theta^j_h)(\theta^j - z^j_h - (\theta^{j+1}_h - z^{j+1}_h)) \, dx, \]
and then,
\[ \|\theta^n - \theta^n_h\|_{L^2(\Omega)}^2 + \Delta t \sum_{j=1}^n \|\theta^j - \theta^j_h\|_{V}^2 \leq c \Delta t \sum_{j=1}^n \left( \left\| \frac{\partial \theta}{\partial t}(t_j) - \delta \theta^j_h \right\|_{L^2(\Omega)}^2 + \|\theta^j - \theta^j_h\|_{L^2(\Omega)}^2 + \|\phi^j - \phi^j_h\|_{V}^2 + \|\theta^j - z^j_h\|_{V}^2 \right) + \sum_{j=1}^n \int_{\Omega} (\theta^j - \theta^j_h) (\theta^j - z^j_h - (\theta^{j+1}_h - z^{j+1}_h)) \, dx, \quad \forall\{z^j_h\}_{j=1}^n \subset V_h. \quad (28) \]

Let us denote by
\[ e_n = \|\theta^n - \theta^n_h\|_{L^2(\Omega)}^2 + \Delta t \sum_{j=1}^n \|\theta^j - \theta^j_h\|_{V}^2 + \|\theta^n - \theta^n_h\|_{V}^2, \]
for \( n = 1, \ldots, N \), and
\[ e_0 = \|\theta^0 - \theta^0_h\|_{L^2(\Omega)}^2 + \|\theta^0 - \theta^0_h\|_{V}^2 \]
the numerical errors, and define, for \( n = 1, \ldots, N \),
\[ g_n = \Delta t \sum_{j=1}^n \left( \left\| \frac{\partial \theta}{\partial t}(t_j) - \delta \theta^j_h \right\|_{L^2(\Omega)}^2 + \|\theta^j - z^j_h\|_{V}^2 \right) + \|\theta^n - z^n_h\|_{L^2(\Omega)}^2 \]
\[ + \|\theta^1 - z^1_h\|_{L^2(\Omega)}^2 + \|\phi^n - \phi^n_h\|_{V}^2 + \|\theta^n - \theta^{n-1}_h\|_{L^2(\Omega)}^2 \]
\[ + \sum_{j=1}^n \int_{\Omega} (\theta^j - \theta^j_h)(\theta^j - z^j_h - (\theta^{j+1}_h - z^{j+1}_h)) \, dx, \quad \forall\{z^j_h\}_{j=1}^n \subset V_h. \quad (29) \]
and
\[ g_0 = e_0. \]
Combining now (26), (27) and (28), it leads to the following error estimates,

\[ e_0 \leq g_0, \quad e_n \leq c(g_n + \Delta t \sum_{j=1}^{n} e_j), \quad \text{for } n = 1, \ldots, N. \]

Finally, using a discrete version of Gronwall’s lemma (see [13] for details), the following error estimates result is obtained.

**Theorem 2.3.** Let the assumptions (i)–(vii) and the regularity conditions (24) hold. Let \{u, \theta, \phi\} denote the solution to problem (13)–(16) and \{u_h, \theta_h, \phi_h\} the solution to discrete problem (20)–(23). Then, the following error estimates are obtained for all \{z_h^n\}_{n=1}^N \subset V_h, \{r_h^n\}_{n=1}^N \subset V_h and \{w_h^n\}_{n=1}^N \subset E_h,

\[ \max_{0 \leq n \leq N} \left\{ \|\theta^n - \theta_h^n\|_{L^2(\Omega)}^2 + \|\nu^n - \nu_h^n\|_{L^2(\Omega)}^2 + \|\phi^n - \phi_h^n\|_{V}^2 \right\} + \Delta t \sum_{j=1}^{N} \|\theta^j - \theta_h^j\|_{V}^2 \leq c \max_{0 \leq n \leq N} g_n, \quad (31) \]

where \( g_n \) is given by (29)–(30).

We note that (31) is the basis for the analysis of the convergence rate. Therefore, if we assume, for instance, that

\[ \theta \in H^2(0, T; L^2(\Omega)) \cap C([0, T]; H^1(\Omega)) \cap H^1(0, T; H^1(\Omega)), \]
\[ u \in C^1([0, T]; [H^2(\Omega)]^d) \cap H^2(0, T; [H^1(\Omega)]^d), \]
\[ \phi \in C([0, T]; H^2(\Omega)), \]

we have the following corollary which states the linear convergence of the numerical algorithm.

**Corollary 2.4.** Let the assumptions of Theorem 2.3 hold. Assume that the discrete initial conditions \( \theta^{0,h} \) and \( u^{0,h} \) are given by

\[ \theta^{0,h} = \pi_h(\theta^0), \quad u^{0,h} = \Pi_h(u^0), \quad (33) \]

where \( \pi_h : C(\Omega) \to V_h \) is the standard finite element interpolation operator (see [9]), and \( \Pi_h = (\pi_h^d)_{j=1}^d : [C(\Omega)]^d \to E_h \). Under the additional regularity conditions (32), the linear convergence of the fully discrete scheme is obtained; that is, there exists \( c > 0 \), independent of \( h \) and \( \Delta t \), such that

\[ \max_{0 \leq n \leq N} \left\{ \|\theta^n - \theta_h^n\|_{L^2(\Omega)} + \|\nu^n - \nu_h^n\|_{L^2(\Omega)} + \|\phi^n - \phi_h^n\|_{V} \right\} \leq c(h + \Delta t). \quad (34) \]

**Proof.** Since \( \theta \in H^2(0, T; L^2(\Omega)) \) it is easy to check that

\[ \sum_{j=1}^{N} \Delta t \left\| \frac{\partial \theta}{\partial t}(t_j) - \delta \theta^j \right\|_{L^2(\Omega)}^2 \leq c(\Delta t)^2 \left\| \theta \right\|_{H^2(0, T; L^2(\Omega))}^2, \]

and, using the approximation properties of the finite element spaces \( V_h \) and \( E_h \) and the regularity (32), it follows that (see [9])

\[ \max_{0 \leq n \leq N} \inf_{z_h^n \in V_h} \|\theta^n - z_h^n\|_{L^2(\Omega)}^2 \leq c h^2 \|\theta\|_{C([0, T]; H^2(\Omega))}^2, \]
\[ \max_{0 \leq n \leq N} \inf_{r_h^n \in V_h} \|\phi^n - r_h^n\|_{L^2(\Omega)}^2 \leq c h^2 \|\phi\|_{C([0, T]; H^2(\Omega))}^2, \]
\[ \max_{0 \leq n \leq N} \inf_{w_h^n \in E_h} \|\nu^n - w_h^n\|_{L^2(\Omega)}^2 \leq c h^2 \|\nu\|_{C^1([0, T]; H^2(\Omega))}^2 \]
Keeping in mind that \( u \in H^2(0,T;[H^1(\Omega)]^d) \) and \( \theta \in H^2(0,T;L^2(\Omega)) \), we have
\[
I^2_n \leq c(\Delta t)^2 \|u\|^2_{H^2(0,T;[H^1(\Omega)]^d)},
\]
\[
\max_{0 \leq n \leq N} \|\theta^n - \theta^{n-1}\|^2_{L^2(\Omega)} \leq c(\Delta t)^2 \|\theta\|^2_{H^2(0,T;L^2(\Omega))}.
\]
Since \( \theta^{0,h} \) and \( u^{0,h} \) are defined by (33), well-known results (see [9] for details) lead to the following estimates:
\[
\|\theta^0 - \theta^{0,h}\|^2_{L^2(\Omega)} \leq ch^2 \|\theta^0\|^2_{H^1(\Omega)},
\]
\[
\|u^0 - u^{0,h}\|^2_{V_h} \leq ch^2 \|u^0\|^2_{H^1(\Omega)},
\]
\[
\|\theta^{n-1} - \theta^n\|^2_{L^2(\Omega)} \leq ch^2 \|\theta^0\|^2_{H^1(\Omega)},
\]
Finally, proceeding as in [7] we obtain that
\[
\sum_{j=1}^{N-1} \int_{\Omega} (\theta^j - \theta^j_h)(\theta^j - z^j_h - (\theta^{j+1} - z^{j+1}_h)) \, dx \leq ch^2 \|\theta\|^2_{H^1(0,T;H^1(\Omega))},
\]
which concludes the proof. \( \Box \)

3. Numerical simulations

In order to verify the performance of the numerical algorithm described in the previous section and to gain insight into the behaviour of the solutions, we performed several numerical experiments. In this section we present two of the results obtained in these numerical simulations.

In all the problems presented below, the body is assumed to be under the plane stress hypothesis with elasticity tensor \( A \),
\[
(A\tau)_{\alpha\beta} = \frac{E\kappa}{1-\kappa^2}(\tau_{11} + \tau_{22})\delta_{\alpha\beta} + \frac{E}{1+\kappa}\tau_{\alpha\beta}, \quad \alpha, \beta = 1, 2, \quad \forall \tau = (\tau_{\alpha\beta}) \in S^2,
\]
where \( \delta_{\alpha\beta} \) represents the Kronecker symbol, and \( E \) and \( \kappa \) are Young’s modulus and Poisson’s ratio of the material that occupies \( \Omega \), respectively.

The viscosity tensor \( B \) has a similar form,
\[
(B\tau)_{\alpha\beta} = \eta_1(\tau_{11} + \tau_{22})\delta_{\alpha\beta} + \eta_2\tau_{\alpha\beta}, \quad \alpha, \beta = 1, 2, \quad \forall \tau = (\tau_{\alpha\beta}) \in S^2,
\]
where \( \eta_1 \) and \( \eta_2 \) are viscosity coefficients. Finally, the truncation value \( L = 1000 \) is employed and the thermal expansion tensor \( M \) is constant and homogeneous, namely \( M = m I = \{m \delta_{\alpha\beta}\} \), with \( m \) a positive constant.

3.1. First example: convergence of the algorithm in an academical test

As a first example we consider an academical test. We denote by \( \Omega \) the unit square domain \((0,1) \times (0,1)\) which is the cross-section of a three-dimensional viscoelastic body. On the part \( \Gamma_D = \{0,1\} \times [0,1] \) the body is clamped and so the displacement field vanishes there. The temperature field is also assumed to be fixed (and equal to \( \Theta_{ref} \)) on \( \Gamma_D \), and the electrical potential is defined by \( \phi(x,y,t) = 0 \) if \( x = 0 \) and \( \phi(x,y,t) = 1 \) if \( x = 1 \) for all \( t \in [0,1) \) \((T = 1 s)\). Finally, the part \( \Gamma_N \) is assumed traction-free, there is no heat exchange (value \( \alpha = 10^9 \) is used for its simulation) and no body forces act in the thermistor.

In order to see the convergence behaviour of the scheme, a sequence of numerical solutions is computed based on uniform partitions of the time interval \([0,1]\), and uniform triangulations of the domain \([0,1] \times [0,1]\), where
Table 1. Example 1: numerical errors (x100) for some \( n \) and \( \Delta t \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \Delta t )</th>
<th>0.05</th>
<th>0.02</th>
<th>0.01</th>
<th>0.005</th>
<th>0.002</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.971</td>
<td>3.971</td>
<td>3.971</td>
<td>3.971</td>
<td>3.971</td>
<td>3.971</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.062</td>
<td>2.062</td>
<td>2.062</td>
<td>2.062</td>
<td>2.062</td>
<td>2.062</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1.039</td>
<td>1.039</td>
<td>1.039</td>
<td>1.039</td>
<td>1.039</td>
<td>1.039</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.5102</td>
<td>0.5102</td>
<td>0.5102</td>
<td>0.5102</td>
<td>0.5102</td>
<td>0.5102</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>0.2298</td>
<td>0.2298</td>
<td>0.2298</td>
<td>0.2298</td>
<td>0.2298</td>
<td>0.2298</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Example 1: asymptotic convergence with respect to \( h \).

The interval \([0, 1]\) is divided into \( n \) equal parts. The following data are employed in the computations:

\[
T = 1 \text{s}, \quad \Theta_{ref} = 273.15 \text{K}, \quad E = 10 \text{N/m}^2, \quad \kappa = 0.3, \quad c_p = 1 \text{J},
\]

\[
m = 0.1 \text{N/(m}^2 \cdot \text{K}), \quad \eta_1 = 1 \text{N} \cdot \text{s/m}^2, \quad \eta_2 = 1 \text{N} \cdot \text{s/m}^2, \quad \rho = 1 \text{kg/m}^3,
\]

\[
f = 0 \text{N/m}^3, \quad \theta^0 = 273.15 \text{K}, \quad u^0 = 0 \text{m}.
\]

The electrical conductivity \( \sigma_{el} \) and the thermal conductivity tensor \( k_{\alpha\beta} \) have the following form:

\[
\sigma_{el}(\theta) = \theta s/\text{m}, \quad k_{\alpha\beta}(\theta) = 2\theta \delta_{\alpha\beta} \text{W/m} \cdot \text{K}, \quad \alpha, \beta = 1, 2.
\]

The numerical solution corresponding to \( n = 256 \) \((h \approx \sqrt{2}/n)\) and \( \Delta t = 0.0005 \) is taken as the “exact solution”, used to compute the numerical errors defined by the expression

\[
\max_{0 \leq n \leq N} \left\{ \| \theta^n - \theta_h^n \|_{L^2(\Omega)} + \| u^n - u_h^n \|_E + \| \phi^n - \phi_h^n \|_V \right\}.
\]

In Table 1 these errors, multiplied by 100 and obtained for some \( n \) and \( \Delta t \), are shown. The numerical convergence is clearly observed. We also notice that there is not dependence on the time discretization parameter (the errors are less than \( 10^{-6} \)). This is produced since the data are all time-independent. In Figure 1 the numerical errors are plotted with respect to the spatial discretization parameter \( h \). The linear convergence is depicted.

If we consider now the following (time-dependent) boundary condition for the electrical potential,

\[
\phi(x, y, t) = \begin{cases} 
10 e^t & \text{if } x = 0, y \in [0, 1], \\
0 & \text{if } x = 1, y \in [0, 1],
\end{cases}
\]

and we use the above data, in Table 2 the numerical errors are shown for some \( n \) and \( \Delta t \). Again, the numerical convergence is observed. However, the linear convergence rate is not achieved (see Fig. 2).
Table 2. Example 1: numerical errors for some $n$ and $\Delta t$ (time-dependent boundary condition).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\Delta t \rightarrow$</th>
<th>0.05</th>
<th>0.02</th>
<th>0.01</th>
<th>0.005</th>
<th>0.002</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>5.4235</td>
<td>3.8906</td>
<td>3.4233</td>
<td>3.2300</td>
<td>3.1402</td>
<td>3.1159</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.6547</td>
<td>1.9360</td>
<td>1.3774</td>
<td>1.1262</td>
<td>1.0070</td>
<td>0.9767</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.1960</td>
<td>1.4143</td>
<td>1.3774</td>
<td>1.1262</td>
<td>1.0070</td>
<td>0.9767</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>3.0773</td>
<td>1.2794</td>
<td>0.6654</td>
<td>0.3586</td>
<td>0.1859</td>
<td>0.1372</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>3.0451</td>
<td>1.2416</td>
<td>0.6243</td>
<td>0.3134</td>
<td>0.1283</td>
<td>0.0715</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Example 1: asymptotic convergence with respect to $h + k$.

3.2. Second example: influence of the heat transfer coefficient in a “real” thermistor

As a second example, the setting is similar to the above one. The process is simulated during one second (i.e. $T = 1\text{s}$). The viscoelastic thermistor occupies the domain $\Omega = (0, 1) \times (0, 1)$ and it is assumed to be clamped on $\Gamma_D = \{0, 1\} \times \{0, 1\}$, while on $\Gamma_N = (0, 1) \times \{0, 1\}$ it is traction-free.

The following data are used in the simulations:

- $T = 1\text{s}$, $\Theta_{ref} = 273.15\text{K}$, $E = 10^9\text{N/m}^2$, $\kappa = 0.3$, $c_p = 20.83\text{J}$,
- $f = 0\text{N/m}^3$, $\eta_1 = 5.76 \times 10^4\text{N} \cdot \text{s/m}^2$, $\eta_2 = 3.84 \times 10^3\text{N} \cdot \text{s/m}^2$,
- $m = 0.1\text{N/(m}^2 \cdot \text{K)}$, $\rho = 2000\text{kg/m}^3$, $\theta^0 = 273.15\text{K}$, $\mathbf{u}^0 = 0\text{m}$.

The heat conduction tensor is chosen as $k_{ij}(\theta) = \theta$, $i, j = 1, 2$, the electrical conductivity is given by

$$\sigma_{el}(\theta) = 190 - 50(2 + 1 \tan^{-1}(20(\theta - 279.15))),$$

and the following boundary conditions are defined for the temperature and electrical potential, respectively,

$$\theta = 273.15\text{K on}\ \Gamma_D, \ \phi(x, y, t) = \begin{cases} 100 & \text{if } x = 0, y \in [0, 1], \\ 0 & \text{if } x = 1, y \in [0, 1]. \end{cases}$$

Finally, a finite element triangulation composed of 1073 nodes and 2024 triangles and a time discretization step $\Delta t = 0.001$ are employed in the simulations.

The aim of this example is to investigate the influence of the parameter $\alpha$, the heat transfer coefficient, into the process. Therefore, in Figure 3 the temperature fields, corresponding to $\alpha = 10$ and $\alpha = 10000$, are plotted at final time. As we can see, increasing the value of $\alpha$ implies that the body exchanges less temperature, on the boundary $\Gamma_N$, with the environment. The corresponding electrical potentials and stress fields are shown, for the same values, in Figures 4 and 5, respectively.
We notice that, when $\alpha$ increases, the electrical potential ceases to be constant with respect to the $Y$-variable. Moreover, stresses appear, in both cases, due to the increasing of the temperature, which may cause the breaking of the thermistor.
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