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1. INTRODUCTION

The goal of topological optimization and most image processing problems is to create a partition of a given domain (or set):

- In topological optimization, for a given domain $\Omega$, we look for the optimal design $\omega \subset \Omega$ and its complementary;
- In image processing problems like edge detection, classification, and segmentation, the goal is to split the image in several parts.

For this reason, topological shape optimization and image processing problems have common mathematical methods like level set approaches, material properties optimization, variational methods, …

Level set approaches have been applied to image processing [8,9,24,28,30] and it gave very promising results in topological shape optimization [3,4,34]. Diffusive methods in image restoration are based on the optimization of conductive material properties [8,35]. Like in topological optimization [1,10], isotropic and anisotropic [26] approaches are considered.

In this paper, we consider the topological gradient approach that has been introduced for topological optimization purpose [2,6,19,22,27,31]. It has been applied to diffusive image restoration giving very promising results [20]. An optimal material distribution is obtained at the first iteration. Our objective is to apply topological gradient approach to image classification.

This paper is concerned with the problem of classifying an image according to $n$ predefined grey level intensities $C_i$, $1 \leq i \leq n$. Let us first recall the general mathematical formulation of image classification.
problem. Let $\Omega$ be an open bounded domain of $\mathbb{R}^2$ and let $u_0 : \Omega \to \mathbb{R}$ be the observed data function (the grey level intensity). The classification problem consists in finding a regular and homogeneous partition of $\Omega$. A partitioning of $\Omega$ consists in searching for a family of open sets $\{\omega_i\}_{i=1,...,n}$, such that $\omega_i \cap \omega_j = \emptyset$ if $i \neq j$, and $\Omega = \bigcup_{i=1}^{n} \omega_i \cup \Gamma$. The set $\Gamma$ is the union of all interfaces between two different subsets: $\Gamma = \bigcup_{i \neq j} \Gamma_{ij}$ where $\Gamma_{ij}$ represents the interface between $\omega_i$ and $\omega_j$. A regular partition means that $\Gamma$ is of minimal length and an homogeneous partition means that in each set $\omega_i$ the grey level intensity is close to $C_i$ in the $L^2$ norm sense.

Many classification models have been studied and tested on synthetic and real images in image processing literature, and results are more or less comparable considering the complexity of the suggested algorithms and/or the implementation cost. We can cite here some models widely used like the structural approach by regions growth [25], the stochastic approaches [11,12,16,17,21] and the variational approaches which are based on various strategies like level set formulations, the Mumford-Shah functional, active contours and geodesic active contours methods or wavelet transforms [7–9,23,24,28,29,35].

The goal of this paper is to solve a grey-level image classification problem using the topological gradient method [4,5,10,18,19,22]. The basic idea of this method is to minimize a cost function $j(\Omega) = J(u_{\Omega})$ where $u_{\Omega}$ is the solution of a partial differential equation defined in the domain $\Omega$. In order to minimize $j$, one starts by creating a hole $x_0 + \rho B$ around a point $x_0$ in the domain $\Omega$, where $B$ is a non-empty open set which contains the origin $O$, and measuring the impact of such a modification of the domain on the cost function. This provides an asymptotic expansion of $j(\Omega(x_0 + \rho B)) - j(\Omega)$ when $\rho \to 0$. In most cases, it is possible to obtain an asymptotic behavior of the form $j(\Omega(x_0 + \rho B)) - j(\Omega) = f(\rho), g(x_0) + o(f(\rho))$, where $f$ is a positive function which satisfies $f(\rho) \to 0$ when $\rho \to 0$, and $g$ is then called the topological gradient. Since $f$ is positive, the idea is to find the set of points $x$ where the topological gradient is negative, and then to create holes around these points in order to minimize $j$.

In the present work, we are interested in using such a method for the classification of grey-level images. We will initially assume that the classification is supervised, i.e. the number and values of the classes are given, and we first propose a method based on the topological gradient theory to regularize the classification process, in order to obtain smoother contours. Then we propose a classification model based on a restoration process, still using the topological asymptotic expansion. Finally we propose an improvement which gives much smoother contours. In the concluding remarks, we briefly propose a method for finding the optimal number and values of the classes if they are not given (unsupervised classification).

### 2. Variational Classification Formulation

#### 2.1. Without regularization

Let $u_0$ be the original image defined on an open set $\Omega$ of $\mathbb{R}^2$. We want to classify the image $u_0$ using $n$ predefined classes $C_i$, $1 \leq i \leq n$, and we choose the grey level intensity as a classifier. The goal of image classification is then to find a partition of $\Omega$ in subsets $\{\omega_i\}_{i=1,...,n}$, such that $u_0$ is close to $C_i$ in $\omega_i$. The classified image $u$ will then be defined by

$$u(x) = C_i \quad \forall x \in \omega_i,$$

where $\{\omega_i\}_{i=1,...,n}$ are defined by

$$\omega_i = \{x \in \Omega; x \text{ belongs to the } i \text{th class}\}.$$

The variational approach consists in minimizing a cost function measuring the mean square difference between the original image and the classified image

$$j(\omega) = \sum_{i=1}^{n} \int_{\omega_i} (u_0(x) - C_i)^2 \, dx,$$
The minimization of $j$ is easy, because it is a separable cost function: for each point $x \in \Omega$, we only have to find $i_x = \arg\min\{|u_0(x) - C_i|; i = 1, ... , n\}$ and add $x$ to subset $\omega_{i_x}$. This can be called the \textit{closest class} algorithm because each pixel of the original image is assigned in the classified image to its closest class.

Figure 1a shows the original $151 \times 151$ image $u_0$, using 256 grey levels: the grey level of a pixel is an integer $u_0(x) \in \{0; 255\}$. We have chosen $C_1 = 0$ (black) and $C_2 = 255$ (white). Figure 1b shows the computed image using the \textit{closest class} algorithm.

### 2.2. With regularization

In order to obtain a classified image with smoother contours, we may add a regularization term to the cost function

$$j(\omega) = \sum_{i=1}^{n} \int_{\omega_i} (u_0(x) - C_i)^2 \, dx + \alpha \sum_{i \neq j} |\Gamma_{ij}|,$$

where $|\Gamma_{ij}|, i \neq j$ represents the one-dimensional Hausdorff measure of $\Gamma_{ij}$ [8], and $\alpha$ is a positive regularization parameter. It can be understood as a weighting factor between the initial objective function (Eq. (3), without regularization) and the regularization term.

This equation corresponds to the Mumford-Shah energy with a piecewise constant function [14,23,32,33]. In order to solve this problem, variational models were proposed [28,29]. The minimization of $j$ is no more easy to compute, the main difficulty comes from the fact that the unknowns are sets and not variables. It is then possible to use the topological gradient theory to solve the regularized classification problem.

### 3. Topological gradient for the image classification

The classification model that we propose is based on the topological gradient method [27]. In fact, to assign each pixel of the original image to one of the classes $C_i$, $1 \leq i \leq n$, it suffices to suppose first that all pixels are assigned to the same class, and then to find subsets of pixels that should be reassigned to the other classes.
3.1. Mathematical formulation of the problem

Let \( \Omega \) be a bounded domain of \( \mathbb{R}^2 \) and \( \partial \Omega \) its boundary. It is the domain definition of the image \( u_0 \), which can be understood as a function \( u_0 : x \in \Omega \mapsto u_0(x) \), where \( u_0(x) \) is the grey level of the image \( u_0 \) at the point \( x \).

From the numerical point of view, the image is defined by a finite element formulation. The domain \( \Omega \) is a square and it is decomposed in a grid of identical elementary squares. The image \( u_0 \) is then a polynomial of type \( Q_1 \) in each element. In the following we refer to each element or pixel by its centre \( x \) and the set \( B \) will be the classical reference element [13, 15].

We also assume that we have given classes \((C_1, \ldots, C_n)\).

We are looking for a partition of the domain \( \Omega \) into subsets \((\omega_i)_{i=1, \ldots, n}\) so that if we denote by \( u \) the following piecewise constant function:

\[
\begin{align*}
C_1 & \quad \text{in } \omega_1, \\
\vdots & \quad \\
C_{n-1} & \quad \text{in } \omega_{n-1}, \\
C_n & \quad \text{in } \omega_n = \Omega \setminus \bigcup_{i=1}^{n-1} \omega_i.
\end{align*}
\]

(5)

then \( u \) is close to the original image \( u_0 \). \( u \) will be further called the classified image. In the previous equation, \( \omega_i \) represents the subset of pixels that should be reassigned to the class \( C_i \). The unknowns are then the open subsets \( \omega_i \) constituting the partition of \( \Omega \).

We first work with the cost function without a regularization term, measuring the mean square difference between the solution \( u \) (classified image) of (5) and the original image \( u_0 \)

\[
J(u) = \int_{\Omega} |u - u_0|^2 \, dx.
\]

(6)

As the solution \( u \) of equation (5) depends only on the choice of the partition \( \omega = (\omega_1, \ldots, \omega_n) \), the cost function \( J \) can be understood as a function depending only on the partition \( \omega \)

\[
\begin{align*}
J(\omega) := J(u) = \int_{\Omega} |u - u_0|^2 \, dx.
\end{align*}
\]

(7)

Finding a classified image \( u \), close to the original function (the original image \( u_0 \)) is then equivalent to minimizing the cost function \( j \), with respect to the partition \( \omega \).

In the case of a regularized classification problem, we will add a regularization term in the cost function:

\[
\begin{align*}
j(\omega) = \int_{\Omega} |u - u_0|^2 \, dx + \alpha \sum_{i \neq j} |\Gamma_{ij}|,
\end{align*}
\]

(8)

where the coefficient \( \alpha \) and the interfaces \( \Gamma_{ij} \) are defined as in the previous section.

The initialization is performed with the following partition: \( \omega = (\emptyset, \ldots, \emptyset, \Omega) \), i.e. all pixels are assigned to the last class \( C_n \).

3.2. Variation of the cost function

3.2.1. Without regularization

In the present case, the topological expansion analysis gives no real improvement compared to a classical minimization approach because it is possible to calculate exactly the variation of the cost function. It is indeed
possible to study the variations of \( j \) (defined in Eq. (7)) when we switch, in a small region, \( u \) from class \( n \) to class \( i, i \neq n \). The small region is given by \( B_{x, \rho} = x + \rho B \) and the variation of \( j \) is

\[
\delta j_i(x, \rho) := j(\omega_1, \ldots, \omega_i \cup B_{x, \rho}, \ldots, \omega_n(\overline{B_{x, \rho}})) - j(\omega_1, \ldots, \omega_n) = \int |u_{new} - u_0|^2 \, dx - \int |u_{old} - u_0|^2 \, dx, \tag{9}
\]

where \( u_{new} \) and \( u_{old} \) are the solutions of equation (5) with these two partitions respectively. Hence, \( u_{new} = u_{old} \) except on \( B_{x, \rho} \) where \( u_{new} = C_i \) and \( u_{old} = C_n \). Then, the variation of the cost function is

\[
\delta j_i(x, \rho) = \int_{B_{x, \rho}} (C_i - u_0)^2 - (C_n - u_0)^2 \, dx = \rho^2 |B| ((C_n - C_i)^2 - 2(C_n - C_i)(C_n - u_0(x))) + o(\rho^2), \tag{10}
\]

if \( u_0 \) is regular (Lipschitz).

From the discrete point of view (i.e. considering the image formulation), \( B_{x, \rho} \) represents the pixel \( x \) and the topological gradient is then given by

\[
g_i(x) = (C_n - C_i)^2 - 2(C_n - C_i)(C_n - u_0(x)), \tag{11}
\]

and \( f(\rho) = \rho^2 |B| \).

The implementation of this method is quite easy, because we only have to compute each \( g_i \), which is an affine function of the original image \( u_0 \), and then find the pixels \( x \) where \( g_i(x) < 0 \), in order to minimize the cost function \( j \), and reassign them to the optimal class.

The algorithm is then the following.

**Algorithm**

- For \( 1 \leq i \leq n - 1 \), compute \( g_i(x) \) for each pixel \( x \);
- for each pixel \( x \), find \( t_0 \) so that \( g_{i_0}(x) \leq g_i(x) \ \forall i \);
- if \( g_{i_0}(x) < 0 \), reassign \( x \) to the class \( C_{i_0} \).

It is easy to see that this algorithm converges in one iteration, and that at the end of the process, each pixel is reassigned to its closest class, i.e. to the class \( C_i \) with \( i_0 = \arg\min\{|C_i - u_0(x)|^2\} \). Hence the algorithm converges towards a global minimum of the cost function (3).

### 3.2.2. With regularization

If we add a regularization term to the cost function, we can still use the previous algorithm, but it will no more converge in only one iteration. For a given \( x \) in \( \omega_j \) (\( j \) not necessary equal to \( n \)), the variation of the cost function upon reassigning the pixel \( x \) to class \( i \) is now given by

\[
\delta j_i(x) = \rho^2 |B|(C_j - C_i)(2u_0(x) - C_i - C_j) + \alpha \rho |\partial B| (1 - \delta_{ij}) + o(\rho^2), \tag{12}
\]

where \( \delta_{ij} \) stands for the Kronecker symbol; if \( i = j \) the perimeter remains unchanged. When \( x \) is located at the interface between at least two classes, we derive a similar expansion.

At first sight, this second order expansion seems to be inappropriate for numerical applications. In our knowledge, only the leading term of topological expansions has been considered up to now. We propose to consider \( \rho_0 \) and \( B \) such that \( B_{x, \rho_0} \) has exactly the shape of pixel \( x \). We propose the following generalization of the topological gradient

\[
g_i(x) = \rho_0^2 |B|(C_j - C_i)(2u_0(x) - C_i - C_j) + \alpha \rho_0 |\partial B| (1 - \delta_{ij}). \tag{13}
\]

The classical topological gradient is the particular case when only the leading term of the expansion is considered and \( \rho_0 \) is fixed such that \( f(\rho_0) = 1 \).

The pixel \( x \) is still reassigned to the class \( i_0 \) that minimizes the topological gradient \( g_i(x) \) with respect to \( i \).
Because of the regularization term, it is interesting to use the unregularized classified image as an initial guess, and the minimization process will need more than one iteration because some pixels which had positive topological gradients may have negative ones at next iteration. If, for example, all neighbors of \( x \) have been reassigned to class \( i \) but not \( x \), which is still assigned to the class \( C_n \), at the next iteration, the regularization term in \( \delta_j(x) \) may be strongly negative, and then \( x \) may be reassigned to the class \( C_i \). So, we have to iterate the algorithm until all functional variations \( \delta_j \) are everywhere non-negative.

The numerical convergence of this algorithm is ensured by the fact that the set of possible partitions \( \omega \) is finite. It is equal to \( n^N \), where \( N \) is the number of image pixels. Then the algorithm stops or goes into a cyclic loop. If the cost function decreases strictly at each iteration, the algorithm stops after a finite number of iterations.

However, the convergence towards the global minimum of the regularized cost function is no more ensured, but this algorithm is nevertheless quite commonly used [28], and as we use the unregularized classified image as an initial guess for the minimization algorithm, we obtain quite good numerical results (see next paragraph).

### 3.3. Numerical results

Figure 2a shows the computed image using the topological gradient algorithm with the unregularized cost function and \( n = 2 \) classes (\( C = \{0; 255\} \)). This obviously gives the same result as the closest class algorithm because the asymptotic expansion of the unregularized cost function is indeed an exact variation. Figure 2b shows the result of the topological gradient algorithm with the regularized cost function. We can clearly see that the resulting image has smoother contours and fewer isolated points. The minimization of the regularized cost function was achieved in less than ten iterations.

Figure 3 shows the same results as in Figure 2 for 3 and 5 classes. The conclusions are obviously the same.

Although this method is based on the asymptotic expansion theory, it has two main disadvantages: we are not sure to obtain the global minimum of the cost function, and the convergence is not achieved in one iteration. We will now apply the topological gradient theory in another context.

### 4. A REGULARIZED CLASSIFICATION MODEL BASED ON A RESTORATION PROCESS

Inspired by the work of G. Aubert et al. [8, 29] in which the authors propose a classification model coupled with a restoration process, we propose in this section to use the topological gradient approach applied to image restoration problem [20] for the regularized classification problem. We begin first by recalling the application...
of the topological asymptotic analysis to the image restoration problem, and then we use these results in order to obtain a classified image with smoother contours. This section could be considered as an introducing step of the final algorithm presented in Section 5.

4.1. Image restoration and smoothing using the topological gradient theory

Let $\Omega$ be an open bounded domain of $\mathbb{R}^2$ and $j(\Omega) = J(u_\Omega)$ be a cost function to be minimized, where $u_\Omega$ is the solution to a given PDE problem defined in $\Omega$. For a small $\rho \geq 0$, let $\Omega_\rho = \Omega \setminus \sigma_\rho$ the perturbed domain by the insertion of a crack $\sigma_\rho = x_0 + \rho \sigma(n)$, where $x_0 \in \Omega$, $\sigma(n)$ is a straight crack, and $n$ a unit vector normal to the crack. We assume that the crack is 2-dimensional, and its shape is for example a flat ellipsoid.

Consider now the following partial differential equation

$$
\begin{cases}
  \text{div}(c \nabla u) + u = u_0 & \text{in } \Omega, \\
  \partial_n u = 0 & \text{on } \partial \Omega.
\end{cases}
$$

This PDE has a unique solution $u \in H^1(\Omega)$ if $u_0 \in L^2(\Omega)$ and if $c \in L^\infty(\Omega)$ and $c > \delta > 0$ [13].
The solution \( u_\rho \in H^1(\Omega_\rho) \) of the perturbed problem satisfies
\[
\begin{cases}
-\text{div}(c \nabla u_\rho) + u_\rho = u_0 & \text{in } \Omega_\rho, \\
\partial_n u_\rho = 0 & \text{on } \partial \Omega_\rho.
\end{cases}
\] (15)

The variational formulation of (15) is
\[
\begin{cases}
\text{Find } u_\rho \in H^1(\Omega_\rho) \text{ so that } \\
a_\rho(u_\rho, w) = l_\rho(w), \quad \forall w \in H^1(\Omega_\rho),
\end{cases}
\] (16)

where \( a_\rho \) is the following bilinear form, defined on \( H^1(\Omega_\rho) \)
\[
a_\rho(u, w) = \int_{\Omega_\rho} (c \nabla u \nabla w + uw) \, dx,
\] (17)

and \( l_\rho \) is the linear form defined on \( L^2(\Omega_\rho) \)
\[
l_\rho(w) = \int_{\Omega_\rho} u_0 w \, dx.
\] (18)

We consider the following cost function
\[
J(u_\rho) = \int_{\Omega_\rho} \|\nabla u_\rho\|^2 \, dx,
\] (19)

where \( u_\rho \) is the solution of the equation (16). The idea is to find the edge set of the image, to preserve it, and to smooth the image outwards thanks to the Laplace equation in (15). This is justified by the fact that most of the main edges of the original image will be part of the interfaces of the classified image. Hence, in order to find the contours of the image, the cost function is chosen to minimize the energy out of the contours (\( \sigma_\rho \) will represent the edge set).

We can rewrite \( J \) as a function of \( \rho \) by considering the following map:
\[
j : \rho \mapsto \Omega_\rho \mapsto u_\rho \mapsto j(\rho) := J(u_\rho).
\] (20)

In order to apply the topological asymptotic theory, we have to verify the following hypothesis [6, 27].

**Theorem 4.1.** If there exists a linear form \( L_\rho \) defined on \( L^2(\Omega) \), a function \( f : \mathbb{R}^+ \to \mathbb{R}^+ \), and four real numbers \( \delta J_1, \delta J_2, \delta a \) and \( \delta l \) so that

1. \( \lim_{\rho \to 0} f(\rho) = 0; \)
2. \( J_\rho(u_\rho) - J_0(u_0) = L_\rho(u_\rho - u_0) + f(\rho)\delta J_1 + o(f(\rho)); \)
3. \( J_\rho(u_0) - J_0(u_0) = f(\rho)\delta J_2 + o(f(\rho)); \)
4. \( (a_\rho - a_0)(u_0, v_\rho) = f(\rho)\delta a + o(f(\rho)); \)
5. \( (l_\rho - l_0)(v_\rho) = f(\rho)\delta l + o(f(\rho)), \)

where the adjoint state \( v_\rho \) is solution of the adjoint equation
\[
a_\rho(w, v_\rho) = -L_\rho(w) \quad \forall w \in L^2(\Omega),
\] (21)

and \( u_\rho \) is solution of the direct equation
\[
a_\rho(u_\rho, w) = l_\rho(w) \quad \forall w \in L^2(\Omega).
\] (22)

Then the cost function has the following asymptotic expansion
\[
j(\rho) - j(0) = f(\rho)g(x) + o(f(\rho)),
\] (23)
where \( g(x) \) is the topological gradient, given by

\[
g(x) = \delta J_1 + \delta J_2 + \delta a - \delta l.
\]  

In the present case, if we denote by \( v \) the adjoint state, solution of the adjoint problem

\[
\begin{cases}
-\text{div}(c\nabla v) + v = -\partial_u J(u) & \text{in } \Omega, \\
\partial_n v = 0 & \text{on } \partial\Omega,
\end{cases}
\]  

we can apply Theorem 4.1, and we obtain the following topological asymptotic expansion [6, 20]

\[
j(\rho) - j(0) = \rho^2 G(x_0, n) + o(\rho^2),
\]

with

\[
G(x_0, n) = -\pi(\nabla u(x_0).n)(\nabla v(x_0).n) - \pi|\nabla u(x_0).n|^2.
\]

Then the topological gradient could be written as

\[
G(x, n) = \langle M(x)n, n \rangle,
\]

where \( M(x) \) is the symmetric matrix defined by

\[
M(x) = -\pi \nabla u(x)\nabla v(x)^T + \nabla v(x)\nabla u(x)^T - \pi \nabla u(x)\nabla u(x)^T.
\]

The goal is to minimize the cost function, and hence the idea is to find the points \( x_0 \) (and the corresponding unit vector \( n \)) for which the topological gradient is negative. In this case, equation (26) ensures the asymptotic decrease of the cost function if we insert a small crack at these points.

For a given \( x \), \( G(x, n) \) takes its minimal value when \( n \) is the eigenvector associated to the lowest eigenvalue \( \lambda_{\text{min}} \) of \( M \). This value will be considered as the topological gradient associated to the optimal orientation of the crack \( \sigma_\rho(n) \).

From the numerical point of view, it is not so easy to implement cracks. We aren’t going to create a new finite element model with mesh refinement around the cracks. When \( \lambda_{\text{min}} \) is smaller than a given threshold, it tells us that the pixel is located on the edges of the image. For image restoration, we just set the value of \( c \) to 0 (or to \( \varepsilon \)) in that pixel.

The restoration algorithm is the following:

**Algorithm**

- Initialization: \( c = c_0 > 0 \) everywhere.
- Calculation of \( u \) and \( v \): solutions of the direct (14) and adjoint (25) problems corresponding to this value of \( c \).
- Computation of the \( 2 \times 2 \) matrix \( M \) and its lowest eigenvalue \( \lambda_{\text{min}} \) at each point of the domain.
- Set

\[
c = \begin{cases} 
0 & \text{if } x \in \Omega \text{ such that } \lambda_{\text{min}} < -\eta < 0, \\
c_0 & \text{elsewhere},
\end{cases}
\]

- Calculation of \( u_1 \) solution to problem (14) with this new value of \( c \).
- Application of the closest class algorithm to \( u_1 \).

One can see [20] for more details.

This algorithm finds the contours of the image, and smoothes the image everywhere else. The idea is then to simply apply the closest class algorithm to the smothered image \( u_1 \). The constant \( c_0 \) plays the same role as \( \alpha \) in the previous section. It controls the regularity of the restored image and then the length of the interfaces.
Figure 4. Original image (a); identified edges by the topological gradient algorithm (b).

No convergence to a global minimum could be ensured.

**Remark.** As the first resolution of the direct problem is performed with a constant value of \( c \), it is possible to largely accelerate the computation by using the DCT (Discrete Cosine Transform) method. If we consider the following cosine basis

\[
\phi_{m,n} = \delta_{m,n} \cos(m\pi x) \cos(n\pi y)
\]

where \( \delta_{m,n} \) are appropriate normalisation coefficients, equation (14) is equivalent to

\[
\sum_{m,n} \left( 1 + c(m\pi)^2 + c(n\pi)^2 \right) u_{m,n} \phi_{m,n} = \sum_{m,n} u_{0,m,n} \phi_{m,n},
\]

where \( (u_{0,m,n}) \) represents DCT coefficients of the original image \( u_0 \). It is then straightforward to identify \( (u_{nm}) \), the DCT coefficients of \( u \) in (31), and then to compute \( u \) using an inverse DCT. The complexity of this resolution is \( O(N \log(N)) \) where \( N \) is the size of the image (i.e. the number of pixels). Then, for the second resolution of the direct problem with a non constant \( c \), the DCT solver is used as a preconditioner to the conjugate gradient algorithm. This works very well because \( c \) is close to a constant; it is equal to \( c_0 \) except on the edges of the image, see [20] for more details.

### 4.2. Numerical results

From a numerical point of view, we took \( c_0 = 1 \), and in order to avoid numerical illposedness, we set

\[
c = \varepsilon \text{ if } x \in \Omega \text{ such that } \lambda_{min} < -\eta < 0
\]

instead of \( c = 0 \) in the previous algorithm, where \( \varepsilon \) is a small positive constant.

Figure 4 shows the original image (a), and its identified edges by the previous algorithm (b). When the most negative eigenvalue is smaller than the threshold \(-\eta\), the pixel appears in black on this figure. One can see that the main contours of the image are well identified.

Figure 5a shows the restored image using the second part of the topological gradient algorithm for image restoration. Figure 5b shows the result of the closest class algorithm applied to Figure 5a with \( n = 2 \) classes \( (C = \{0; 255\}) \). Figure 5b should be compared to Figure 2b. The smoothing of contours and the number of...
isolated points are more or less the same, but our latest algorithm needs only one iteration of the topological gradient, whereas the algorithm described in the previous section needed to be iterated. Although it is possible to iterate the topological gradient algorithm for image restoration, it does not improve appreciably the smoothing of the classified image, whereas it is unavoidable to iterate a few times this process in the previous section’s algorithm.

Figure 6 shows the same results as in Figure 5 for 3 and 5 classes (the smooth image obtained using the topological gradient is the same as in the 2-classes case).

5. AN IMPROVEMENT TO THE PREVIOUS ALGORITHM

In this section, we propose a significant improvement to the previous algorithm. It still consists firstly in an iteration of the topological asymptotic analysis (but for a different partial differential equation) for the image smoothing and secondly in the closest class algorithm for its classification.

5.1. Another way to use the topological asymptotic expansion for image smoothing

We still consider the following partial differential equation

\[
\begin{align*}
\begin{cases}
- \text{div}(c \nabla u) + u &= u_0 \quad \text{in } \Omega, \\
\partial_n u &= 0 \quad \text{on } \partial \Omega.
\end{cases}
\end{align*}
\]

Instead of setting \( c = 0 \) (or \( c = \varepsilon \) from a numerical point of view) on the edge set and \( c = c_0 \) elsewhere, we set

\[
c = \begin{cases}
0 \quad \text{(or } \varepsilon) \quad \text{on the edge set,} \\
\sim +\infty \quad \text{(e.g. } c = \frac{c_0}{\varepsilon}) \quad \text{elsewhere.}
\end{cases}
\]

In comparison with the previous section, the topological gradient \( g(x) \) and the general algorithm remains unchanged. In particular, the edge set is given by thresholding \( \lambda_{\min} \).
Figure 6. $n$-classes classified images obtained using the topological gradient algorithm for smoothing and then the closest class algorithm for classification: $n = 3$ and $C = \{34; 112; 165\}$ (a) and $n = 5$ and $C = \{29; 71; 117; 146; 184\}$ (b).

Figure 7. Two-classes classified image obtained using the topological gradient algorithm applied to the new equation for smoothing (a) and then the closest class algorithm for classification (b).

From a numerical point of view, as $\varepsilon$ is supposed to be small, if we are on a contour, $c = \varepsilon$ and then $u$ and $u_0$ are close. But otherwise, $c = \frac{c_0}{\varepsilon}$ and then the P.D.E. is nearly equivalent to $\Delta u = 0$, which will provide a really smooth image.

5.2. Numerical results

Figure 7a shows the computed image using the topological gradient algorithm applied to our new equation. Figure 7b shows the result of the closest class algorithm applied to Figure 7a with $n = 2$ classes ($C = \{0; 255\}$). Figure 7b should be compared to Figure 2b and Figure 5b. We can see that the smoothing of contours is much
Figure 8. \(n\)-classes classified images obtained using the topological gradient algorithm applied to the new equation for smoothing and then the closest class algorithm for classification: \(n = 3\) and \(C = \{34; 112; 165\}\) (a) and \(n = 5\) and \(C = \{29; 71; 117; 146; 184\}\) (b).

more efficient in this case, and the computational cost of our latest algorithm is exactly the same as the previous one (only one iteration of topological gradient computation).

Figure 8 shows the same results as in Figure 7 for 3 and 5 classes. We still observe much smoother contours.

5.3. Impact of noise

In this subsection, we study the impact of noise on the classified image. We performed three experiments, with three different levels of additive white Gaussian noise. For each experiment, the SNR (signal to noise ratio) is given, and it is equal to 20, 15 and 10 respectively. Figure 9 shows for each level of noise the original (noisy) image, and the classified image. We still use \(n = 5\) classes and \(C = \{29; 71; 117; 146; 184\}\).

We can notice that our algorithm is quite robust when the level of noise increases. Although the interfaces are no more very smooth in the case of a high noise level (\(SNR = 10\)), the quality of the classified image remains good. In the case of a reasonable level of noise (\(SNR = 20\)), there are not much differences with the case without noise.

6. Concluding remarks

6.1. Comparison between the different methods

We have presented in this paper different ways to both classify and regularize grey-level images. Table 1 gives the computational cost, the square difference between the original and classified images, and the smoothness of the contours (value of the regularization term in the cost function) for the different algorithms and for the different number of classes. Our last method is obviously the most efficient of all regularization methods. Another interesting point is that the two restoration-based methods have a computational cost that is independent from the number of classes. Once the image regularized, the classification is done by the closest class algorithm, which computational cost is negligible compared to the regularization computational cost. The regularization cost is almost the same for the two last methods, but the lengths of interfaces clearly confirm that the last method gives a much smoother image.

Figure 10 allows one to compare the \(n\)-classes (with \(n = 5\) and \(C = \{29; 71; 117; 146; 184\}\)) classified images computed with these different algorithms. This figure clearly confirm the results shown in Table 1 about the length of the interfaces.
Figure 9. Noisy images (a) and 5-classes ($C = \{29; 71; 117; 146; 184\}$) classified images obtained using the topological method applied to the improved restoration method (b), for different levels of noise (top: $SNR = 20$; middle: $SNR = 15$; bottom: $SNR = 10$).
Table 1. Computational cost (time in seconds), discrepancy between the original and classified images, and length of the interfaces for the different algorithms and number of classes.

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>Algorithm</th>
<th>n = 2</th>
<th>n = 3</th>
<th>n = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C = {0; 255}</td>
<td>C = {34; 112; 165}</td>
<td>C = {29; 71; 117; 146; 184}</td>
</tr>
<tr>
<td>Closest class</td>
<td>t = 0.02</td>
<td></td>
<td>t = 0.06</td>
<td>t = 0.05</td>
</tr>
<tr>
<td>(no regularization)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topological gradient for the cost function &amp; with regularization</td>
<td>t = 12.67</td>
<td>t = 45.63</td>
<td>t = 81.78</td>
<td></td>
</tr>
<tr>
<td>Restoration method</td>
<td>t = 34.69</td>
<td>t = 34.73</td>
<td>t = 34.72</td>
<td></td>
</tr>
<tr>
<td>+ closest class</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved restor. method &amp; (by topological gradient)</td>
<td>t = 37.16</td>
<td>t = 37.17</td>
<td>t = 37.17</td>
<td></td>
</tr>
<tr>
<td>+ closest class</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Finally, Figure 11 shows the square difference between the classified images and the original image versus the length of the interfaces for the four algorithms presented in this paper. For each method, the three points correspond to the three numerical experiments \( n = 2, n = 3 \) and \( n = 5 \) classes summarized in Table 1. If one is interested in a very smooth classified image, the last method is clearly the most appropriate one, but if the main goal is not the regularization of the classified image, one should use the second algorithm. We can also remark that adding a regularization term in the closest class algorithm does not degrade too much the square difference with the original image, and that the improved restoration method gives much better results than the original restoration method because the interfaces’ length and the square difference with the original image both decrease.

6.2. **Unsupervised classification**

If the number \( n \) of classes is given, but not their values \( C := \{C_i\}_{i=1,\ldots,n} \), it is possible to determine them in an optimal way. This classification problem could be defined as

\[
\min_{\omega,C} j(\omega, C) = \int_\Omega |u - u_0|^2 \, dx + \alpha \sum_{i \neq j} |\Gamma_{ij}|. \tag{35}
\]

In order to point out the role of \( C \) in this problem, we can write it in a different way

\[
\min_{\omega,C} j(\omega, C) = \sum_{i=1}^n (\int_{\omega_i} |C_i - u_0|^2 \, dx) + \alpha \sum_{i \neq j} |\Gamma_{ij}|. \tag{36}
\]

The basic idea is to start with an initial guess of \( C \), then to minimize \( j(\omega, C) \) alternatively with respect to \( \omega \) and with respect to \( C \). The minimization with respect to \( C \) is obtained straightforward by the mean of \( u_0 \) in
Figure 10. 5-classes ($C = \{29; 71; 117; 146; 184\}$) classified images obtained using: the closest class algorithm (no regularization) (a), the topological gradient method for the computation of the exact variation of the cost function (with regularization) (b), the closest class algorithm applied to the restored image (by the topological gradient method) (c), and the closest class algorithm applied to the restored image (by the improved topological gradient method) (d).

Each class:

$$C_i = \frac{1}{|\omega_i|} \int_{\omega_i} u_0 \, dx.$$  \hfill (37)

More precisely, this algorithm is as follows:

**Algorithm**

- Define an initial guess $C$.
- Repeat until convergence:
  - Calculate the classified image $u_0$ using $C$.
  - Update the values of $C$ using (37).
End repeat.
We used this algorithm to find the values we used in the case of 3 and 5-classes classification: \( C = \{34; 112; 165\} \) and \( C = \{29; 71; 117; 146; 184\} \) respectively. The algorithm provided these values for a negligible computation cost (much less than one second) in the unregularized case (\( \alpha = 0 \)).

If the number \( n \) of classes is not given, we can add a penalization term in the cost function, measuring the number of classes:

\[
j(\omega) = \sum_{i=1}^{n} \left( \int_{\omega_i} |C_i - u_0|^2 \, dx \right) + \alpha \sum_{i\neq j} |\Gamma_{ij}| + \beta n, \tag{38}\]

where \( \beta \) is a positive weighting coefficient. As in the previous paragraph, it is possible to compute explicitly the impact of adding an extra class (or removing a class) on this cost function, and the previous algorithm provides then the number and values of the classes.

One should notice that if \( \beta \) is chosen quite small, then the algorithm will provide a high number of classes, and then a quite precise classified image, whereas if \( \beta \) is chosen larger, the number of classes will be small, and the classified image will not be very close to the original image.

### 6.3. Future prospects

One of our main goals is now to extend these methods to color images and also to three-dimensional images. In the case of color images, some preliminary works showed that a decomposition of the image into the HSV (hue-saturation-value) space gives promising results. We first divide up the image into three separate channels. Each of these channels can be seen as a grey level image, and hence classified using for example our improved algorithm. Finally the three classified channels are recombined to form a color classified image.
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