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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS
AND ANALYTIC MAPPINGS

by Masaniro SHIOTA

INTRODUCTION

In this paper, we consider the problem to know when a differentiable function
or mapping can be transformed to an (*‘ equivalent ’) analytic or polynomial one by
a diffeomorphism.

In the 1 dimensional case this problem is simple. R. Thom showed in Topology,
3 (1965) that a non-constant C® function on R is equivalent to a polynomial if and
only if it is proper, the number of critical points is finite and the derivative is nowhere
flat. The author showed in [23] that it is equivalent to an analytic function if and
only if the derivative is nowhere flat.

The problem for general dimension consists of a local one and a global one. In
chapter I we consider the local problem for functions. Here are some of the main
results, which will be proved in Section 2.

Theorem. — If a germ of a C® function in n variables is zero at the origin and of the

k
form 1 f% where f, are C* germs and o, are integers such that the Taylor expansions of f; generate
i=1

distinct prime ideals in the formal power series ring, then the germ is equivalent to a polynomial
in two variables with germs of G functions in n— 2 variables as coefficients.

Theorem. — Any convergent (or formal) power series in n variables is equivalent to some
polynomial in two variables with convergent (or formal) power series in n — 2 variables as coefficients.

N. Levinson [10] and J. C. Tougeron [31] showed the equivalence to a polynomial
in one variable with C® or analytic germs in n—1 variables as coefficients, and
H. Whitney gave an example of a convergent series in three variables which is not equi-
valent to any polynomial [g4].

The theorem above and a result in [31] imply that, if fis a complex convergent
series in n variables such that f(o)=o, if the singular set of f~1(0) has codimension s’
in C", fis equivalent to a polynomial in s’ variables with convergent series in n— s variables
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38 MASAHIRO SHIOTA

as coefficients. This is a generalization of the well-known fact (see [31]) that if f has
its singular set of codimension s, f is equivalent to a polynomial in s variables with
convergent series in n —s variables as coefficients.

The case n=2 will be studied in more detail in § 3. Section 4 describes other
properties of the equivalence and the (' equivalence for o<r<co.

Theorem. — If two real convergent power series vanish at the origin and have the same sign
at each point near the origin, then they are topologically equivalent.

Corollary. — Let f, fy be analytic functions on a compact real analytic manifold, and let
S; be the set of singular values of f;. Assume f7'(S;US,)=/f;'(S,USy)=M and f,| =/,
Then f, and f, are globally C° equivalent. u

M

We know by [31] that if a real convergent series f in n variables has a singular
set of codimension s in R", fis C" equivalent to a polynomial in s variables with convergent
series in n—s variables as coefficients for any r<<oco. We generalize this as follows.

Theorem. — Assume f(o)=o0. Let S’ be the intersection of R* with the singular set of
S~ Yo) in C" around o, and let s" be the codimension of S’ in R". Then f is C' equivalent to a
polynomial in s' variables with convergent series in n— s’ variables as coefficients for any r<co.

Next we show the existence of a homomorphism from the formal power series
ring in one variable to the ring of germs of G” functions in one variable whose compo-

sition with the Taylor expansion at the origin is the identity, and which commutes with
the derivation (§ 5).

In chapter II we treat the global G* problem.

Conjecture I. — Let f be a C® mapping between analytic manifolds. Suppose that the

germ of f at each point is equivalent to a germ of an analytic mapping. Then f is equivalent to
an analytic mapping.

Conjecture I1. — Any two G® equivalent analytic mappings are analytically equivalent,
that is, the diffeomorphism can be chosen analytic.

In Section 6 we prove a fundamental lemma on the equivalence, the local case
of which is due to J. C. Tougeron [31]. We also give a lemma which glues analytic
function germs. In Sections 7 and 8 we work on functions and prove the conjectures I
and II respectively for functions taking locally one of the following forms, except at
a discrete set:

(i) regular,
(i) the sum or the difference of a constant and a power of a regular function,
(iii) +af+...++%+const. for a suitable coordinate system (%, ..., %, ..., %,).

.y Ay
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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 39

In general an analytic function takes locally the form (i) or (ii) except on an analytic
set of codimension 2, and a coherent analytic set is the vanishing set of some analytic
function locally of the form (i) or (iii) except on the singularities. Consequently, the
conjectures hold for functions if the dimension of the manifold is 1 or 2. If a closed
subset of an analytic manifold is locally equivalent to germs of coherent analytic sets
with isolated singularities, then the set is equivalent to an analytic set. As a corollary
corresponding to the conjecture II, two C* equivalent coherent analytic sets with isolated
singularities are analytically equivalent. Moreover, we prove this fact in a slightly
more general form, that is, we admit vanishing sets of type (iii) and we weaken the
condition of coherence. We also consider the following question: Suppose that in I
and II some analytic submanifolds are invariant under the given local or global diffeo-
morphism. Then, can we choose the resulting diffeomorphism so that those submani-
folds remain invariant? We shall give a partial result in that direction.

In Section 9 we introduce local canonical forms (i)', (ii)’ and (iii)’ of mappings
corresponding to the types of functions (i), (ii) and (iii) respectively. We show that
any analytic mapping takes locally the form (i)’ or (ii)’ except on an analytic set of
codimension two in the source manifold. Furthermore, the condition for being of the
form (iii) involves only the first partial derivatives. Hence we use the determinants
of Jacobian submatrices to generalize (iii) to (iii)’. Section 10 gives a proof of the
conjecture I for mappings locally of the form (i)', (i)’ or (iii)" except on a discrete set.
We also prove the conjecture II in a special case. In particular, the conjectures are
valid for any one- or two-dimensional source manifold.

Section 11 deals with other equivalence relations of mappings by adding diffeo-
morphisms of the target manifold. There we give some counter-examples to the
corresponding conjectures.

In § 12 we consider the case of a Nash function, and we obtain results similar
to the above. We also prove that a factorization of a non-zero analytic function on
a connected analytic manifold into G* functions is a factorization into analytic functions.

The fundamental tools of the proofs in this chapter except in the last section are
M. Artin’s theorem [1] and the fundamental theorems A and B on Stein manifold of
H. Cartan.

In chapter III we study other global problems, of a topological nature. In
Section 13, we prove theorems about the topological equivalence of a continuous
function f on a C® manifold of dimension %4, 5 to a G* function.

Theorem. — If f has only isolated topological singularities, f is C° equivalent to a C* function.

Theorem. — If the set of topologically singular values has no inner point in R, then f is right-
left C° equivalent to a C* function.

The problem studied in section 14 is when a C-valued function on R?=C can
be transformed into a C-polynomial. We prove:
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40 MASAHIRO SHIOTA

Theorem. — If a C-valued C* function on R? is proper and is locally equivalent to a germ
of a C-polynomial, then it is equivalent to a C-polynomial.

By Stoilow’s theorem this means that any C-valued light open proper continuous
function on R2? is C° equivalent to a C-polynomial.

The author thanks R. Thom for his encouragements and kindness which were
indispensable to do this work and J. C. Tougeron for his kind advices. He also thanks
M. Adachi and T. and Y. Matsumoto who explained to him some results about topological
manifolds.
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I. — LOCAL EQUIVALENCE

1. Preparation

Let &, denote the ring of germs of C® functions at o in R", @, the ring of convergent
power series R{x,,...,x,} and %, the ring of formal power series Rlx,, ..., x].
We sometimes write &(x,, ..., x,) for &, in order to make clear the coordinate system.
Let A be one of the rings above and f be an element of A. Then m(A) and I, mean
the maximal ideal of A and the ideal generated by all the first derivatives of f in A
respectively. We sometimes write simply m for m(&,). Let T denote the Taylor
expansion at 0. An element f of &, is called flat if Tf=o0. Let [:] and ht denote the
quotient ideal and the height of an ideal respectively.

Elements f and g of &, are called equivalent if there exists a local C* diffeomorphism
of R" around o such that for=g. If the local diffeomorphism is only of class C" with
0<r<oo, we say that f and g are C" equivalent. In the same way we can define an
equivalence relation in 0,, to be called C® equivalence. We remark that elements f
and g of @, are C® equivalent if and only if there exists an automorphism of ¢, mapping g
onto f. Similarly, we can consider an equivalence relation in &%,, two elements f and g
of Z, being called equivalent if there exists an automorphism of &%, mapping g onto f.

In this chapter we consider all functions in a sufficiently small neighborhood
of the origin. We do not always distinguish germs from functions.

The next lemma is essentially stated in Mather [15], p. 33. See [25] for the proof.

Lemma (x.x). — Let f, g be in &, (resp. O,) and let a;(x,t) (1=1, ...,n) be germs
at ox[o, 1] in R"XR of C® functions (resp. analytic functions). Assume that

o), | 2e(x) (I_t))

Jx) =)= iél a(x 1) ( 0x; i 0x;

a(o,t)=0 for i=1,...,m

Then f and g are equivalent (resp. C° equivalent).
As a corollary, we obtain the next lemma which is due to Tougeron [31] (see

also [25]).
Lemma (x.2). — Let f, g be in m2(&) (resp. m2(0,)) such that f—g is an element of
0 .
the ideal generated by % éB_g x,with 4, j,k=1,...,n. Then f and g are equivalent (resp.
; Ox

(1

C® equivalent).

241
6



42 MASAHIRO SHIOTA

Remark (x.3). — Assume moreover that, in the lemma above, f—g is contained
in the product of the ideal above and an ideal a. Then the local diffeomorphism
7=(7, ..., T, can be chosen so that t;—x; are contained in a. For the proof, see [31].

The next lemma is due to Skoda and Briangon [g0]. They proved the case of
a complex convergent power series. The real case follows trivially, and from the
closedness of any ideal of &%, in the Krull topology (Krull) we deduce the &, case.

Lemma (1.4). — Let f be in m(Z,) or in m(0,). Then [ is contained in I,.

Remark (1.5). — The &, case of the lemma (1.4) is not true. For example,
J=exp(—1/x?) sin 1/x in & is not contained in I;. But the following is very probable;

in fact, we easily prove it for n<2 from the corollary (2.4).

Let ¢ be in m(#,). Then there exists f in &, such that Tf=g¢ and that f" is
contained in I,.

2. A canonical form for certain differentiable germs of functions
If an element f of m(&,) can be factorized in m(&,) as
k
=i

in such a way that the Tf; generate distinct prime ideals, we call f factorizable. We
know by the theorem of Zariski-Nagata that any germ of a G® function equivalent
to an analytic germ is factorizable.

The next theorem is a generalization of a theorem in Shiota [26].

Theorem (2.1). — Let an element f in &, be factorizable. Then f is equivalent to a
polynomial in two variables with coefficients in &, _,.

Progf. — The case n=1 is trivial, hence we assume n>2. By the hypothesis
there are elements f; for i=1, ..., %2 in m such that
k
s=1 fe

and that Tf; are different and prime. Put

k
fr=1k% f'=ff, vp=mLL: f].
Then we shall see that
ht Tp=ht{Tg|gep}>2.
For the proof it is sufficient to show:
ht TL,>2, ht T[I: f]>e.

The first inequality was observed by Tougeron [31].
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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 43

0
From the factoriality assumption on f, the —[ are divisible by f*' for =1, ..., n.
Let the quotients be g;. Then we have i

U S1=(80 -5 &)y [y Tf"1=(Tgy, ..., Tg,),
where (g, ..., g, denotes the ideal generated by g,. Hence

TIL: =gy Tf"]
Since it is trivial that

[If:f"]c[]:f:f],

the next lemma is sufficient to establish the needed inequality.
Lemma (2.2). — Let p be in m(&,) or in m(0,). Let
k
P I] p@ p,:il;llpiy P’,zp/ﬁ'>
where p; generate distinct prime ideals. Then we have
LO[L: ¢ [L: p"]>D0.
Proof. — We only prove the &, case, the 0, case being entirely the same. We put

k
J= 2T, 11 p;.
1= JF
We want to prove that JOL,DJ*. It is trivial that JOIL,. Now J? is generated by
Opm
q”/m pj H H pt

ox; s#a $Oxpt4m

for 4,l=1,...,n and j,m=1,...,k If j*m, gy,ep’#,. If j=m

0 0
Giiem = p]Hl’(ﬁ puHP:)E[’f-l- Pg;

OX;s+j " \0Xx, usmoOxpt+u

By Lemma (1.4) we have p"el,. Hence
(¥ F+1,)rCl

This implies that J*CTI,. In the same way we prove that JD[L,:p"] DJ*. Here
we use the fact that p™e[L,:p""], for whose proof it is sufficient to read the proof of
Lemma (1.4). Therefore we see:

LOJ*D[L: p"1™ [L: p"]12]"D L.
Thus the lemma is proved.
Now we continue the proof of the theorem. From the normalization theorem for
rings of formal power series (e.g. Nagata [20]), we have a coordinates system (xy, ..., %,)

such that the sum of Tp and the ideal generated by x,, ..., x,_, in &, contains mP(&,)
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44 MASAHIRO SHIOTA

for sufficiently large p. Then, by Nakayama’s lemma, the sum of p and the ideal
generated by x,, ..., x,_, in &, contains m?. Hence the images %,_, and %, of x,_,
and x, by projection in &,[p are integral over &(x, ..., x,_,). This property remains
valid after a small change of the coordinates system in the Krull topology. Let ¢ be
a monic polynomial in one variable with coefficients in &(xy, ..., x,_,) such that ¢(x,_,)
and ¢(x,) are contained in the product of a sufficiently large number of copies of p.
By Malgrange’s preparation theorem, there exist ¢; and ¢; in & and F, a (x,_,, x,)-
polynomial with coefficients in &(x,, ..., x,_,), such that

JSi=Fi+eln_) ¢ +o(x,) o

Hence we have

S =F 11 fitoln_y) o Il fito(x) ¢ I1 £
1¥1 1¥1 1¥1

By Lemma (1.2), f* and F, Il f, are equivalent. Moreover, by our remark (1.3), the
i*1

local diffeomorphism has the following form:

T::(xl—l—el.n.f;: D) xn+en~Hﬁ):
1%1 11

where 0; are elements of the product of a sufficiently large number of copies of p. Let
»=0, --.,,) be another coordinates system. For each j+1 there exist B, ..., B
in &(x,y) such that

Ji(x42) =/(x) + c§1 Bji ;-
In particular,
Siot=Ffi(x+0 II f)=F(x)+ 2 Bu(x, 0 11 £) 6; 1 .
i1 i=1 t#1 t#1
Hence we have h,, ..., &, in a product of sufficiently many copies of p such that
Sior=fx)(14+k(x)) for j=2,...,n
k
As II fior=F, Il f;, we have fiot=F,/II (1+4). Therefore
t=1 i$1 iF1
foTchfl Hfi“i
i¥1

where ¢ is the sum of 1 and an element of a product of a sufficiently large number of
copies of p. Moreover the lemma below shows the existence of a local diffeomorphism ©’
such that

‘fo‘l.‘o‘b":Fi‘1 11 ﬁa;,
i¥1

and that each component of v" minus the identity is an element of the product of suffi-
ciently many copies of m.
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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 45

We consider the case when fis of the form (%), and we want to modify £, in (*)
into an (x,_,, %,)-polynomial F, with coefficients in &(x;, ..., %,_,). We need the
following facts. The integrality of x,_, and x, in &,/p over & (xl, ...s %,_,) 1s preserved
by a small change of the coordlnate system. If we define p* by the factorization (x)
in the same way as p, we have

pOp*™,  p*Ip"mod ﬂ m’

by Lemma (1.4). These inclusions imply that x,_, and %, in &,/p* are integral over

&(xy, ..., %,_,). Hence we can see in the same way as above that f is equivalent to

FpFge I1 f%. Repeating the process, we obtain (,_,, %,)-polynomials F,, ..., F,
i%1,2

k
with coefficients in &(x,, ..., %,_,) such that f and Il F{ are equivalent. Thus the
theorem is proved. =t

Lemma (2.3). — Let A be one of the rings &,, %, and O,. Let f and g be elements
of m(A) such that
gem(A)2[I: f]2
Then f+gf and f are equivalent.

Proof. — We consider the &, case. The other cases can be proved in the same
way. By Lemma (1.1), it is enough to find germs g(x, ¢), for i=1, ..., n, which
satisfy the following conditions:

ef, o
- Beino(es ) .
a0, t)=o0 (%)

By hypothesis there exist a finite number of elements b,;, ¢; and d; in &, such that
¢, de[L s f], byem* and g= lffv.}b,-jcia’j.

Y

0 . . .

Hence 6—g are contained in m[I;: f], therefore there are elements «; and B; in m,
X

for 1,5,k=1,...,n, such that

o o g . .U
Z = f= 2 B;=.
o= iox,  ox” = By ox;

Substituting in (%), we have:

n f ’II-

t=1 1 =

of

Z Bu f +(1 +£t)a—x']=é [ P aBj,t+a(I—|-gt)]a;f,

Hence it is sufficient to solve (in g;) the equations
n
oc,-:’_EIaijit—}—ai(l -+ gt).
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46 MASAHIRO SHIOTA

Let B be the matrix whose (3, j)-component is ;¢ and let I be the unit matrix. Then
the equations above become

=B+ (1+g)I)

%y, a,

Since B;, gem, the determinant of B+ (1-+4gf) I does not vanish at any point of
ox[o, 1]. Hence there is an inverse matrix G of B+4-(1+g¢) I whose components are
germs at oX[o, 1] of G® functions. Therefore we have the solution

Since «;(0)=o0, all g satisfy (**). The lemma is proved.
We can prove just in the same way as above the next corollary which is a gene-
ralization of results in Levinson [10] and [11]. We omit the proof.

Corollary (2.4). — Any element of O, (resp. of Z,) is C° equivalent (resp. equivalent)
to a polynomial in two variables with coefficients in O,_, (resp. Z,_,).

Remark (2.5). — The corollary above is valid for the complex case. We omit
the proof which is entirely similar to that of the theorem.
The proof of the theorem shows:

Corollary (2.6). — Let fi, ..., f, be elements of &, such that Il f; is factorizable.
i=1

Then there exist g,, ..., 8, in &, and ~, a local CG* diffeomorphism, such that g,o)=o for
i=1,...,m andthat all g;Xf,ot are (x,_,,x,)-polynomials with coefficients in & (x,, ..., %, _,).
The same result holds in the O, or F, case.

Since 0, and %, are Noetherian rings, we have the immediate

Corollary (2.7). — Let p be an ideal of O, or Z,. Then p is generated by 2-polynomials
with coefficients in O,_, or F,_, in a suitable coordinate system.

We remark that, by the normalization theorem and Nakayama’s lemma, if ht p=#,
then p is generated by A-polynomials with coefficients in 0,_, or #,_, in a suitable

coordinate system.
The condition “ factorizable > in the theorem is also a necessary condition for

n=2. We shall consider that case in detail in the next section.

Problem. — Let an element f of @5 (or &;) be prime. Then, is f equivalent to
a polynomial?
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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 47

Without the primeness condition, the problem has a negative answer. See
Whitney’s example [34]. The author has given an example of a formal power series
in g-variables which is not equivalent to any convergent power series [27].

3. Differentiable germs of functions in two variables

In this section we study some properties of elements of &. We saw the following
already in the previous section.

(3.1) Let f be an element of m(@,) or m(#,). Then there exists a positive
integer & such that for any element g of m*(0,) (resp. M*(F,)), f+gfis C° equivalent
(resp. equivalent) to f.

(3.2) Any element of 0, (resp. %,) is C° equivalent (resp. equivalent) to a
polynomial.
There are non-flat and non-factorizable elements in &,, for example

x* 4 exp(—1[p?).

9,

But any non-flat element is “ semi-factorizable
Proposition (3.3). — Let f be a non-flat element of &,. Then there exist a finite number

of elements g,, ..., g, of & such that f= Il g, that any two of Tg, are relatively prime and
i=1

that, for each i, Tg, is a power of a prime formal power series.  Moreover this < semi-factorization
is unique, that is, if f=1lg| is another semi-factorization, then for each i there exist a unique j
and an wnvertible element o, of &, such that g, =g .

Proof. — The first half is proved in Risler [23]. We prove the uniqueness. Let
ITg; be another semi-factcrization. Let

=11 £
i=1

be a unique factorization into prime elements of %,. We assume that each f; is
convergent and that f%=Tg,=Tg/. We only have to prove that g;/g, is well defined
as an element of &,. If f; !(o)={o}, then there exists a positive integer « such that

|fi®)]=[x]*  hence |g(x)|=[x|**",  [g(x)]=]x[* "
Since gi(x)—g,(x) is flat, gi/g,=1+(gi—g) /g, is defined as an element of &,. If
X =f7"(0) is not {0}, there exists an open neighborhood Y of X—{o} in which tl;ll fi
does not vanish and whose boundary is a union of analytic sets. The existence is showed
as follows. We consider the zero set of i£11< fi—f2); it separatess X—{o} from

U f;"*(0)—{o} and we take as Y a union of connected components of the complement
iF1
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48 MASAHIRO SHIOTA

of that set. Let Z be the complement of YuU{o}. By the inequality of Yojasiewicz,
there exists a constant >0 such that

| f1(x)| > dist (x, X)*.

Since any two analytic sets are regularly situated (see [12]), we have
dist (¢, X)>|x|® for x in Z,

for some constant 3. Hence there exists a constant y>o0 such that

| A(x)| >]x|¥ for x in Z.

We easily see that g;/g, is well defined on Z as a C* function, that it can be extended
to the closure of Z and that its Taylor expansion at the origin is 1. As

£&=£¥MH£,

1¥1
we have a definition of g} /g, on Y, extending to Y, whose Taylor expansion at the origin
is 1. We can glue together the definitions of gj/g, on Z and Y in view of the regular
situation of ZNY [12]. Thus the proposition is proved.
The proposition above is not true in higher dimensions, and, on the other hand,
irreducible non-flat elements of &, are not always prime.
Example 1. — f(x, 9, z)=xy+exp(—1/7®) is not semi-factorizable.
Example 2. — We put
S(9) =exp(—1))") sin’1 ]y,
() =exp(—1))’) cos’1 [y,
iy [0 i zo
e it s<o,
g(p) it y=o
112(})) = g -f <
Sy i y=o.
Then (@ +S)) (¢ +8() =+ + k() (& + (),

two different factorizations into irreducible elements of &,.

It may be possible to generalize the uniqueness in the proposition above for higher
dimensions:

Problem. — Let f, f;, g;, with i=1, 2, be elements of &, such that f=f g =/g,,
and that Tf; and Tg; are relatively prime for each 2. Then, do there exist &;, 1=1, ..., 4
in &, such that

4
S=0h, f=hh, fi=hbh,
1=
g =Mk, gG=hh?
We generalize the theorem (2.1) in the two dimensional case.
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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 49

Theorem (3.4). — Let f+o0 be an element of m(&,). The jfollowing conditions are
equivalent:

1) f s equivalent to a polynomial;

2) f is equivalent to an element of O,;

3) f s C equivalent to an element of Oy for o0<r<oo;

4) f s factorizable;

5) f~1(0) is the union of the images of a finite number of C® mappings from [o, 1] to R® such
that the images do not intersect each other except at the origin, and the F,= Z |Dﬁ 'f| satisfy
the Lojasiewicz’ inequality for i1=o, 1, e

Proof. — We already proved 4)<-1). It is trivial that 1)=2) and 2)=3). The
implication 2)=-75) is easy, and we omit it. We prove the implications 3)=4) and

5)=4)-
Proof of 3) =4). — We can assume that r=1. Let 1 be a C! local diffcomorphism
around o such that g=fot is a convergent power series. Let H g1 be the unique

factorization of g into prime elements of @,. Let H f; be a seml-factorlzatlon of f,
=1

after Proposition (3.3). We only have to prove that each f; is factorizable. We remark
that if an element y of m(é&) satisfies

|x(x)| >|x|* for some constant o, (%)

then yx is factorizable. The reason is the following. From the inequality (*), ¥ is
Co¢ sufficient (see for example [2]). Hence y is equivalent to any realization of Ty,
especially to a realization which is factorizable. We assume that f;, g; satisfy (%) for
i>k+1, j>f+1, and not for i<k, j<f. We assume that each Tf; is the «; power
of a prime convergent power series #;,. We have

fHo)="(g"*(0))=7( U g '(0))= U (g *(0))-

Since any two g; *(o) are regularly situated, /(o) consists of mutually regularly situated
curves. We see also that any two f;"!(0) are regularly situated. This means that for
each 7</ there exists a unique j<k such that f; '(0)=7(gi'(0)). We can assume
that j=1¢ We see that /=F% as follows. If ¢<k, f(x) converges to zero with infinite
order when x—o0 along the curve %;'(0). Hence g(x) converges to zero with infinite
order when x—>o0 along the curve (k,07) '(0). But this curve is regularly situated
with respect to g~ '(o). This contradicts the second property of 5) in the theorem.
(It is sufficient that the curve is of class C!.) Hence we only have to prove that f, is
factorizable. Let U be a small neighborhood of g;'(0o)—{o}. Put

o(x)=g(x) [dist(x, g *(0))™

249
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on U—g;'(o). Then p(x) can be extended to the analytic curve g;'(o)—{o}, and
the restriction of the function to the curve does not take the value zero and converges
to zero with finite order when x—o. This follows from the Y.ojasiewicz’s inequality
if we consider the case where g=g, and «;=1. Put

o'(x)=go!(x) [dist(x, f;*(0))™
on 1(U)—f"(0). Then we have

K dist(v7(x), g7(0)) dist(x, f{*(0)) <K' dist(v™ (), £ '(0))
for xet(U)—f;"'(0) here K and K’ are positive constants. Hence

Loor '(x) <p'(x) SL'por'(x)

for xet(U)—f; (o), where L, L’ are positive constants. Therefore p’ has the same
property as p. We see easily that

[p’(x)]ﬁcl 2 |DPf(x)| for some constant ¢ (%%)

Since f; —Afi is flat, A{i converges to zero with an infinite order when x->0 along the
curve f; '(o)—{o}, hence so does k. This means that h;'(0)+{o}. Moreover it
follows that the curves f;"*(0) and k7*(0) have a contact of infinite order at the origin.
Now we show that o;=a;. If «,<ai, then for any B such that |B|=a,, DPAfi(x)
converges to zero with infinite order when x—>o0 along the curve f; !(o)—{o}, hence

so do D®f, and ¢’ for |B|=a, by (**). This contradicts the property of p’. If «,>aj,
we have

{x|D¥f,(x)=o0 for all |y|<a;}Df; (o).
On the other hand the ideal of 0, generated by TDYf, for all |y|<a; is of height 2.
Hence the set of common zeroes of D¥f; |y|<a«; is{o}. Thisisa contradiction. Thus
we proved that «,=a;. Let p be the ideal of &, generated by all TDYf, with |y|<a«;.

Then we see that the radical of [p: 4] is m,. Hence there exist elements y, in &,
with |y|<e«; such that

T(I E 1 DY) = by (57" + 57)

where x=(x,, %) and N is sufficiently large. We put

o= X yxD.
[yl <oy

By Proposition (3.3) there exist elements ¢, and ¢, in &, sach that
9=0,05, To,=h and Te,=x 424"
Since To, is prime, ¢, is equivalent to a convergent power series. Obviously, for any

point @ near o, T, f; is divisible by T, ¢, where T, denotes the Taylor expansion at a.
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Hence, in view of a theorem in Malgrange [12], f; is divisible by ¢;. Repeating this
argument, we see that there exist elements ¢, ..., ¢;, such that

&1
fi=lle,;, To,=*r for all i,
im1

¢1; '(0)=¢5;'(0) for all ¢, j.

Applying once more the theorem of Malgrange, we may assume that ¢, =...=g, .
Hence f, is factorizable. Thus we have proved 3)=4).

Proof of 5)=>4). — Since f satisfies the Y.ojasiewicz’ inequality, f is not flat [3]
»
Let IT g; be the semi-factorization of f in Proposition (3.3). Let Tg; be the a,-th power
i=1
of a prime formal power series %;, which we may assume to be convergent. Then we
only have to prove that g, is factorizable. From the proof above we can assume
k(o) +{0}. By theremark below, A *(0)—{0}is an analytic curve with two connected
components A, and A,, and the theorem of Bruhat-Whitney shows that the closure
of each component is the image of an analytic mapping defined on [o, 1]. Then the
composition of the analytic mapping with f is flat. Let

@ [0, 1]>R* for i=1,...,n(>2)

be the mappings in condition 5) such that ¢,(0)=o0 and each element of {image ¢,}
is not regularly situated with respect to A7 *(0). We will see that n=2. Assume that
the elements of {image ¢;};_,  , are not regularly situated with respect to A;. We
choose a coordinate system (x;, %,) so that A, is tangent to the positive x, axis. Then,
for sufficiently small ¢>o0, there exist real numbers ¢, for i=1,...,n" such that
5;=(t, @;)eimage ;. Consider the restriction of f to the segment jointing s;, then the
¢; flatness of f at 5; for ¢=1, ..., n’ implies the existence of a point 4 on the segment

’

n
where the 2 (¢;+ 1)—1-th derivative of the restriction is zero. This means that

i=1

. . oM .
2(¢;+1)<a,. By the way, from the assumption, it follows that P never vanishes
Xg

on any sequence of points which has a contact with A7 '(0)—{o}. Hence F, _;oq,
(for i=1,...,n') does not vanish except at o, if n'>2. But those functions are flat
at o, and any sequence of zeroes of F, _, which has a contact of infinite order with A,
is contained in Uimage ¢;. This contradicts the assumption that F, _, satisfies Loja-
siewicz’ inequality. Thus we proved that »’=1, hence n=2. This argument also

shows that, for small ¢>o, the line {¥; =1} intersects the image of ¢, at only a point.

08,

Moreover we see that — vanishes and is regular on the image of ¢,. Now, since

%x1
X1

the hop; are not flat at o for =2, 3, ... and j=1, 2, neither are the go¢;. Hence
giop;=o0 for i1=1, 2.
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7
We apply the proposition (g.3) to 5 ofl_l . Then we have the semi-factorization

v [
Il g of the function. Here we can assume Tgi=4#, and g '(o)=g;'(0). Hence

1=1
the image of ¢, is transformed to a semi-analytic set by a C* local diffeomorphism
around o. Choosing a suitable coordinate system, we can assume that

e, (1) =", a(t)) = (x,, x,)
where a(¢) is G* on [o, 1]. Put

H, (x1 if >
Hi=hop, and {(x, x5)= 1(417) ] 120
0 if  x,<o.

Then, since H, is flat, ¢, is a flat element of &,. Let ¢, be the Whitney function defined
on the image of ¢,, which is the restriction of ¢, (see [12]). In the same way we construct
a Whitney function §, on the image of ¢,. Because the images are regularly situated,
we can extend ¢, and ¢, to the set g; }(0) and hence to a neighborhood of the origin.
Let ¢ be the extended germ. Then ¢ is flat and satisfies

\Po@i:hlo'cpi for 1= I, 2.

Put h;=h,—{¢. Then A{ is equivalent to a convergent power series and satisfies
ki ~*(0)=g;*(0). Applying Malgrange’s theorem in the same way as in the proof of
3) =4), we prove that g, is divisible by 4; and even by 4;* from the assumption. Thus
we have proved that 5)=4).

We used in the proof above the case n=2 of the next remark.

Remark (3.5). — Let X be the zero set of a prime ideal of O, of height n—1. Then
X —{o0} is empty or has two connected components.

Progf. — We will only prove the case n=2, the other cases being proved in just
the same way. Let f be a prime element of m(0,). Then we want to show that
f*(0)—{o} is empty or has two connected components. We assume that f~*(0)=+{o}.
Let X, be the closure of a connected component of f~'(0)—{o}. Then, by the theorem
of Bruhat-Whitney, there exists an analytic mapping ¢ from [o, 1] to R2 such that the
image is X;, ¢(0)=o0, the set of singular points of ¢ is {0} and ¢ is injective. Let
o(t) =(9,(), 2(¢)). We may suppose through a change of the coordinate system that

cpl(t):tka Po(t)= PN a,t%, a,€R,
a>k

where the greatest common divisor of all the numbers in A={«€Z|a,#+0} and of &
is 1. Then we can extend analytically ¢ to [—e, 1] with >0 so that the extension
is injective and that its set of singular points is {o}. We use the same notation ¢ for
the extension. We may assume c=1. It is trivial that f~'(0) D¢([—1, 1]). Let
@¢ be the complexification of ¢ defined on a small open neighborhood U of [—1, 1]
in C. We see easily that g is injective and its set of singuler points is {o}. Hence
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the image of U—{o} by ¢; is a one-dimensional complex manifold and is contained
in a complexification of f~'(0). By a theorem on p. 101 of Hervé [4], ¢,(U) is an
analytic set in an open set of C?. Hence the intersection of the image of ¢, and R?®
is an analytic set in an open set of R% It is sufficient to prove that

image ocNR®=image ¢ (%)
Let t+0 be a point of U such that ¢g(¢)eR%. Since ¢,(¢t)=1, we see that

t=sexpimi/k with {=o,...,2k—1, s real

Then the set of points of U whose images by ¢, are real is a real analytic set in U of
dimension one if we regard C as R? and ¢, as a real analytic mapping from U to RZ
Hence the set of points of U whose images by ¢ are real is a real analytic set of dimension
one and is a sum of lines {s exp/wi/k|sreal} for /=o, ..., 2k —1. Let {sexp¢ni/k}
be such a line. Then

oo(s exp lmifk)= X a,(s exp{nilk)*
aEA

is real for any real s near 0. Let o, be the smallest element of A. Then a, (s exp ¢ni/k)*
is real for real s. The reason is the following. If it were not so, the numbers
Y a,(explmifk)*s*~* and  a, (expémifk)*
o>,

would not be real for some real s arbitrary close to 0. But their sum is real, the first
converges to zero when s—o and the second is a constant. Thisis a contradiction.
In the same way we see that the a (s exp ¢wi/R)* for « =k +1, ... arereal. This means
that fa=omod %2 for acA. Because the greatest common divisor of A and % is 1,
!/ is equal to zero or k. Hence we have (*) which proves the remark.

4. Other results about differentiable germs of functions

The author showed in [25] a sort of inverse of Lemma (2.3). But the proof
was faulty, so we again prove it here, in a generalized form.

Proposition (4.1). — Let f be an element of m(0,). The ideal [I;:f] contains m%(0,)
Sor g=o0 if and only if there exists r>o0 such that for any g in m'(0,), fg+f is C® equivalent
to f. Here we assume g(0)>—1 if r=o, and the correspondences qi>r and r>q are given
by r=q+2, q=r respectively. The same result holds for Z,.

Proof. — ¢ Only if ”* follows from the proof of Lemma (2.3). For “if”’, we detail
the case r=o0 as follows. For the other cases, the proof is the same, and we omit it.
«“If tfis G® equivalent to f for any constant ¢>o, then f is contained in m(0,) I, .
Let a natural number % be fixed. Let Adiff, be the set of local analytic diffeo-
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morphisms around o in R". Let Adiff;} denote the set of -jets of elements of Adiff,.
Then Adifff is contained in a Euclidean space. We put

A={(t, 7) R X Adiff*| ff = for mod m**+1(0,)},
B={reAdiff*| HeR s.t. tf = for mod m**1(0,)},
C = {+eAdiff* | f=for mod m:+1(0,)}.

Since A and C are algebraic sets and groups, they are Lie groups. Because B is a
projection of A, it is a semi-algebraic set. Hence B is also a Lie group, and C is a Lie
subgroup of B. From the assumption, there exists v, in Adiff, for any te(o, 1], such
that ¢f=for,. The cardinality of the set of 7, whose Jacobians are greater that 1/N
at the origin for a sufficiently large N is the continuum. Hence there exists a
sequence #y, ¢, ... converging to s in (o, 1] such that {r,} converges to =, in Adiff}.
Take subsequences of {#/t} and {r,iortj_. 1} if necessary, and assume that s=1 and
v,=identity. This shows that C is of codimension one in B. Consider an element
of Adiff} as n polynomials. Then there exists an analytic mapping (¢, x)=(q,, ..., 9,)
from (—e¢, ) XR"” to R” with £>0 such that for each te(—z¢,¢)

(1+1) f(x) =foo(t x) mod m**1(¢),),
o(t, x)eAdifff, and  ¢(o, x) =identity.
We put F(t, x) =foo(t,x). Then there exists g(¢, x)e0@(t, x) such that
oF
F(t, ) =F(0, %)+t (0, )+ (s, ).

Hence we have for each te[—¢, €]
Sf(x)=(foo(t x)—foq(o, x)) [t mod m**1(0),)
. o of 09;
= Ela_xi (%) I (o, x)+1tg(t, x).
This implies
_ - of o9,

fw=32 3, (9) 1 (0 9) mod m(0,).

do.
The relation ¢(f,0)=0 means that a—q;'(o, x)em(0). Hence, from the closedness of

any ideal of 0, in the Krull topology (Krull), we deduce fem(0,)];.

Here we used a consequence of the theorem of Zariski-Nagata, namely the fact
that an element of @, is prime in @, if and only if it is prime in &,. This is not generally
true in the &, case. But

Proposition (4.2). — Let f be an element of m(0,). Then a factorization of f in irreducible
elements of &, is the unique factorization in prime elements of O,.

We shall generalize this to the global situation in the next chapter.

264



EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 55

Proof. — We need a result of Tougeron [31]. Let g, ..., g be C® functions
defined in the neighborhood of oeR” Let J, (g, ..., &) denote the ideal of £,
generated by T,g,, ..., T,g, where T, is the Taylor expansion at a. Then the func-
tion htJ,(g,...,4) in a is lower semi-continuous. We only have to prove the
following:

Let g, and g, be elements of &, such that g,g,=f: then there exist elements ¢,
and ¢, in &, such that ¢, g, and ¢,g, are analytic and that o,¢,=1.
k

Let f=1I £ be the unique factorization in prime elements of 0,. We can
assume that '’

k k
Tgl = ‘l;Ilﬁai , ng = tlglﬁat - ai.

We prove our assertion by induction on k. The case 2=o is trivial. We suppose
the assertion true #—1. Let ¢ satisfy o«;—oa;>a;—a; for any j. Then

htJo({Dagz}m]Sai—a;)ZQ-
Hence by Tougeron’s result

ht J,({D®g,}16) <a;— ) > 2 for a near o.

If fi(a)+o0, obviously T,g, is divisible by T,f%. If f(a)=o, T,g, is not divisible
by T,f%~%+1, Hence T,g, is divisible by T,f* for any . From a theorem of Mal-
grange on p. 82 of [12], g, is divisible by . Hence we may assume that «=o0. Then

ht Jo(g:, /) > 2,

consequently

ht J,(g,,f;)>2 for a near o.

In the same way as above we see that g, is divisible by f%~%. By the induction assump-
tion on &, this completes the proof.
We now have a result about the C° equivalence.

Theorem (4.3). — Let f, g be elements of m(0,) such that f and g have the same sign at
each point. Then f and g are C° equivalent.

Proof. — We define vector fields near the origin by

2 2 5 2
X, = 9 V) X,=(£ .., %)
0x, ox, 0x, ox,

Then X, and X, are non-singular on {x|f(x)#+o0}. Using them, we will construct a
local homeomorphism 7. We first define 7 except on f '(0). Let A be the set of x where
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EX,=tX, for some k>0 and ¢/<o with A*+4#>o0. Then A is a semi-analytic set,
contained in f~'(0). The reason is the following. We have

B n aj‘2 n ag 2 B n af ag
{52

Hence A is a semi-analytic set. Assume that A is not contained in f!(0o). Then,
from the theorem of Bruhat-Whitney it follows that there exists an analytic curve in
A —f7'(0) one of whose ends is the origin. By the assumption we have fg>o0 on the
curve. We consider the restrictions of f and g to the curve. They are monotone.
If one of them is monotone increasing, then the other is monotone decreasing. As
they are zero at the origin, we see that fg<o on the curve. This is a contradiction.
Hence A is contained in f~'(0). We put

/i (af(x))2 D (ag<x))2 e $ ) %)

ox;, | i=1\ 0x;

Ez[(x, t)eR"xR

Then E is a semi-analytic set. Let n(x) be the function on R" such that the graph of
t=mn(x) on R"—f~%0)is ENn(R"—f"'(0)) xR, and that n(x)=o0 on f (o). Then,
by a property of semi-analytic sets, v satisfies the f.ojasiewicz’ inequality. Moreover,
if f is analytically parameterized, the inequality is satisfied on the product space of R"
and the domain of the parameter. This means that, also in the parameter case, (o)
contains the intersection of A with a neighborhood of f~'(0). Let r>o0 be a constant.
We put

S,={xeR"| |x|=r}, f| =f, and g| =g,.
r Sf
Let X,, X, be the tangent components of X,| , X,;| respectively. Then
. 6 T T . O__)
X, =X, —<X,, Ox) x’;, Xg'_—_Xg—<Xg,Ox>]_x|{2.

We define A, by X; and X in the same way as A. We consider that f,, g, are
parameterized by r>o. Then f~!(0o)—{o} contains the intersection of L>JOA, with a
neighborhood of f~!(0)—{o}. We put

A=A—f"(0), B=(UA)uio}.
Then we see that B is a closed semi-analytic set. Let ¢ be a G function on R"—{o}

such that o<o<1, the values in a neighborhood of f~'(0)—{o} are o and the values
in a neighborhood of B—{o} are 1. Let Y be a vector field on R"—f"!(0) defined by

Y=X/1X,| + X,/1X,|.
Then Y has no singular points. There are vector fields Y, and Y, on R"—f"*(0). such

—
that Y, is the Ox component of Y at each point x, and Y, is the orthogonal component.
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We write Y'=¢Y;+Y,. Then Y’ has no singular points and satisfies Y'f>o0, Y'g>o.
Let a point x be sufficiently close to the origin and such that f(x)+0. Then there exists
a unique y on the integral curve of Y’ passing through x such that f(y)=g(x), and the
mapping t:x—>y 1is continuous. The reason is the following. Let r>o be fixed.
The vector field Y’ is tangent to S, at any point of S, in a neighborhood of f~*(0). Hence
all integral curves passing through points of the interior of S, never intersect with S,
at any point close to f~*(0). Let « be the minimum of | f,| outside of the neighborhood
of f7'(0). Then we have the solution y=r=(x) for x such that |x|<r and |g(x)|<u.
Hence = is well defined in a neighborhood of 0. The continuity is trivial. This shows
also that t can be extended to (R"—f~1(0))uU{o}. We replaced Y by Y’ in order to
extend 7 to the origin. For the extension to the whole space, we shall moreover modify Y.

Let {C;i=1,...,m} be the stratification of f~'(0) in Mather [14]. That is,
the G, are analytic manifolds such that

.L_JlCi:f-l(o)’
CDoG if CnGCj*oe,
and there exist a tubular neighborhood U; of C; and a diffeomorphism =;: G;xD;—~ U,

for each i, where D, is a closed disc centered at o with radius 1, such that

1) w; is the identity and
C;x0

2) if G;C C;, for any x€C;NU; we can choose uniquely yeC; so that

We consider analytic approximations of the maps =;, ¢=1, ..., m which satisfy the
condition 1). We use the same notations =n;, U;. Then they do not generally satisfy
the condition 2). We shall modify =;so that 2) is satisfied. Let G;, C; be strata such
that C;>G;. We define a modification for (C;, G;). Let p;, ¢; be the projections
of C;xD; to the first component and to the second, respectively. Define

et GxD;— CxD; by  pylx, &) =(x, t&)
for 0<¢t<i1. We put
ﬁijt(z):Wj(ﬁj°7fj_1°ﬂi09iz°ﬂi—l(z): giom; '(2))

for z2eU;nV;, where V;=m(C;x{|&|<g/10}). Then, if the approximations are
strong enough, w;, is well defined and is a diffeomorphism from U;NV; into U;.
Let y:R—R be a G* function such that

o if x<i/s,

1x)= 1 if x>2/3,
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and x(x) is analytic and monotone on (1/3,2/3). We put

N Tijx(lpj°771(2)lz)(z) if ZEUan]
7;(2) if  zeU,—V,,

U= (U5, U;z"j(AjX{IEISI/Q}),

Tij(z)

’ ’
o =T40m;, and T =T;0p0;p.

We assume the approximations sufficiently strong. Then
w2 CGxD;-»U; and =: GxD;»U;

are diffeomorphisms, satisfy 1) and 2), and are analytic except on a semi-analytic subset
of G;xD;. Here the semi-analytic set is a sum of fibres of the projection p,. Let C,,
C;, G, be strata such that G, CC;, G.C (_]j. Then the same modifications of =;, =,
7, as above can be done at once for (C,, G,) and (G, ;). Hence we first modify
all the pairs (m;, m;) such that dim C;=dimf '(0)=n, dim C;=n'—1 and then all
the pairs (m,, ;) such that dim Cy=n»' or #»'—1, dim G,=n"—2. We proceed with
the modifications in this way. Then we have diffeomorphism =;: C;xD;—U;, for
t=1, ..., m which satisfy 1) and 2) where each =] is analytic except on a semi-analytic
set. Here the semi-analytic set is a sum of fibres of the projection p;, and the restriction
of m; to the semi-analytic set is analytic except on a semi-analytic subset of smaller

dimension and so on. We order G, G,, ... so that
o=dim C,;<...<dim C,.

Since we consider functions in a small neighborhood of the origin, we have dim C;=o
only if :=1. We write Y,=Y. Let a fibre of U;—C, be fixed. Let x be a point
of the fibre. Let Y,, be the component of Y,, tangent to the fibre. Then the ¢ quasi ”
analytic property of =, shows in the same way as for Y that the vector field Y, is non-
singular in a neighborhood V of C,. Let ¢, be a C® function defined on R"—C, so
that o<¢,<1 and

1 outside of V

P2 o in a small neighborhood of C,.

We put
Y=Y, 4 (1—9,)Y,.

In the same way we define Y; for G, and Y;. Repeating this process, we get a vector
field Y,, and a mapping ' :xp such that f(y)=g(x) and x, y are contained in the
same integral curve of Y,. We saw that v defined by Y’ could be extended to
(R*—f~1(0))u{o}. This method shows that 7’ can be extended to f~'(0). Hence
fotr'=g. It is trivial that the extension is a local homeomorphism around o. The
proof is complete.
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Remark. — 1t is natural to ask the following question. Let f,; ¢ be elements of
m(@,). If there exists a local homeomorphism = such that for and g have the same
sign at each point. Then, are f and g C° equivalent?

This is wrong. There is a counterexample in King [7].

Remark. — As a special case of the theorem above, we see that f and fk are C° equi-
valent for any f in m(@,) and % in 0, such that £&(o)>o. Moreover, this statement
is true for any germ % of a C' function whose value at o is positive.

Proof. — In the above proof, we modified the vector field Y=X,/|X;|4+ X [|X,|
on R*—f"1(0) into Y,, in order that
1) the diameter of the subset of each integral curve of Y, of points whose distance
from f~'(0) is smaller than ¢>o0 converge uniformly to o when ¢ decreases to o,
and that
2) neither Y,, f nor Y, g vanish anywhere on R"—f"*(0).

Since g=/fh is not analytic, it is not acceptable to consider the vector field Y. Hence
we modify X, on R"—f"*(0) to X, in place of Y. By the same argument as in the
proof of the theorem, it is sufficient that the modification X, satisfy 1),

2)’ X! f vanishes nowhere on R*—f"'(0) and

2)"" X! fh vanishes nowhere on R"*—f"1(0).

The conditions 1) and 2)’ are easy to be satisfied. For 2)’’; we use the idea of the
method of majorant as follows. We saw already the C° equivalence of f and af for any
constant a>o. Hence we may assume that A(o)=1. Let y=(y,, ...,7,) be other
variables. We set

§e)=f() (14 Z i), Fle) =)
and X = (X4, 0).

We regard X as a vector field on (R"—f"(0))xR" Let K be a compact subset of
the y,, ...,, space. By the way, we easily see that

o (%)
ox;

/W< 3

X

in a neighborhood of o, where 4’ is a positive constant (e.g. [30]). This implies that

n 2 n

o wof o ~of
Xg—El_x'i (1 +E1)’j"j) +‘§1f5;¢yi>0

on the intersection of a neighborhood of {o}x K and (R*—f"!(0))xR". By the implicit
function theorem, there exist C° functions y,=y,(x) for i=1, ...,n such that the
og og ..
gradient of g=/fh is the multiple of (i (%, 9(%)), « s 5—5 (%, y(x))) by a positive valued
1 n
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C° function a''(x). Let K be the image of a small closed neighborhood of the origin
by y(x). Then

X, fh(x)=a"(x) Xg(x, y(x)) >0

on the intersection of the neighborhood of o and R"—f !(0). As in the proof of the
theorem, we can preserve this inequality when modifying X, to X, ..., X] . There-
fore the condition 2)” is satisfied. Thus we have proved the remark.

The proof of the theorem above works also in the global case. Hence we have,

r

for example,

Corollary (4.4). — Let f, f, be analytic functions on a compact real analytic manifold,
and S; be the set of singular values of fi. Assume M=f'(S,US,)=/5 *(S,US,) and
f1’ =f, Then f, and f, are C° equivalent.

M

M

From the remark (2.5) and a result in [31], we have the following. Let f be
a convergent power series in n variables over C such that f(o)=o, let s be the codi-
mension of S, the singular set of f~'(0) around o in C". Then f is equivalent to a
C-polynomial in s variables with convergent (n—k)-series as coefficients. Here s is 2
except when f is a power of a prime element. But the codimension s’ of S'=SNR"
in R" is not always 2 even if f has coefficients in R and is not a power of a primé element.
Hence the next theorem is not implied immediately by the theorem (2.4). We remark
that S’ is the subset of f~!(0) of real points around which f is not a power of a regular
function.

Theorem (4.5). — Let f be an element of m(0,). Let r be a non-negative integer. Then
S is C equivalent to a polynomial in s' variables with convergent (n—s')-series as coefficients.

For the proof we need the following lemmas which are the G cases of the
Lemmas (1.1) and (2.3), and a refinement of (1.2). The proofs are the same and
we omit them.

Lemma (4.6). — In Lemma (1.1), we assume the C differentiability of a;(x,t) if r>1
and Lipschitz’ condition if r=o0 1in place of the C® differentiability. Then f and g are
Q" equivalent.

Lemma (4.7). — Let f(x) be in m*(&) (resp. m*(0,)). Let yy, for i,j=1,...,mn,
be variables. Then there exist elements by(x,y) in m(&, ) (resp. m(0, ) such that
(%) 5. ) of(w)

ox g oo )—.f(x)_‘_1 2 .yij axz 8x]-

j =1

H

St Byt

and bi(x,0)=o0 for 1,j=1,...,n
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Lemma (4.8). — In the Lemma (2.3), we assume that g is an element of the ideal generated
by m*(A)[1,:f1® in the ring of germs of C'+' functions for r>1. Then f and f+fg are
C’ equivalent.

Proof of the Theorem (4.5). — We proceed in the same way as we proved the
Theorem (2.1), and we use the same notations f, f;, &, f' and p, replacing &, by 0,.
We assume £>1. By Lemma (2.2), S’ is the zero set of p. Let q be the ideal
in @, of germs vanishing on §’. Then we have ht g=s". Hence, from the normalization
theorem for the ring of convergent power series, we have a coordinate system (x,, ..., x,)
such that the sum of q and the ideal generated by x,, ..., x,_, in 0, contains m?(0,)
for sufficiently large p. Let ¢ be a monic polynomial in a variable with coefficients
in O(x,, ..., %, ) such that ¢(x, . ,,), ..., ¢(x,) are contained in the product of a
sufficiently large number of copies of q. Then we remark that by the Lojasiewicz’

inequality, the ¢(x;)/g(x) are germs of C’ functions for j=n—s"+41,...,n where

s’

n 3f’(x) 2 . , . .
gx)= X 5 . From Weierstrass’ preparation theorem there exist ¢, ..., ¢
i=1\ ox;

in 0, and F,, a (x,_, .4, ..., x,)-polynomial with coefficients in O(x, ..., x,_,),
such that
.f1:F1+<P(xn~s’+1) o1t —I_Cp(xn)cps"

Hence we have

S'=F 1l fit o oo Il it +olx)e II fi.
i+1 i¥1 i*1
Apply Lemma (4.7) to f'. Then replacing y; by
(ol a) e L Syt )

if i=j, and by o if z#j, we have
, : of’
F T fi=f (...,xi—l—z blx p(¥)] -, )
1¥1 i=1 6xj

We denote the local C” diffeomorphism by . Since &;(x, 0)=o0, we have A(x,¢), ...,
h,(x,t) in m(0, ) such that

Jiom=Ji(*) (1 + % (9% g 1) @1+ - ) [8(x)])s

hi(x,0)=0 for j=2,...,n.
Hence there exists ¢(x, ¢) in 0, ,, such that ¢(x,0)=1 and

for=cls, (@l )i+ eWIFH IT £,

We put F=F=[[ f%. Let & be the sum of the squares of generators of m(@,) I : F].
i¥1

Then the zero set of 4 is contained in §’, and we may assume from the beginning that
the ¢(x;) /gh are germs of C' functions for j=n—s"+41,...,n. Hence, by Lemma (4.8),
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F and for are C' equivalent. Here we remark that the singular set of F, Il f;is S".
i1

This means that we can use again o¢(x,_,_,,), ... when we transform f, into a

(%,_¢ 415 - - 5 %,)-polynomial F, with coefficients in @,_,. Therefore we see in the

same way as above that f and F{1F32 f*. .. are C" equivalent. Repeating this process,

we prove the theorem.

Remark. — Let f, f' be as in the proof of Theorem (2.1). Suppose that the height of the
n (o N2
ideal {Tg| geé,, g/ _21 (Efx_) is a well defined continuous function germ in F, be h. Then,
i= ‘
3

Jor any r<oo, fis Q' equivalent to a polynomial in h variables with germs of G functions in
n— h variables as coefficients.

5. Homomorphism from %, to &,

Reichard [22] and the author [27] showed the existence of a homomorphism
from %, to & the composition of which with the Taylor expansion is the identity
of #;. Van der Put [32] generalized it (see Theorem (5.4)). Here we show another
generalization.

Theorem (5.1). — There exists a homomorphism S from F, to &, such that T oS 1is the

des
identity of F, and that for any f in F, we have S(Zi) = ( a’xf) .
x

For the proof we need a theorem of Malgrange [13].

Lemma (5.2). — Let @ be a C° mapping in 2m—+1 variables x, Y=(9;, ..., V)
and Z=(zy, ..., z,) in a neighborhood of (0, Y,, Z,) with values in R™. Suppose that there
exist formal power series HeZF™ such that

dH(o) dH
H(O) =Y03 di = ZO dnd T(O,Yo, ZO)CD (x, H, 7’6—) =0,
. . oD dH\ .
Suppose that the determinant of the matrix Loy, 7, AR H, I not zero. Then there

exists Fed® such that

TF—H, (D(x, F, E)=o.
dx

Proof of the theorem. — Let A be a subring of %, =% (x) containing R such that

... dg, .. .
for any { in A, the derivative 4% is contained in A. Let ¢ be a homomorphism from A

d d
to &, such that To¢ is the identity and that for any { in A we have (p(—) = (¢%) .

dx dx
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Let X denote the ordered set consisting of the such pairs (A, ¢). We define the order
as follows. Let (A, ¢), (B, ¢) be elements of X. Then

(A, 9)<(B,¢) if ACB and ¢| =g9.

Apply Zorn’s lemma to X. Then X has a maximal element (A, ¢). We shall prove
that A=%,. Assume that A is a proper subset of #,. Let { be an element of &#;
not contained in A. Let A, be the ring generated by g, %, ... over A and let
Alty, ¢, ...] be the polynomial ring in &), ... with coefficients ip A. We have a natural
homomorphism 6 from A[f, ...] to A, defined by G(ti)zj—;c—. for all . There are

A
two cases to consider:

1) 0 is injective, or
2) 0 is not injective.

Case 1. — Let f be a realization of g, that is, feé, and Tf={. Then we have
4T _df
d dx'’
that (A., ¢ )eX, (A, ¢)§(AC, 9’'). This contradicts to the maximality of (A, ¢).
Hence this case cannot occur.

It is trivial

an extension homomorphism ¢’ of ¢ from A, to & defined by ¢

Case 2. — Let p be the kernel of 6. Weset p,=pnA[{, ..., ¢]. Then p= U p,.
Let m be the minimum of n such that p,+o. "o

First we shall prove the existence of a homomorphism ¢’ from Aft,, ..., ¢,] to &

extending ¢ and such that

do't :
(%) Tog'(t)=% o¢'t=—3 for i<m, ¢| =o.

dx* - Pm
We regard elements of p,, as polynomials in ¢, with coefficients in Af[t, ..., ¢,_,].
Let p be an element of p,, whose degree takes the minimum value in p,. For any
element ¢ of p,,, there exist p’ in A[f, ...,%,] and ¢" in A[¢, ..., ¢,_4]—{0} such
that
(%) o =qq
The reason is the following. Let us divide ¢ by p. Then there exist p’, rin A[ty, ..., t,]
and ¢’ in A, ..., t,_4]—{0} such that

qq¢ =pp’+r, and degree r<degree p.

Since rep,, we see that r=o0. Hence (¥x). We put
p=Xa,t*, with a=(a, ..., o,)eN" g €A,
o
m

t=(lyy -+ s ty), = Il 8.

1=1
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We set
P, ..., t,)=2o(a,)t%

and, if m=o

da
Dolty, 1)) = 2 “T;tg‘l‘ t12°‘aatg—1’

do(a,
Py(t, ) = Z%tg+t12“<?(‘la) 1.
We put m'=max(1,m). Let ®=(&,...,P,) be the C® mapping in the
variables ¥, ¥, ..., %> 2, ..., %, defined by
if m>0) ®1=2’1—)’2: "*)q)m—l:zm—l__ym’
q)m:P(.yI’ By o evs Zm),

if m=o, @, =Py( 1, 7).

m' —1
Then H= (C, 515 d ¢

de’ 7 dxm

To (x, H, d——H) =0.
dx

) is a formal solution of

oD dH 0 d ar
The determinant of the matrix Tﬁ(x’ H, EZ) is %ﬂ (C, d—z, ce —d—xg) Since

0 ..
8—1511():0’ ..., t,) is not zero and of smaller degree than p as polynomial ip £, the minima-
" 0 0 d ar
lity of the degree of p implies that % is not contained in p,,, that is, 4 Z, —C y s _C

oty ot \ " dx ax™

is not zero. Hence we can apply Lemma (5.2). Therefore there exists a solution

F=(F,...,F,)e&"

dF d'F
of TF=H and (I)(x, F, ~d—) =o0. Let us define an extension ¢’ of ¢ by o'(f)= s
x x
dH d"F
If m>o0, o(plt, .-, tm))zP(F, T W):O' Hence pep,, and we have
x x

9’'(¢9)=o0 for any element ¢ of p,, by virtue of (¥%). Hence ¢’ satisfies (). If m=o,

we have i(p(to)): Q(F): P, (F, g) =o0. Hence ¢(p(t,))=P(F)=o0. This means
dx dx dx

that p(f,)ep,. Therefore we can prove, as the case m>o, that ¢’ satisfies (*).

Secondly we shall extend ¢’ to A[f,, £, ...] so that, if we use the same ¢', then
dig't,
%k "t = — and "I =o.
(%) o'li=— ? ’
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dig't,
We define the homomorphism by CP'ti=_a,?7—0 for 1>0. Then we only have to prove
X
that 9’| =o.  Let p be the linear transformation of A[z,, ...] defined by
P
da
P(a)za for aeA, o(f)=tyy,
and o(f)=o(f)g+Selg) for f, geAll, ...].

’

Then we have o’ =—(—U—F for any feAlt,, ...]. Hence any composition go. ..o
PN dx y 0 y p P P

is mapped to o by ¢’ if fis. Therefore, for the proof of (*#x) it is sufficient to see that
if fis an element of p there exists f' in A[¢,, ...]—p such that ff’ is contained in the
ideal a generated by p, o(p), pop(p), ... . We prove this by the induction on the least
integer n such that fep,. If n=m, the assertion is already proved. We suppose it
true for n<k—1, and assume that fep,, fép,_;. We easily see that

1
—_——

po- .. 0p(p)=0ln it Tnsi>
where geAlty, ..., 4] —Pns Gnii€Alty, ..., 4 _4] for 1>1. We regard the elements
of Alt, ..., t] as polynomials in ¢ with coefficients in A[¢t), ..., ¢ _,]. Dividing f
by ¢#,+ ¢;, we see that there exist f' in Afty, ..., ,]—P,, & In Alty, ..., %] and £
in Afty, ..., t_,] such that

' =g(gt+q) +h
Since ¢t,+q,eaCp, we have hep. By induction, there exists ' in A[t,, ...]—p
such that Ah'ea. Hence ff'h’ea. Thus (x*%) is proved.

Finally, we induce a homomorphism ¢’ from A, to & by ¢’. The condition (%)
implies the existence of ¢”. The conditions (x) and (*%x) show that (A,, ¢”)eX.
It is trivial that (A, ‘P)f(AC’ @"’). This contradicts the maximality of (A, ¢). Hence
A=%,. The theorem is proved.

It seems impossible to generalize the theorem above to arbitrary dimensions (see
p- 164 in Hoérmander [6]).

Van der Put’s result is the following.

Theorem (5.3). — Let A be the image of a R-homomorphism from O, to F,. Then
there exists a homomorphism S from A to &, such that T oS is the identity of A.



II. — GLOBAL EQUIVALENCE

6. Preparation

In this chapter, manifolds are assumed to be real, connected, paracompact,
analytic and of dimension 7, functions and germs of functions are real-valued C*, and
mappings, diffeomorphisms and their germs are G*®, unless otherwise specified.

Let £, and f, be mappings from a manifold M, to another M,. We say that f;
and f, are equivalent if there exists a diffeomorphism t of M, such that fiot=f,. The
mappings are R-L (right-left) equivalent if <'of 0ot =f, for suitable diffecomorphisms <’
of M, and v of M;. We define in the same way the L equivalence by means of a diffeo-
morphism of M, only, the analytic equivalences by means of analytic diffeomorphisms,
and the equivalences of germs by means of local diffeomorphisms. Let A; and A, be
subsets or germs of subsets of a manifold M. A, and A, are equivalent when A, is trans-
lated to A, by a diffeomorphism or a local diffeomorphism of M. If the diffeomorphism
is analytic, the equivalence is called analytic. If we talk about the Jacobian matrix
of a mapping, local coordinate systems are assumed to be already given.

The notations X, Y, ... stand for G® or analytic vector fields on manifolds, in
particular X;, X,, ... are analytic fields defined as follows. Assume the manifold M
to be analytically imbedded in RN. Let (x,, ..., xy) be the affine coordinate system

. 0 .
of RY. For each i=1, ..., N we restrict the vector field P to M. Then X, is
X

defined as the tangential component of the restriction to M. We remark that X, ..., Xy
span the tangent space of M at each point. Let fand A be a function and a set respec-
tively. Then we denote by f, and A, the germs of f and A at a point x. We write 0
and # for the sheaves of germs of analytic functions and C* functions on a manifold
respectively.

Throughout this chapter the topology put on a set of mappings or on a set of vector
fields will always be the strong Whitney topology, defined as follows. Let M be a
manifold and let G*(M) be the set of functions on M. Let {O;} be any locally finite
open covering of M and let V; be an open set in C*(O;) for the topology of uniform
convergence of all derivatives. Then an open set of C*(M) consists of functions whose
restriction to O; is contained in V; for all i. We define the topology on a set of diffeo-
morphisms, a set of mappings or a set of vector fields in the same way. We recall
Whitney’s theorem asserting that any function can be approximated by analytic functions

in this topology [35].
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EQUIVALENCE OF DIFFERENTIABLE MAPPINGS AND ANALYTIC MAPPINGS 67

The fundamental lemma on the equivalence is the following global version of
Lemma (1.2). The proof is the same, because the global analogue of Lemma (1.1)
holds. See the proof of Lemma (1.2) in [25].

Lemma (6.x). — Let M be a manifold, let f be a function on M, and let Y,, ..., Y,
be vector fields on M. Then there exists a continuous correspondence associating to a system of
B? functions a; on M, for i,j=1, ..., k, a vector fild Y on M such that:

(a) for a;=o, Y is the zero vector field,

(b) Y is a lincar combination of Y; with functions as coefficients;

(c) of we write ©=, where ¢, is the one parameter group of transformations * generated by ” Y,
then we have, for small a;

k
Jor=f+ X a;. V.Y f.

Y=

Remark (6.2)

1) In addition, if f, Y; and g; are all analytic in an open subset of M, then Y is
analytic in the same subset.

2) We assume that M =R", that f, Y; and g; are analytic in M and that the g
are all divisible by an analytic function 4. Then the components of the mapping =
minus the identity are divisible by 4.

3) In the above lemma, we can replace the condition that g; are small by the
k

condition that 2 ¢;Y;fY;f is small if f is analytic.
3 1

i =

Proof. — The first assertion immediately follows from the proofin [25]. Regarding
a vector field on R” as a mapping, we also see that the components of Y are divisible
by h. Hence the components of * minus the identity vanish on £ '(0). This implies
that, if 4 is regular, 2) holds. Moreover we easily settle the case where % is a power
of a regular function by the properties of vector fields. We remark here that the corres-
pondence g;—Y can be extended to the complex field and that the resulting diffeo-
morphism is the complexification of t if the a; are real valued on R".

Now we consider a general 4. Since the problem is local, we regard the functions
and vector fields as germs at a point of R" and we assume that £ vanishes at that point.

4

Let % be the complexification of £ and let h= ‘Hﬁ?i be the unique factorization into
prime elements in the ring of holomorphic function germs. We already saw that the
complexified germs of the components of v minus the identity are divisible by % on the

¢
regular set of [I/%,. Hence, by Hilbert Nullstellensatz, the complexified germs are
i=1

14

¢
divisible by II7%;, because the closure of the regular set of I %; is the zero set. This
1=1 =1
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implies again that the quotients are divisible by GELE. Repeating this argument, we
1

obtain the divisibility by the germ of A Thus 2) is proved.
3) follows from the statement below.

Let f,, ..., f, be analytic functions on an analytic manifold M and let g be a linear combi-
nation of f, ..., f, with functions as coefficients. If g is sufficiently near to the zero function,
the coefficients can be chosen near to the zero function. If the given coefficients are analytic, so are
the resulting ones.

Proof. — First we prove this in the topology of uniform convergence of all derivatives
on compact subsets of M. Let p be the mapping from [C®(M)]™ to CG*(M) defined by

D(@1s s @)= 2 @ifie

We denote the kernel of p by K and the intersection of K and [C®(M)]” by K'. Because
the image of p is closed, the open mapping theorem for Fréchet spaces shows that if
g=p(es, .-, 9, I1s sufficiently near to o, there exists (¢, ..., ¢,) in K such that
the ¢,— ¢ are near to o for i=1,...,m. We only need that if g is analytic, so are
@;— ;. By Cartan’s theorem we may assume the analyticity of ¢,. Hence it is suffi-
cient to see that the closure of K’ is K. Let S C#™ and A’ C0O™ be the sheaves
of submodules defined by the stalk

'}{;:{(CPU ) (Pm) E'g;m | iz"‘lcpiﬁazo}
A =A,NnO" for aeM.

Then, by Oka’s theorem, %" is coherent, and Artin’s theorem implies that the closure
of T, in the Krull topology is T, for aeM. Hence T, X, %,=T,#, (Krull)
Here T, means “ Taylor expansion at a”.

Now let ¢ be an element of K. It is a cross section of #. The theorem of Cartan
shows that, for aeM, T, can be approximated by T, £ where £ are cross sections of X,
that is, elements of K’. Therefore, for each a of M there exists £ in G°(M)K’ such
that T,y=T,E. Then we say that ¢ is pointwise in C*(M)K’ (see [12]). Whitney
proved that any function which is pointwise in a submodule of [C®(M)]™ is contained
in the closure of the submodule. Hence ¢ is contained in the closure of G*(M)K'.
Since the closure of K’ is that of CG*(M)K’, ¢ is an element of the closure of K’. Thus
the statement is proved for the weak topology.

Case of the strong Whitney topology. Using a partition of unity, we find easily
(P15 -+ -5 P,,) as above. We need to show that the closure of K’ in the strong topology
is K. For this we apply the method of Lemma 6 in Whitney [35]. We may assume
M =R" Let { be an element of K, let the open set UCC" be a Stein manifold contai-
ning R" to which f}, ..., f, can be extended, and let % be a function on R" which is 1
on {|x|>1} and o on {|x|<1/2}. Then, by the above result, ¢ can be approximated
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on {|x|<2} by some ¥, in K. Cartan’s theorem tells us that ¥, can be chosen to
be extendible to U. We choose the approximation so strong that (¢ —¥,)#, is small
on {|x|<2}, where &k (x)=h(x/2). Next we approximate (¢—¥;)k, on {|x|<3}
by ¥,. Repeating this process, we obtain an approximation ¥'=%,+%¥,+... of ¢.
To finish the proof, we only have to see the analyticity of ¥. Let ¥, be an approxi-
mation of ¢ —¥, on {|x|<3} defined on U. We put

Wy () =Ck" [ hy(p)e 1= gy

Rn

where G is a constant and % is a real number. We take & large. Then ¥ is near to A,
on {|x|<3} and to o on {2eC"| |z|<1/2}. Hence ¥,=¥;¥, is an approximation
of ($—¥))k on {|x|<3} and ¥;+¥,+... converges on U. This finishes the proof.

Remark (6.3). — With the same f and Y, ..., Y, as in the lemma above, let
&y, - - -» & be linear combinations of the Y, f, for 7=1, ..., 2, with functions as coeffi-
cients, such that, for ¢=1,...,% and j=1,...,#&’, also the Y,g; are linear combi-

k
nations. Then f is equivalent to f+ X g;g; for small g;, and the same properties of
i=1

the diffeomorphism as above hold. The proof is the same.
The principal idea of the proofs in this chapter is to enlarge the subdomain where
functions or mappings are analytic. Up to equivalence, the lemma above allows one

to add certain types of functions. For that reason, the next lemma will be used many
times.

Lemma (6.4). — Let 4, and ), be functions on a manifold M.  Suppose that §, is analytic
and that {, is analytic around y'(0). Then there exists an arbitrarily small function (s such
that Y+ Yoty is analytic.

Progf. — Let p be the sheaf of ideals of @ generated by ¢,. Then we have the
exact sequence of coherent sheaves

o—>p—>0—0[/p—o.

Cartan’s theorem on Stein manifold asserts the surjectivity of the mapping between
cross-section spaces I'(M, 0) -T'(M, 0/p). Since @/p is zero outside ¢, *(0), ¢, deter-
mines an element of I'(M, O/p). Let ¢ be an element of I'(M, @) whose image in
(M, O/p) is ¢,. Then ¢—4¢, is divisible by ¢,. Hence ¢=¢,+,¢; for some
function 5. Let ¢;" be an analytic approximation of ¢;. Then ¢y={;—; meets
our requirement.

Corollary (6.5). — Let f be a function on a manifold M and let V be an open subset of M.
Suppose that f is regular on M —V and analytic on V. Then f is equivalent to an analytic function.
We can choose the inverse of the diffeomorphism to be analytic in a neighborhood of any given closed
set contained in V.
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Proof. — Let q be the sheaf of ideals of @ generated by X, ffor i=1,...,N onV
and by 1 on M—V. Then, by Cartan’s theorem there exist g, ..., g in I'(M, q)
such that at least one of the g; does not vanish at all regular points of f. Let ¢ be the
sum of the squares of the g;. Then ¢ is a linear combination of X, f. X, ffor 7,j=1,...,N
with functions as coefficients. Since ¢~!(0) is contained in V, f is analytic in a neigh-
borhood of ¢~*(0). Hence we can apply Lemma (6.4). Let ¢, be a small function
such that f+ ¢, ¢ is analytic. Then, by Lemma (6.1), fis equivalent to f+ ¢, ¢, because
¢1 ¢ is a linear combination of the X;f.X; f with small coefficients. The last statement
follows from Remark (6.2.1). The corollary is proved.

Corollary (6.6). — Let f be a function on a manifold M. Suppose that the critical points
of f form a discrete set and that the germ of f at each point is equivalent to an analytic germ. Then
f is equivalent to an analytic function.

Proof. — Let a be a critical point of f. By the assumption, there exists a local
diffeomorphism 7 in a neighborhood of a such that for is defined and analytic in a
neighborhood of a. Let ©' be a strong analytic approximation of v='. Then 11’ can
be extended to M so that the extension t’" is the identity outside a small neighborhood
of a. Considering fot"' instead of f, we may assume that fis analytic in a neighborhood
of a. We repeat this process at each critical point. Thus, we can assume that f is
analytic on an open set containing all the critical points, and the corollary follows

from (6.5).

Remark (6.7). — We can generalize the results above except Lemma (6.4) to
the case of a mapping, as follows. In Lemma (6.1), we replace f and g; by mappings
into R™, f=(f;, ..-,f,) and a,z=/{(akg, ..., ahs) where m<n and o, B run through

the set of sequences of m integers (7, ..., ,) such that 1<¢<...<i,<k. We denote
by g, the determinant of the mXm-matrix whose (j,f) component is Yij fz, for
«=(4, ..., 8,). Then we have

Srotv=fr+Za,p8,8s for (=1,...,m.
op
The proof proceeds in the same way, using the method of p. 206 in [g1]. The
other generalizations are similar.
7. Equivalence to analytic functions
In this section we deal with the conjecture I for functions.

Theorem (%7.1). — Let f be a function on a manifold M. Suppose that the germ of f at
each point of M is equivalent to an analytic germ. In addition suppose that f takes locally the
canonical forms (1), (ii) or (i) of the introduction except on a discrete set. Then f is equivalent

to an analytic function.
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Proof. — Let S be the exceptional discrete set and let S’ be the set of critical points
of f outside of S. By Corollaries (6.5), (6.6) and their proofs we can assume that
Jf is analytic in a neighborhood U of S and that the only critical value of fis 0. For
any x in &', f, has one of the forms £+ ...+ 2 or £ for some local coordinate system
(%4, ..., x,) and some integers 1<k<z and />2. We assume that ¢ is globally
constant on M. The general case follows in the same way. Let S; or S;, be the subset
of 8’ of such points. We put

(Xilf(x)> A Xikf(x)) for O(.:(I; ila RS Zk): ISijSN:
Fa(x)z {—1
X;... X f(x) for a=({—13;2), {2 and 1<:i<N.

Then F, is a mapping from M to R" or to R. Let S, be the set of points of S; or S;,
at which the Jacobian matrix of F, has the rank % or 1 respectively. We write S,(f)
to specify f if necessary. It is trivial that the union of all S, is S'. Let (V, S}), « as
above, be a closed covering of SUS’ such that V and S, are contained in U and S,
respectively.

Let us order the set of all . Fix one a. Assume inductively that f is analytic
in a neighborhood of the union S of V and all S} such that 8<<«a. We want to transform
f by a sufficiently small diffeomorphism = so that

1) for is analytic in a neighborhood of 7 *(S;US®) and that
2) for each y, =7!(S)) is contained in S/(fo7).

Suppose this done; then we can assume that f is analytic in a neighborhood of the union
of V and Sy for B<«, and by the induction on « and Corollary (6.5) the theorem
ensues.

By definition, F, is regular on S,. Hence we can choose a small neighborhood U,
of S;US® so that if xeU, is a critical point of f, f, is analytic or x is an element of S}/
and that F, is regular or analytic everywhere on U,. Remark (6.7) applied to the
restriction of F, on U, implies the existence of a small diffeomorphism =, of U, such
that F,ot, is analytic, that =, is analytic around = '(S®¥) and that t, is extensible to
the identity outside U, (see the proof of (6.6)). Considering fo%, instead of f, where
%, is the extension of 7., we can assume from the start that (SUS’)NU, is analytic.

Let p be the intersection of ¢ on U, and the sheaf of ideals of # on U, generated
by X;ffor i=1,...,N. Then p is coherent and p.# contains and is generated by X; f
for i=1,...,N because of the definition of S, and the analyticity of (SUS')nU,.
Let p’ be the sheaf of ideals defined in the lemma below. Then p’ is coherent, and
for each x of S the stalk p, is the square of the ideal of germs vanishing on S; if
a=(1;%¢,...,%) and its /-th power if o= (/—1,7). Cartan’s theorem implies the
existence of cross-sections g, ..., g of p’ on U, such that for any x outside S, g, ...,
gv, generate p,. Here the global finiteness easily follows from the regularity of p’
outside S. Moreover we can see that, in general, any coherent sheaf of ¢-modules is
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generated by a finite number of global cross-sections if all the stalks are generated by
a bounded number of germs. The proof, which proceeds by induction on the dimension
of the zero set of the sheaf, is easy and will be omitted. Since f'is a cross-section of p’ F
in a neighborhood of S, f determines an element of I'(U,, Ofp’). As in the proof
of (6.4), we have an analytic function g on U, such that f—g is a cross-section of p’ F#
on U,. Using a partition of unity, one shows the existence of 2 C” functions 4, for

k
i=1, ...,k onU,such that f—g= ¥ Ig. Let#h be a strong analytic approximation
i=1

»
of h; for each . Then f and g+ X kg satisfy the conditions of Remark (6.3).
Uq i=1

Hence they are equivalent, and the diffeomorphism can be chosen to be arbitrarily
near to the identity and extensible to the identity outside of U,. These facts imply
the conditions 1) and 2). The theorem is proved.

Lemma (77.2). — Let p be a coherent sheaf of ideals of O and let Y, ..., Y, be analytic
vector fields. Let p' Cyp be the sheaf of ideals consisting of all germs g such that Y;g belongs
to p for all i. Then p' is coherent.

Proof. — Since the problem is local, we can assume that p is generated by analytic
functions g, ..., g. Then the stalk p, at a point x consists of germs g of the form
¢

¢
2 4;g;, such that X 4Y,g, belongs to p, for all j. Hence, if we define a sheaf of
=1 1=1

modules g by

11 13
qz:{(ala e ey Ay, bna L] blk)ewgﬂ—])q E aingix— Z bijgixzo for all ]})
i=1 i=1

then p’ is the image of q by the homomorphism p from @%*V to @ defined by

t
p(ay, ...y ap, by, ...)= 2 a;g;. Oka’s theorem implies that g and hence p’ are
i=1

coherent. The lemma is proved.
An immediate corollary of the theorem is

Corollary (7.8). — The conjecture I holds for functions if the dimension of the manifold
s 1 or 2.

As corollaries we shall give conditions for a closed subset of a manifold to be equi-
valent to an analytic set. We call a point of a closed set regular if the set is G* smooth
in a neighborhood of the point and singular otherwise. An analytic set is called coherent
if the sheaf of germs vanishing on the set is coherent.

Corollary (7.4). — Let A be a closed subset of a manifold. Assume that the germ A,
at each point is defined by the germ of a function of one of the types considered in the theorem above.
Then A is equivalent to an analytic set.
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Proof. — Let M be the manifold, let R be the set of regular points of A of codi-
mension 1, and let S be the exceptional discrete set in the sense of the theorem. Namely,
for any point x of A outside S, A, is the germ of the zero set of a function of the form (i)
or (iii). By the proof of Corollary (6.6), we can assume the existence of an open
neighborhood U of S such that ANU is the zero set of an analytic function g. Here
g has the form (i) or (iii) outside S and is regular on R. This regularity is shown as
follows. Let x be an adherence point of R. Then A, is defined by an analytic function
germ of the form (i) or (iii) outside x. Let .Hllz;?"‘ be the unique factorization of the
germ in the stalk @,. Consider II % instead of the germ. Then g is regular on R
and satisfies the properties. .

Let ¢ be the subsheaf of # of germs whose zero set germs are the germs of A,
which take the form (i) or (iii) on A outside S, are analytic on U and are regular on R.
We introduce an equivalence relation on % as follows. Two germs at the same point
are equivalent if they have the same sign at all points near the given point. Let M’
be the set of equivalence classes. We have a natural mapping p from M’ to M. It
is easily seen that p is onto and that the inverse image of each point consists of two points.
We give M’ a structure of an analytic manifold such that p is a 2-fold covering. Then,
by using a partition of unity, we can find a function f’ on M’ such that f’'~!(0o)=p""'(A)
and that f’ is analytic on p~!(U) and outside a neighborhood of p~!(A), takes the
form (i) or (iii) on p~*(A) outside p~*(S) and is regular on p~*(R). Let « be the non-
identity diffeomorphism of M’ such that pou=p. Considering f'—f'ou instead of f*
if necessary, we can assume that f'= —f'ou. We denote by X; the vector field p*X;
on M’ for ¢=1,...,N. In view of the theorem applied to ' and X;, the function f,
is equivalent to an analytic function. Furthermore, the proof tells us that the diffeo-
morphism commutes with #, hence induces a diffeomorphism of M. It is obvious that
the induced diffeomorphism transforms A into an analytic set. Thus the corollary
is proved.

Examples. — 1) Let A be a closed set whose germ at each point is equivalent to
the germ of a coherent analytic set with isolated singularity. Then A satisfies the
condition above. Hence A is equivalent to an analytic set.

2) The above analytic set is coherent. But the coherence is not always necessary.
An example of a non-coherent analytic set which satisfies the condition is the umbrella

{(%1, %3, %) €R? | iy (o] + 25) = 4}

Corollary (77.5). — Let A be a closed subset of a metric manifold whose germ at each point
is equivalent to the germ of an analytic set with isolated singularity. Assume that the connected
components of the set of regular points are all unbounded and have the same dimension, and that
the intersection of A with any sphere of sufficiently small radius centered at a singular point is a
disjoint union of spheres. Then A is equivalent to an analytic set.
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Proof. — Let M and R be the manifold and the set of regular points of A respec-
tively, and let £ be the dimension of R. Let s be a singular point of A and let B be a
ball of center s and small radius. Then RnNéB is a union of spheres S;, ...,S,. We
can transform A by a diffeomorphism so that A is analytic in a neighborhood of B. Let
g be the sum of the squares of the generators of the ideal of @, consisting of the germs
vanishing on S,. We assume the convergence of g on B and consider g as a function
on B. Then g takes the form x5-+...+4x>_, in some local coordinate system around
each point outside an analytic subset of A near B, and the dimension of the subset is
equal to or smaller than .. Hence we can assume that the intersection of the subset
with §; is close to a point §; for each 1.

Let «;: [0, 0) >R —IntB be C® proper simple curves from §; to infinity for
t=1, ...,¢, which do not intersect each other. Since the triplet (M, A, one curve)
is diffeomorphic to ((—1, o) xR"™* (—1, 0)Xx R*" [0, ©)) in a neighborhood of the
curve, there is a C* imbedding « of M into itself such that, for all ¢, «(A) is contained
in o; and close to b;, that «(A)Na,=a(x;) and that « is the identity outside a neigh-
borhood of the curves. Let B be an approximation of « which is analytic on a neigh-
borhood of B and the curves, and is the identity outside another neighborhood. Then
goP is analytic near B and the curves, and B~*(A) is equivalent to A. From the construc-
tion of B, goP takes locally the form x3-... 4 x>_, outside a small neighborhood of B
and the curves. We repeat this for each singular point of A. Then, by means of a
partition of unity we construct a function f on M which is analytic on an open set
containing all the singular points, takes locally the form x5-+...-+x?_, outside the
open set and is such that f~'(o)=A. Hence the theorem implies our corollary.

8. Analytic equivalence

This section deals with the conjecture II for functions. We will need the following
lemma.

Lemma (8.x). — Let A be a coherent analytic subset of R™ with isolated singularity at o.
Then there exists an integer m>o0 satisfying the following condition. Let w be a local diffeo-
morphism in a neighborhood of o which maps A into ttself and whose Taylor expansion at o is equal
to that of the identity up to m-th order. Then there exists a global diffeomorphism ~ which is equal
to 7 on a neighborhood of o and to the identity outside another such neighborhood, and which maps A
onto itself. We can choose © arbitrarily close to the identity.

Progf. — By Hironaka’s desingularization theorem, we have an analytic proper
mapping p from a smooth manifold A onto A whose restriction to p~*(A—{o0}) is a diffeo-
morphism. Let A be analytically imbedded in Rf and let TA be the tangent space
of A. Let|| || denote the naturally defined length of elements of any Euclidean space.
We sometimes regard a tangent vector of A —{o}or A as tangent to R” or R respectively.
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We define two analytic functions ¢ _ and p on TA X TA as follows. Let ¢ and ¢ be tangent
vectors of A at #, and ¢, respectively. We put

o (& ) =I[t—2"[[*[|p(t)]|*
and o(t, ') =|£.(8) — . ()|

We compare the zero sets of the functions. Since the zero set of ¢ contains that of o,
we have, by Yojasiewicz’ inequality

o (6 ) <p(t, 1)

for (¢, t') in TA x TA such that ¢, and ¢ are near to p~'(0), where r is a positive constant.

Let ¢ be in TA such that p(t;) is near but not equal to 0. We write t=(t,, t,)
regarding it as an element of TR’=R’/XR’ and we put ¢ =p; !(m,p,t). It is clear
that ¢ is uniquely determined. Then we see that

o(t, )=l mpt—p.t|]* SCi(llp(E)]| + [ p.6l)* | () 1™
for some constant C,>o. Hence we have

e=211" 1) < Clllp 1] + 1.8 ]1) 1o (8 [1™
If we assume ||4||=1 and choose m large, this implies that

It =211 <Csf[p(t)]

for some constant C,>o0. Hence, by the trivial inequality

[|(t) ] < Cy dist(z,, p~*(0)),
we have
[|t—¢|| <C,dist(¢, p~*(0))

for ||t,||=1 where C; and C, are positive constants. This means that the mapping
plomop defined on A —p~(0) is extensible to p~*(0) and that the extension is of class C!
and equal to the identity on p~'(0) up to the first partial derivatives. We apply this
method to T...TA. Then we prove in the same way that for any m, the extension
is of class m; and equal to the identity up to the m,-th partial derivatives if m is large.

Let ¢:R—>R be a decreasing function which is 1 on (—oo, 1/2) and o on
(2/3, + ). Let ¢t bethe above extensionofp™'np. We denote by ¢, a projection of

to (Rl p(#)1°) + 4 (1 — okl p(4)[%)

into A for some sufficiently large .. Then the C™ mapping #—1 is equal to the

mapping # ¢ in a neighborhood of p~!(0) and to the identity outside another. Taking

sufficiently large m, and 2, we can assume that the mapping is close to the identity.

By definition, this mapping induces a C® mapping =’ of A which is equal to =| in a
A
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neighborhood of 0 and to the identity outside another. From Y.ojasiewicz’ inequality
we see that

) 1" 1| <Il.(&) ]

near p~'(0) for some constant 7">o0, and moreover we prove in the same way as above
that =’ is close to the identity. Here we endow the space of mappings of A with the
topology of uniform convergence of all derivatives on A—{o}.

We want to extend n’ to a Whitney mapping on A (see the definition in [12])
preserving the properties of ©’. The idea of the method is the same, so we only give
an outline. We assume that the set of regular points of A has codimension 7’ everywhere.
For the general case, we only have to deal with each irreducible components of A
separately. By the conditions on A, there are analytic functions f;, ...,f, defined
near o in R" such that the set of common zeroes is A and that the Jacobian matrix of
the mapping (f;, ...,f,) has constant rank »" on A—{o}. Let G be an analytic non-
negative function on R™ such that for n’ vectors y,, ...,7, in R G(y, ..., 7,)
is o if and only if y;,...,», are linearly dependent. For any a«=(i, ...,1,),
1<4,<...<i,<e¢ we put

G,=G(gradf;, ..., grad f; ).

Then o is the only common zero point of all G,. Hence, by Lojasiewicz’ inequality
we have

max G, (x)>|| X ||

for any x near but not equal to o, where "’ is a positive constant. We put

Ua:{x | Ga(x)>|[x|r”}'

The sets U, are open semi-analytic, and {O}l;JUoc is a neighborhood of o. Let p, be

the mapping from TAXR" to TR"| =AXR" defined by
A

)= (p(0),£.(6) + 3 grad £,(p(0)) )

where t=({,,%,) isin TAand x=(x,, ..., x,) inR". We consider p, on p; (U, xR").
In the same way as for the mapping p, on TA, we show the existence of a C! Whitney
mapping =, on U, which is equal to the Whitney mapping induced by = in a neighborhood
of o and to the identity outside another. Furthermore, =, can be chosen to be arbi-
trarily close to the identity and equal to =’ as a C° mapping. Hence, using a partition
of unity on {U_}, one sees that there exists a C! Whitney mapping ="’ on' A which has
the same properties as .. Itis easy to modify ='' to be CG*; moreover we can realize "’
by a diffeomorphism 7 of R" preserving the required properties. The lemma is proved.
Lemma (8.1) is equivalent to the next statement.
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Lemma (8.2). — Let A, and A, be coherent analytic subset of R™ with isolated singularity
at o. Assume given a diffeomorphism m of R" such that ww(A)=A,. Then there exists an
integer m>o with the following property. Let =’ be a local diffeomorphism in a neighborhood
of 0, which maps A, into A, and whose Taylor expansion at o is equal to that of ™ up to order m.
Then there exists a global diffeomorphism w'* which is equal to &' on a neighborhood of o and to =
outside another, and which maps A, onto A,. We can choose ="’ arbitrarily close to .

We generalize this as follows.

Lemma (8.3). — Let A, and A, be analytic subsets of R" whose germs at any point x are
the zero set germs of functions of the type considered in Theorem (77.1) if x=o0, and of functions
of the form (iii) of the introduction if x=o0. Then the conclusions of Lemma (8.2) hold.

Proof. — Let S, or S, be the subset of A; or A, respectively consisting of all singular
points and all regular points where the germs of A; or A, are of dimension <z —a2.
By the assumption made on A,, there is an analytic function % in a neighborhood of o
in R" such that 4 !(0)=A, near o, that for any non-zero x in S, the germ #, takes
locally the form (iii) and that % is regular outside S, (see the proof of the remark (6.2)).
Let ¢ be a function on R” which is equal to 1 in a neighborhood of o and o outside
another. We put

b= (ko' (%)) ¢(kx) + (hom(x)) (1 — (k%))

for large numbers 2. We want to prove that % is transformed into %, by a diffeomor-
phism =’ which is equal to =’ in a neighborhood of o and to = outside another. That
diffeomorphism =" will map A, to A,, because £, vanishes on A,.

We see that S; and S, are coherent analytic sets with singularity at most at o.
Hence, by the lemma above, there exists a global diffecomorphism = which is equal
to 7 on a neighborhood of o and to = outside another, and which maps S, onto S,.
If % is sufficiently large, we have

b= (ko (x)) p(kx) + (hom(x)) (1 — p(kx)).

Comparing hon. and k;, we see that their difference is small and contained in the
3/207":;, ahoTE”

s

ideal of the ring of functions generated by for 4,j=1, ..., n, if we take

ox;

s 0x;

m large and =, close to m. Hence the pair (h, hon, ') satisfies the conditions of
Lemma (6.1) and Remark (6.2.3). Therefore & and hyom, ~! are equivalent by a
diffeomorphism which is equal to the identity on a neighborhood of o and outside
another. This shows that £ is transformed into /4, by a diffeomorphism =’ of the desired

form, and the lemma is proved.

Now we establish one of our main results.
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Theorem (8.4). — Let fi and f, be analytic functions on a manifold M. Assume that

they are equivalent and take locally the forms (i), (ii), or (iii) except on discrete sets. Then f,
and f, are analytically equivalent.

Proof. — 1) Assume that the sets of critical points of f; and f, are discrete. We
denote them by S; and S, respectively. By assumption there is a diffeomorphism =
of M such that f;=f,on. We first reduce the problem to the case where = is analytic
in a neighborhood of S;. This problem is local. Hence we can assume that M =R"
and S;=S,={0}. By Artin’s theorem there exists an analytic local diffeomorphism =’
in a neighborhood of o whose Taylor expansion at o is equal to that of = up to an

arbitrarily large order satisfying f;=f,on’ near o. Let ¢ be as in the proof of the last
lemma. We easily see that

Jao (w' (%) o (kx) + m(x) (1 — (k%))

is equal to f; in a neighborhood of o and outside another, and is close to f; for large &.
Hence, by Remark (6.2), this function is equivalent to f; by a diffeomorphism which
is analytic in a neighborhood of 0. Since ='(x)(kx)+ m(x) (1 —¢(kx)) is a diffeomor-
phism analytic in a neighborhood of o, we can assume the analyticity of = in a neigh-
borhood of S;.

Let F be the sum of the squares of X, f; for ¢=1, ..., N. Then the zero set of F
is S,. By Lemma (6.4), there exists an analytic mapping =n’’ from M to RY such that
7'’ —m is the product of F and a small mapping. Let n/® be the composition of =’/
with an analytic projection of RY onto M; it is an analytic diffeomorphism on M and
is close to . Consider the difference f,on® —f,=f,0n® —f,0m on a neighborhood of
each point of S;. Complexifying F and the difference in the same way as in the proof
of Remark (6.2.2), we see that the difference is divisible by F. Since the difference
is small, f, and f,o=®® are analytically equivalent by Lemma (6.1) and Remark (6.2).
Here the diffeomorphism is near to the identity. Hence f, is transformed into f; by
an analytic diffeomorphism which is arbitrarily close to =.

2) Remarks. — From the proof above we have: (a) In general, let f; and f, be
analytic functions. If f, is transformed into f; by a diffeomorphism which is analytic
in a neighborhood of the set of critical points of f;, then f; and f, are analytically equi-
valent and the diffeomorphism can be chosen arbitrarily close to the previous one.

By Remark (6.7), we prove in the same way as above and as below: (4) Let f;
and f, be equivalent analytic mappings between manifolds. Assume that the rank of
the Jacobian matrix of f; is constant except on a discrete set. Then f; and f, are analy-
tically equivalent, and the diffeomorphism satisfies the condition in (@). Moreover
the same remark as (@) holds for mappings.

For the proof, we only have to reduce the problem to the case where the target
manifold is Rf and the constant value of the rank is . The reduction follows from (¢)
below. The reason is the following. We can assume that the target manifold is RV
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for some N’, and that f; and f, are analytically equivalent on U, a neighborhood of
the exceptional set. We write fi=(fy, ...,fiy) where the f; are component func-
tions. For each a=(s, ...,%), 1<4<...<{,<N’, let U, be the subset of the
source manifold consisting of the points where the Jacobian matrix of f,=( Jiips -+ s S z)

has rank /. Then we prove the analytic equivalence of f,, and f,, where
UuUqy Uut(Uq)

v is a diffecomorphism such that f,ot=f;. We repeat this for («’, UuU,UU,) and
so on. The assertion () ensues.

(¢c) Let fi=(fi1> -+ fim) and fo=(fa, ...,/om) be analytically equivalent
germs of analytic mappings at o in R". Assume that the maximum of the rank of the

Jacobian matrix of f; equals that of f] =(f, ...,fy;) for some ¢. Then any diffeo-
morphism, which transforms f; into f; =(fy, ...,fy) and whose Taylor expansion
of large order at o is equal to that of the given one, transforms f, to f,.

Proof. — We can assume that f;=f,. We have a neighborhood U of o in R"
and a proper analytic subset A of U such that the restriction of f; to U — A is a submersion
onto its image and that the projection of f;(U —A) onto f;(U —A) is a covering. The
proof is then easier than that of Lemma (10.2), to which we refer the reader.

3) The general case. Let = be a diffeomorphism such that f;=f,on. Let S
or S be the sets of exceptional critical points or other critical points respectively of f;
for =1 and 2. By (@) we only have to modify = into an analytic diffeomorphism
in a neighborhood of each connected component of S,US;. Hence we can assume
that S,US] is connected and then the only critical value is 0. We also assume that for
any x in S, f,, is of the form + x2 ...+ for some local coordinate system (x;, ..., x,)
and some integer 2, 1<k<n. The other cases follow in the same way as in the proof
of Theorem (7.1). We define the notations F,, S, S, and Sgi)) for f, like F, ...
for fin the proof of Theorem (7.1), and an ordering of the set of all « is fixed. By Artin’s
theorem, there exists an analytic diffeomorphism =’ from a neighborhood of S; to a
neighborhood of S, such that f,on’=f, on the neighborhood and that the jets of large
degree of = and =’ at each point of S, are identical. Hence the previous lemma implies
the existence of a diffeomorphism =’ of M which is analytic in a neighborhood of §,,
which satisfies fon''=f, in that neighborhood and such that =" (S,US[)=S,US,.
Moreover we can choose ="' arbitrarily close to .

By induction on «, we shall modify =n’’ slightly in such a way that the analyticity
of " and the relation f,on''=f, become valid in a neighborhood of S;u="~*(S,,),
the equality ="'(S,US))=S,US, being preserved. We assume this done for all § such
that B<«. Then, by definitions, F,on"" isanalytic in a neighborhood Uy, of =" ~1(SEN,
has Jacobian rank & on =" ~'(S;) and vanishes on =" ~'(S/,). For eachi, (X;f5)on"
is a linear combination of X (fyo7’), ..., Xy(feon”") with functions as coefficients.
By the induction hypothesis we assume that f;=f,on’" hence X,f,=X;(f0n") on U,
for all j. On the other hand, the canonicity of f; on S] means that X;( f,o="’) is a linear
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combination of X, f;, ..., Xyf; in a neighborhood of 8;. Hence we have functions a;,
for 4,j=1,...,N, in a small neighborhood U, of =" ~'(S,US{]), such that

N
(Xife)or” = 2 2;X;/; on Uy,

for all 7, and that g; are analytic in a neighborhood of =" ~*(S{})), by Cartan’s theorem.
Let F be a non-negative analytic function on U, whose zero set is contained in U,
and whose restriction to U, is the product of a function by the sum of the squares of
all the Jacobian minor determinants of degree & of F,on”. The existence of such
function follows from Cartan’s theorem. Let p be the sheaf of ideals of @ on U, of
germs 1-flat on S,US{, and let p’ be the intersection of ¢ on U ,, with the sheaf of ideals
of # on U, generated by X, f;, ..., Xy f;. Weput p”=[p”:p], the quotient ideal.
Those sheaves are coherent. We have p=p"? outside S,. Hence the zero set of p”
is contained in S,. Let G be a cross-section of p’’ such that G~'(0) CS,.

By Lemma (6.4) there exists a small function b;; on U, for each i and j such
that a;+FGb,;; is analytic. Then
N
.Zlb. X, f1)FG

] 1,
Py ¥

N
F(la): F(u)o'ﬂ?” + (jglbilj iji, .

is analytic on Uy,), and F,, and F,jon" are equivalent, by (6.7). Hence Fj,) and F,
are analytically equivalent, by (4) in 2). Here the diffecomorphism =® is close to =’
on Uy, and satisfies ©®(8;nU,)) CS;. Moreover, in the neighborhood of any point x
of S, n®is the sum of =" and the product of G and a mapping for some local coordinate
system at ©''(x) by Remark (6.2.2). Hence we have

frorm®=f,0n’ 4+ G xa function

on U,. This implies that, near S,, f,on®—/, is the product of G and a function.
Since G does not vanish on S, f,on®—# is divisible by G. The quotient is 1-flat on
(S;uS,)NU,, because fyon® and f; are 1-flat there. Hence it is a cross-section of p.
Therefore, by the definition of G, f,on'®—f, is a cross-section of p’%. It follows that
on U, f; and f,on® satisfy the conditions of Lemma (6.1) and Remark (6.2). Thus
we have proved that f, is transformed into f; on Uy, by an analytic diffecomorphism
arbitrarily close to =" on Uj,). Hence, by induction on «, the theorem is proved.

Remark (8.5). — In the theorem above, if the diffeomorphism = which satisfies
Jf1=/20m is analytic on an open set, we may admit any form of f; on that set. We can
also choose the analytic diffeomorphism arbitrarily close to the previous one.

We now give a condition for two analytic sets to be analytically equivalent.

Corollary (8.6). — Let A, and A, be equivalent coherent analytic subsets of a manifold M.
Assume that the germs A, and A,, at each point are defined by germs of analytic functions of the
type considered in Theorem (8.4). Then A, and A, are analytically equivalent.
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Progf. — For i=1 and 2, let R; be the set of regular points of A; of codimension 1
and S; be the exceptional discrete set of A;. We put S/=A,—R,—S; and denote
by Z; the closure of A;—R;. For i=1, 2, R; and Z; are coherent analytic sets. Let p
be the sheaf of ideals of @ of germs vanishing on Z,. By Cartan’s theorem we find
in the same way as in the proof of Theorem (7.1) a finite number of cross-sections of p
which generate p outside S;NZ,. We let g be the sum of the squares of the cross-
sections. It is trivial that g~ '(0)=Z,; and that g takes locally the form x4 ...}«
on Z,—8§,.

Let g’ be a function on M whose zero set is A,, is regular on R, and takes locally
the form +x}+...+4} on S,. Such a function does not always exist. But if we use
the two fold covering p: M’—>M of the proof of Corollary (7.4) and if we consider
7 1(A)) and p7(A,) in M’ instead of A, and A,, then the existence of g’ follows by means
of a partition of unity. Of course the diffeomorphisms of M’ which will be constructed
step by step must commute with the non-identity diffeomorphism = such that pou=p
in order to induce diffeomorphisms of M. We assume the existence of g’ for the sake
of brevity. We modify g’ as follows to make it analytic. Let p’ be the sheaf of ideals
of O of germs vanishing on R;. It is coherent, since R, is. In the same way as for
the construction of g, we have a non-negative analytic function £ on M whose zero set
is the closure of R, and whose germ at each point generates the stalk of p'2% Since
the stalks of p’ are principal ideals, the square roots of germs of / are analytic. We put

1/2 :
B ()= hk (x) if  g(x)>o
—h?x)  if g(x)<o

on M. Taking g'=#h'g, we can from the start assume g’ analytic.

Let = be the given diffeomorphism which maps A, onto A;. We can assume
that S;=S,=S and that = is the identity on S and arbitrarily close to the identity on M.
We want to transform = slightly so that it becomes analytic in a neighborhood of S.
The problem is local, therefore we suppose M=R" and S={o0}. Let ¢, ..., ¢, or
¢y, + .., 4, be a system of generators of the ideal of @ of germs vanishing on A, or A,
respectively. There exist formal power series g; for i=1, ...,/ and j=1,...,m
such that for each :

m
Q0T = j§1 aij q)]

(cf. the theorem on page go of [12]). By Artin’s theorem applied to these equalities,
there exist an analytic local diffeomorphism =’ in a neighborhood of o and analytic
functions aj; for =1, ...,/ and j=1,...,m whose Taylor expansions at o of large
order equal m and g; respectively and which satisfy

m
’
Q0T = j§1 a,-j ¢]
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11



82 MASAHIRO SHIOTA

for each i. These equalities imply ='(Ag) CAj,. As =’ is a local diffeomorphism, we
see that w'(Ag)=A;y. By Lemma (8.3) we can connect n’ and = preserving the
property that A, is mapped onto A;. Hence we can assume that = is analytic near S.

Secondly we will modify = to make it analytic in a neighborhood U of Z,. Choosing
U small and transforming = so that it be close to the identity, we can assume that = is
analytic in a neighborhood of UN(SUR,) and that U contains Z,. We put g,=go.
Then g, is analytic near UN(SUR,) and takes locally the form #2+. ..+ 2 on Z,—S.
Let q be the intersection of @ on U and the sheaf of ideals of &% on U generated by
X825 -5 Xyg. Then the zero set of q is Z, and q on Z,—S is the sheaf of ideals
of germs vanishing on Z,—S. Let p; for ¢=1,...,7r be cross-sections of q which
generate q on Z,—S. By a method which we used repeatedly, we have an analytic
function v on U and functions &; on U for ¢,j=1,...,r such that

r
o V= 2 Eijl*d’-jh;
t,j=1

where &, is defined for R, in the same way as &’ for R;. Let & be an analytic strong
approximation of &; for all ¢ and j. Then g, and

Gy=v+ ) Z 1525(1"&’5”;
8=

satisfy the conditions of Lemma (6.1). Hence they are equivalent, and the diffeo-
morphism is analytic near UN(SUR,) and is the identity on SUR,. This fact and
Remark (8.5) imply that g and G, are analytically equivalent and that the diffeo-
morphism of U can be chosen arbitrarily close to = on U. We easily see that the zero
set of G, is Z,. Thus = can be made analytic in U. Henceforth we assume that = is
analytic in a neighborhood of Z,US.

Finally we will modify = to make it analytic globally. Let a be the intersection
of @ and the sheaf of ideals of & generated by g;=g on. For any point x outside Z,,
a, is the ideal of germs vanishing on A,,. Hence, by Cartan’s theorem there exist a
finite number of cross-sections of a whose germs generate the stalk of a at each point.
Let o be the sum of the squares of those cross-sections. We put

, o'® if g>o,
o =

—o'? if g<o.

Then ¢ is divisible by g, and the quotient « is positive. Considering the sheaf of ideals
of 0 whose stalk at xeM is the quotient ideal [the ideal generated by (X;g;X;g;), for
i,j=1, ..., N:a], we construct a non-negative analytic function p on M whose zero

set 1s contained in S and which satisfies

N
PG = ) E 1)‘in€§£ Xj.gé

YW=
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for suitable functions ;. By Lemma (6.4) there exists a small function B such that
v=Ilog « —Bp is analytic. Then there is a small function B’ which satisfies

1+Bp=e®=ae .

Hence (1+p’p)g,=0c"¢"" is analytic. We can apply Lemma (6.1) to g; and (1+48;) g,
and thus see the equivalence of the analytic functions g’ and (1 +8'p)gy. It is trivial
that the zero sets of those functions are A, and A, respectively and that the functions
are of the type mentioned in the Theorem (8.4). The corollary ensues, in view of the
theorem.

In the proof above we essentially used the coherence assumption on the analytic
sets when we proved the existence of an analytic function whose zero set is the given
analytic set. But we cannot replace the assumption by the existence of such a function
in the corollary. See the following example. On the other hand, the assumption on
the type of the function germs does not seem necessary, though the author could not
generalize the corollary except in special cases.

Example. — We put M=R3, A,={(x,9, 2)|x2+»*(1/2 +sin z)=0} and
Ay ={(%0, 2) | (** +5(1/2 +sin 2)) (+* +-»*(1 2 +sin(x + z))) = 0}.

One easily sees that A, and A, are equivalent and that locally the zero sets of the function
germs are of the type specified in the theorem. But A, is the zero set of an irreducible
analytic function. If A; and A, were analytically equivalent, then A, would have the
same property. This is impossible.

We now consider a generalization of the conjectures I and II.

Conjecture 1'. — Let f: M;—>M, be a mapping of manifolds. Consider locally finite
analytic closed submanifolds of M. Suppose that the germ of f at each point is transformed into
a germ of an analytic mapping by a local diffeomorphism under which the submanifolds are invariant.
Then f is transformed into an analytic mapping by such a diffeomorphism.

Conjecture 11'. — With the same manifolds and submanifolds as above, if an analytic mapping
is transformed into another analytic mapping by a diffeomorphism which has the same property as
above, then we can choose the diffeomorphism to be analytic, the property being preserved.

We are far from the solution. We can only prove:
Theorem (8.7). — In Conjecture I' we assume that for each submanifold, the Jacobian
matrix of the restriction of f has constant rank except on a discrete set. Suppose further that at

any point x of M, there exists a local coordinate system such that each submanifold is defined locally
at x by the vanishing of some of the coordinates. Then the conjecture holds.

Theorem (8.8). — In Conjecture I1', if the mappings and the manifolds have the same
property as above, then the conjecture is correct.
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The idea of the proof is the same for both theorems, and the proof of the first one
is easier. Hence we prove only Theorem (8.8). We first establish a lemma.

Lemma (8.9). — With the same manifold M, and submanifolds L, L,, ... as above,
there exist analytic vector fields Y, . . ., Yy, on M, suck that for each i the restrictions of Y4, . .., Yy
to Li—.l;].Lj are vector fields on L, — ~';J-LJ' which span the tangent space at each point, and that

jE j*

the same property holds for MI_ULj'
J

Proof. — For each ¢ we can construct vector fields X, ..., X;x on L; which
span the tangent space at each point. We also have a non-negative analytic function ¢,
on L; whose zero set is the intersection of L; with the union of all L; which do not
contain L;. We assume the connectedness of all L;. Let 1<A<N be an integer
and let ¢;, iy, ... be all the integers such that the dimensions of L , ... are equal to .
Let Y, ..., Y,y be the vector fields on ljJLiJ. defined by Y, =, X, on L.

= PTREE
Then, by the statement below, we can extend Yj; to the union of all L; whose dimensions
are equal to or smaller than 2 -+1. We repeat the extensions up to M;. The extensions
for all £ and suitable fields ¢X,, ..., 9Xy, where ¢ is a non-negative analytic function
on M, such that cp‘1(0)=liJLi, provide the proof of the lemma.

“ Let g; be analytic functions on L for i=1, ... such that the restrictions of g and g
to LynL; are identical for each i and j. Then there exists an analytic function g on M, whose
restriction to L; is g, for each i.” '

By virtue of Cartan’s theorem, the problem is local. Hence we easily reduce
the proof to the case where M =R" with affine coordinate system (x,, ..., x,) and
L,={x,=o0}, ..., L,={x,=0}. We put

8io(Xys + ooy %) =G4 (%Xgy « o s %)+ Go%y, X5, -2 ) —g4(0, X5, .. )

8o = 81a T 83(%15 %o X5 + ) —Gua(Hys X, O, Xy, - ...

Then g=g, , satisfies the conditions. Hence the lemma.

Proof of Theorem (8.8). — 1) The case of functions. We use the same notation as
in Theorem (8.4) and its proof, and we proceed in the same way. Let L, ... be the
submanifolds. We assume the connectedness of all I;. We apply the lemma above
to L, where the restriction of f; is not constant. We use the resulting vector fields Y, ...,
Yy in place of X, ..., Xy. Then, in the step of the reduction to the case where = is
analytic near the exceptional points set, we see that, by Lemma (6.1), L; is invariant
under = if the restriction of f; is not constant. For another L;

Jao (' (x) (k) + (%) (1— p(kx))) —fi(x) =0
on L;. Hence, by Remark (6.2.2), L is also invariant.
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We need to modify =® a little, so that it leave L, invariant, its other properties
being preserved. The rest of the proof proceeds in the same way as above. We consider
the intersection of L;, L;, ... for any integers 7;, ... Let L; for i=o,...,n be
the union of the connected components of dimension i of all such intersections. We
assume that L, is contained in the set of exceptional points. We assume by induction
that a modification ={¥)is defined on the union of L for i<k —1. We want to extend ={®)
on L;. For this, we only have to examine the case #=n—1. Let p be the sheaf of
ideals of @ of germs vanishing on all L; and let F be the sum of the squares of Y, f, for
t=1, ..., N’. Then there is an exact coherent sequence

0>pNFO>FO-(FO 1 p)p—>o.

Regarding mappings to M, as to RY, we can analytically extend = to M, by the
statement in the proof of the above lemma. Then each component function of
7 — =B is a small cross-section of (FO 4 p)/p. Hence, by Cartan’s theorem, there

UL,
exists a mapping =% of M; to R¥ whose component functions are small cross-sections

of FO such that ={¥=n{—7® on UL,. We put ={!=n®4=f). Let = be the
k]

composition of ©{® with an analytic projection of R¥ on M. Then ={¥) is an extension
of n{¥) and the difference with ©®®—and hence with ©—is small and divisible by F. Thus
we have obtained the desired modification ={ of =®.

2) The case of mappings. If the ranks of the Jacobian matrices of the restrictions
of f; to the L; are identical for all ¢ except on a discrete set, the proof is just the same
as the above one and of 2) in Theorem (8.4). In general, we can reduce the problem
to the case where My=R", fi=(f1,...,f;n) for j=1 and 2, and the rank ¢; of
the Jacobian matrix of the restriction of f; to L; equals that of (fy, ..., fi,) except
on a discrete set. An outline of the proof for this case follows.

The problem is that we have to define a suitable F as above for the modification
of #®in 1). Itis trivial that £,<i. If =0, weput F;=1. If ¢, =1, we define F,
by means of f;; in the same way as F above. We take analytic vector fields whose

restrictions to L;— U L, and L, are vector fields on L,— UL, and L,, and span the
j®t i¥

tangent spaces if dim L;>2 and dim L,=2. We denote these fields by Yy 4, ...,
Yy-. Let F, be the sum of the squares of the #,x¢, submatrix determinants of

(Yifij)i=1,...,xv- We define Fy, ..., F, in the same way, and put F=1IIF,. We
i-

NN i=1

use this F for the modification of =®. Thus we obtain a modified analytic diffeomor-
phism =® such that each component function of fon®—f; is divisible by F and that
the quotient is small. By Remark (6.7%), there exists an analytic diffeomorphism =)

m
such that fy on®on¥=4f, if ¢,=1 and that fyon®on—f is divisible by ILF,.
i=2

By 2) (¢) in the proof of Theorem (8.4), this implies that fon®on®=f, on L.
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Hence the quotient of f,on®on®—f; by I F;vanisheson L{. Comparing (£, ..., f,,)
=2

and (fy, - -->Ju,)onon™, we see that they are equivalent by an analytic diffeo-

morphism =®. Here n®® is chosen to be the identity on L, and fon®on®on®—f
m

is divisible by Il F;. Repeating this argument, we see that fyon®o...on™+3=f,
i=3

Of course the =) are analytic, and the L, are invariant under them. Hence the

theorem is proved.

Remark (8.10). — We need the C* differentiability of the diffeomorphism in
Theorem (8.4). It cannot be replaced by the C" condition for o<r<o. For example,

let

A=E+  L=E+)+55g(x, ),
where g(x, ») is an analytic function on R? sufficiently near to the zero function. Then
fi is transformed into f, by a C" diffeomorphism. But, if g(o, 0)#+o0, they are not
equivalent.

9. Local canonical forms of mappings.

We have seen that the conjectures on functions with canonical forms are true.
Because we want to generalize that result to mappings, we need to find canonical forms
of mappings, particularly of analytic mappings, which correspond to those of functions.

As canonical form (i)’ corresponding to (i) in the introduction we take mappings
whose Jacobian matrix has constant rank. If a mapping germ f takes the form (i),
we can trivially choose local coordinate systems x=(x;, ..., %,) and y=(J, -« ;)

such that
y=f(x)=(fl(x), .. '7fm(x)):(x19 ceey X, 0, o u, 0)

where/ is the constant rank. Moreover, if fis a mapping germ to R™ and if ( y,, ..., ,)

is the affine coordinate system of R", there exist a local coordinate system x=(x,, ..., x,)
and a permutation o of (1, ..., m) such that

(.ﬁ:(l)(x)’ oo :fo(m)(x)) :(xla cees Xy g!+1(x,)a ceey gm(xl))
where g,.,, ..., g, are germs of functions of x'=(x,, ..., %,). It is clear that any

analytic mapping takes locally the form (i)’ except on an analytic subset of codimension
at least 1.

The form (i)’ will be defined later so that any analytic mapping takes locally (i)’
or (ii)” except on an analytic subset of codimension at least 2.

Let f be the germ of an analytic mapping at a point a where the Jacobian matrix
has maximal rank /, let S be the germ of the subset of all points where the rank is smaller
than ¢, and let p be the ideal of 0, generated by all the determinants of Jacobian ¢ X¢ sub-
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matrices. We say that f takes the form (iii)’ if p is generated by x,, ..., x, for some
local coordinate system (x,, ..., %, ..., %,) at a, and if the Jacobian matrix of the
restriction of f to S has constant rank. Here we remark that if the first condition is
satisfied, then S is smooth, and the second condition is satisfied near a except at most
on the germ of a proper analytic subset of S.

Proposition (9.x). — Let f:(R" 0)—>(R™ 0) be a germ of the form (iii)’. Then
we can choose local coordinate systems x=(x,, ..., %,) and y=(Dy, ..., V) Such that if
we write

S@)=(£A), - -5 Im(2))s

then
Silm) =2, o o (B =% 1 g

L4 P
2
Jo+ q+1(x)—“§1ixp+ e+iT ‘glxq+ixp+ grtio

T P
2
Jorgr2(®)= i§1 Ayi%p 4 q4i T iglblixq+ixp+ g+r+io

where a; and b; are germs of analytic functions in X, ..., %y, i, vanishing at o. Here

p+qg+i1=¢ and 2p+q+r<n.

Proof. — As the restriction of f to S is a submersion to the image, we have local
coordinate systems (x,, ...,%,) and (, ...,%,) such that

(1) S={x=...=%,,=0} and [f8)={y1=...==0}
where p and r will be defined later. The mapping

(fis s Spp %1 - o5 %pp,) 1 RESRIFIFY
is a submersion. Hence, by the implicit function theorem, we may assume

(2) A= % rrits oo Sq= % g

(%, .. o X, )

(xplr! 12 = > n)

We remark that the rank of the Jacobian matrix of fis /—1 on S, because, if it were
not so at a point x, all the determinants of the Jacobian ¢ x¢ submatrices would be 1-flat,
and this contradicts the condition (iii)’. Hence the Jacobian matrix of the mapping
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(fys1> --sJw) :R">R""7 has rank f{—¢g—1 on X. We put p=the rank, and
r=the codimension of S minus p. Then, transforming linearly (y,,,, ..., %,), we can
assume that (f ., ...,f;1,) :R*>R? is a submersion. It follows trivially that
(fas1s «+ s Sg4p> Xpsrs1> - - s %) is @ submersion too. Therefore we can take

(3) fq+1:x1,..., q+P=xp'

We have chosen the coordinate systems so that f;,, .4, ..., f, are linear combi-
nations of x,, ..., x,,, with functions as coefficients (that is (1)). Moreover we can

assume that they are 1-flat at o. Let %, ..., %, % 415 - - +» %44, D€ fixed. Then

the image by f is a semi-analytic set of dimension one, and so is the image by

(fo+q+1> - - -»Sm). Hence the restrictions of f,, .5, ..., f, on
{vy=...=0,=%,,=...=%,,,,=0}

can be assumed 2-flat at o after a linear transformation of (y, .11, --->Jm). We
p+r
write f,,,. ;=g We have g= X gx; for some o-flat analytic functions g, .

LN gp+ re
1=1
Here g, .1, - - -, g+, are chosen to be functions in the variables x,, ,, ..., %,. Consider
the Jacobian matrices of f and (f;, ...,f;+,+1)- By condition (iii)’, both p in the
definition of (iii)’ are generated by #,, ..., %,,,. Hence from (2) and (3) we see that
og .
(4) F™ for j=p+1,...,p+rp+qg+r+1,...,n generate p.
X:
J
Putting » =...=x,=0, we have
p+r agl . .
X Zxtg if j=p+1,...,p+0¢
3g i=p+1 ax}
ox. ) p+r do.
! 2z éxi if j=ptqgtr+i1,...,n
i=p+1 0X;
Hence g,,, ..., g,,, are linear combinations of x,,, ..., %,,,. Therefore we have
analytic functions g, for &, ¢/=p-+1,...,p+r in the variables ,,,, ..., x, such that

p+r

V4
&= ,Z g%+ X gun.
i=1 kf=p+1

In view of Tougeron’s lemma on equivalence (1.3), (4) implies that g is equivalent to
p+r

v
,2 gx+ X gy(o)xx,
i=1 kl=p+1

by a diffeomorphism which changes only %, y, ..., %54 g ¥p4 g1 r415 « - -5 %o Here we
remark that the diffeomorphism can be chosen to be the identity on S and hence (1)
remains valid. Hence, after a linear transformation of x,, 4, ..., %,,, W€ can assume
that

V4 T

&= ;lgixr*‘ '§1:i:x2+,-.

P
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Apply once more Tougeron’s lemma, then the expansions of g; with respect to %, 4, ...,

x,,, become polynomials of degree 1 with function in other variables as coefficients.
»

Moreover, taking x,, ;+ Zl g;x; for some g; in place of x,,; for i=1,...,7, we can
Py
assume that the g;, for ¢=1,...,p, are independent of x, ,, ...,%,,,. Then (4)
. (% . R
means that the rank of the matrix (a;g’) 1s p. Hence, by the implicit
Ji=1,...,
xJ ;=p+q+€'+1,. I 1)

function theorem we can take g,=x,,,,,,; for ¢=1,...,p. Thus we have
» r
- 3 2
g“ig‘lxp+q+r+ixi+izlixp+i'

As the rank of the Jacobian matrix of fis at most /=p+ ¢+ 1, we see that, for

Jj=2,..., Yps s is divisible by x,,,; if i=1,...,7 and by x,_ _, if
0%y i

i=q+r+1,...,p+q+r,

and that it is identically o if ¢=p+¢g+r+1, ... This shows that for j=2, ...
p r
’

fp+q+i=El"ijxixp+q+r+i+Elbijxi+*+gp+q+j
where a; and b; are functions in x;, ..., %,,,,,, and the g, .. are functions in
Xy, ..., %. Considering 3, i =8+ ¢+i(Pgr1s -+ > Vg4, instead of y,,  for j=2,...

we have g, ,..=0. We see that a; and b; vanish at o. Therefore the proposition
is proved.

Remark (9.2). — In the proposition above, if we admit only permutations of the
index set {1, ..., m} of y=(y,,...,%,) as changes of the coordinate system in R",
we have

Sx)=x, .., fi(x)=x,,
f01+1=xq+1 + & - -:fp+q:xp+q+gp,

r V4 »
— 2
Jotar1= Elixzwr q+i+i§1xq+i‘xp+ gtriT 81T Eﬁi”ﬁ

r V4
_ 2
j;7+ q+2 1,§1a1ixp+ q+i+ iglblixq+ixp+q+r+i+.gp+2

where g,, ..., 8,1 (T€SP. &40 -+ -5 &m—p) are germs of analytic functions in x;, ..., x,
(resp.in x,, ..., x,, ), the ¢; are constants, and g; and b; do not necessarily vanish at o.
This follows easily from the proof above.

Let g:R"—>R™ be an analytic mapping and let A be the subset of R" of points
where the rank of the Jacobian matrix of g takes its maximum value /. We want to

289
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see what form is most general on Aj=R"—A. We may assume that the rank is constant
on A,, that the sum F of the squares of the determinants of all Jacobian ¢ x¢ submatrices
has the form (ii), and that the restriction of g to A, has the form (i)’. Let us consider
the simplest case where n=m=¢=2. There are only two possibilities: (a) the restriction
is an immersion or (4) it is a constant map. One easily proves that the germ of g at
any point of A, is R — L equivalent to the mapping (x, ») > (x,)°) for some integer s> 1
if (a) holds and to (x,y)—(x", g,(x)x™ +yx%) for some function g and integers
0<s;<s, in case (b). An example is g(x,y)=(x, 2y +3%). In this case

Ay={x+3)*=0}
and the restriction of g to this curve is critical at (0, 0). Hence (o, 0) is an exceptional

point.
We propose the following as a generalization of the above forms. We write

8(x)=(g:(%), - .-, gn(¥)) and  x=(x, ..., %)

with
N\
(1]) gl(x):xl’ e gp(x):xp)
—_ 8-
Spr1=EX4,
j— 8-
&p+2=Xpiakpl 1T &%k 15
J— 8. 8 8-
8p+3 = %p 3% 1 T 8uXp a1 T L%l 15
— sl—p+ % xsl—ﬂ-l+ + Pl
Se=XXp11 T8t —p—1t—p—1%t—1%p+1 e T8 —p—11%p 1
— St-p S1
gl+1_gl—pl—~pxlxp+1+"'+gl——p1xp+1:
— St-p S1
gm—gm—p—ll—pxlxp+l + e +gm——p-—11xp+13
where 1<5<...<s,_, are integers, g, is an analytic function in x;,...,x,,;
—v1_= % —p ’ 1y 1 p+j

vanishing at 0, and g;=o0 if 5;=s;,,.
Definition. — Let f:M,—>M, be a mapping between manifolds, and let x be
a point of M. We say that f takes the form (ii)’ at x if there exist local coordinate systems

(%5 ---»%) and (, ..., %, at x and f(x) respectively, such that x=f(x)=o0 and
that f takes the form (ii)"’ in these coordinate systems.

Proposition (9.3). — Let f: My—M, be an analytic mapping between manifolds.  Then
the subset of M, of points at whick f does not take the form (i)’ is an analytic set of codimension
at least two.

Progf. — We suppose M;=R" and M,=R" for the sake of brevity. We use
the above notations A, A,, / and F. Let B be the subset of A, of points where F does
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not take the form (ii). Then B is an analytic set of codimension two, A,— B is smooth,
and f does not take locally the form (i)’ on B. Let A;for 1<¢</ be the subset of R"
of points where the rank of the Jacobian matrix of f is equal to or smaller than £ —i—1,
and let C; be the subset of Aj— B of points where the Jacobian matrix of the restriction
of fto A;—B has a rank equal to or smaller than f —¢—1. Itis trivial that the A, are
analytic sets. We want to prove the analyticity of BUC;. We consider the radical
of the sheaf of ideals of @ generated by F. As each stalk of the sheaf is a principal ideal,
we have a finite number of cross-sections A, ... which are also generators. Then B
is the set of common critical points of A;, ... on A;,. We consider the vector fields

0 0
||grad )\,.[|Za—x—<grad N, §> grad )

J J
for all ¢ and j, where {, > means the inner product. Let them be Y,;, ... They vanish
on B and their restrictions to A;—B are vector fields on Aj—B and span the tangent
space at each point. Hence, the sets BUGC,; are the analytic subset of A, of points
where the rank of the matrix (Y; f;) is equal to or smaller than /—i—1. Here
S=(f1s ---sSm). LetF,or F; for i=1,...,n be the sums of the squares of the deter-
minants of all Jacobian (¢/— ) X (/—1) submatrices of f or of all (/— ) X (/—¢) submatrices
of (Y; ) respectively. Then A; or C,UB for each ¢ is the zero set of F; or F; —{—%:k?
respectively. Let V; or V| be the subset of A; or BUC; of points where F; or F; does
not take the form (ii) respectively. We denote by V the union of B, all V; and all V;.
We easily see that f does not take the form (i)’ on V, that V is of codimension > 2 and
that Aj—V, A;—V and C;,—V are smooth and of codimension one. It is trivial that
A,—VDCGC, ,—VDA, —V for all i. We shall study the form of f on A;—C;,,—V
and C;—A;—V separately. We remark that (A;—C;,,)UV and (C;—A;)UV are
analytic sets.

We first consider A,—C,; —V for each ¢. By definition, the rank of the Jacobian
matrix of fis equal to or smaller than/ —¢g—1 on A, —C,,; —V and that of the restric-
tion of f to A,—C_,,—V is equal to or larger than / —¢—1. Since it is trivial that
the former is not smaller than the latter, they are identical. We put {—¢g—1=p.
Let W, be the subset of R" of points where the Jacobian matrix of (f, ...,f,) has
rank<p—r. Let x, be a point of A)—C,,;—V—W,. In a suitable local coordinate
system (z,, ..., 2,) at ¥, and by a translation of the coordinate axes ( y, ..., %, of R",
we assume %, =f(%)=o0, fi=2,...,f,=% and {z,,=0}=A,. We want to find
analytic functions ¢;( ¥, ..., %_,) for i=p-+1, ..., m such that the mapping (f,, ...,
SorJor1—Pps1(fis -+ 5 fp)s - - .) takes the form (ii)”. By the definition of V, the ideal
of the ring of analytic functions on a neighborhood of x, generated by all the determinants
of the Jacobian (p 4+ 1) X (p + 1) submatrices of f is the principal ideal generated by 231!
for some s;>1. We pick up Jacobian submatrices of (f{, ..., f,, fp4:) for i=1,...,
m—p. Then we have

Sori=h(2) 74 Rz 05 )
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for i=1,...,m—p and suitable functions %, and #;. Calculating the determinants
of other Jacobian submatrices of f, we see that #;(o)=0 for at least one i. Let W,
be the set of points where the sum of the squares of the determinants of all Jacobian
(p+1)X(p+1) submatrices of (f;, ..., f,.) is not the product of F, (that is, the similar
sum for f) by a positive function. Assume that x, is not contained in W,. Then W,
is an analytic set, and h;(0)#0. Changing z,,,, we get

f;z+1:iz;1+1+<Pp+1(ﬁ> .- -’fp)-

Next we shall choose z,, ,, removing analytic sets W; and W,, in such a way that

(%) Jo+2= %21 T 8u(2s - o) 2y )8 1+ Ppra(fis - s Sprt)

for suitable functions ¢,,, and g;. Let n be the sheaf of submodules of ¢" on R*
defined by

n ai )
Y aj—fzo for i=1,...,p+1
i=1"'0x

J

an{(al, s a,)E0)

where (%, ..., x,) is the affine coordinate system of R". Then it follows that n, is

> "n.

generated by n—p —1 elements if x is a point of A,—C,, ; —V—W,—W, and that n is
coherent by Oka’s theorem. Hence there exist a finite number of cross-sections Z,, . . .,
Z,. of n which are generators of n, at any point x of A —C,,, —V—-W,—W,. We

n
n

0
regard an element (a,, ..., a,) of n, as the tangent vector % a,(x)—. ThenZ,,...,Z,
=1 a
are vector fields on R" which satisfy Z;f;=o0 for i=1,...,n" and j=1,...,p+1,
and which span the tangent space of {z;=...=2,,,=0} at x,. Let W, be the set
of points where the sum of the squares of Z,f; for all 7 and j does not take the form (ii).
We proceed in the same manner as for W,. The set Wj is analytic. We assume that

x, is not contained in W;. These facts imply that the ideal of the ring of analytic

of.

functions on a neighborhood of %, generated by a—f’ for iz, j>p+2 is the principal ideal
2.
J

generated by z? , for some integer s,>>0. Removing an analytic set W, in the same

way as W, and W,, and changing (z,,,, ..., 3,), we can, in a neighborhood of x,,
assume that ‘f’“ is the product of 22 , and a positive function. Then it follows that
p+2
fp+2—h;’)’+2( ) AP A AR (2) 2, p+1+<P;;+2(zn cee zp—i—l)
for suitable functions 4;" and <p;, +2 such that A ,(0)+o0. We substitute z,,, for
by o2ppot- .. +h 2, and put ®pr2=Ppta(?s -+ -5 2,0). Then we get
ﬂm+2=zp+2zp+1‘|‘%+2(zu ) zp+1)_<Pp+2(Z1: ‘e e %)

+ o1 fis )

By the definition of s, @, (%, « - .5 2,41) — @y 2 is divisible by 21, and we have s5,>s,.
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We write the quotient as g;; and put
g11=81:(2) — g11(0)
and cpp+2(215 Ry Zp+1)=<P;I+2 +g{1(0)zp+1'

Then the wanted equation () is achieved. It is trivial that if s,=s,, g,; can be chosen
identical to o.

Applying the same method to f, , 5, ..., f,,, we see that there exist a finite number
of analytic sets Wy, ... such that if x, is not contained in the union W of all W,,
(S5 - s Sosdps1—Ppi1(fis - - -5 Sp)s - - ) takes the form (ii)”’ for some functions @, 4, .. .,
®,. Let ¢ be a permutation of (1, ..., m). Considering the mapping

fc:(fo(l)’ .- "fc(m))

in place of f, we get an analytic set W, such that f, takes the form of the sum of (ii)"
and a constant map in a suitable local coordinate system around each point of
A,—C,.;—V—W,. Hence f takes locally the form (ii)’ on A, —GC,,; —V—W where
W is the intersection of all W,. It is easy to see that Wn((A,—C,,)UV) is an
analytic set of codimension > 2 and that if f takes the form (ii)’ at a point x,, x, is not
contained in at least one W,, and hence in W.

On C,—A,—V, we obtain the same result in a similar way. Hence the set of
points at which f does not take the form (ii)’ is the union of V, Wn ((A,—C, ,)UV)
and so on. The proposition is proved.

Remark (9.4). — If M=R", we can deal with somewhat simpler forms. Namely,
let f=(fi, ...,/ : M;—R" be an analytic mapping. Then the subset of M, of

points at which the germ of f is not equivalent to any germ g=(g;, ..., g, at o of
the form

&o1y= ¥, Fcomst, ..., gy, =x,+const,

Lopr ) =X 1+ P1(%15 - o5 %),

gO(p+2):xp+2x;2+1+<P2(x1: cees xp+1)’ cee

8p_
gc(l) = xlxp{l—ll’ + (Pl—p(xli ooy xl—l))
gc(l+1)=<Pl—p+1(x1> sy x()’ e oo Gom) = (Pm—p(xn ceey xl)
where ¢ is a permutation of (1, ..., m), the ¢; are germs of analytic functions and the s
are positive integers, is an analytic set of codimension at least 2.
This is shown in the same way.
10. Equivalence to analytic mappings

The following is a generalization of Theorem (7.1).

Theorem (x0.x). — Let f be a mapping from a manifold M, to another My. Suppose
that the germ of f at each point of M, is equivalent to a germ of an analytic mapping. In addition,
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suppose that f takes locally the form (i)', (i)’ or (iii)’ in Section g, except on a discrete set. Then
S is equivalent to an analytic mapping.

Proof. — We can assume that f is analytic in a neighborhood U of the discrete
set. Imbedding M, in a Euclidean space, we assume M,=R". We put dim M, =n,
M, =M and denote by ¢ the maximum of the rank of the Jacobian matrix of . Let F
be the sum of the squares of the determinants of all #x¢ submatrices of (X;f)

=1,...,N»
ji=1,..., m
where f=(f, ...,f,). From the assumption, F is analytic on U, and for any point

x¢U, F, takes the form (i), (ii) or (iii). Hence, by Theorem (7.1), there exists a
diffeomorphism t of M such that t is analytic on v~ !(U) and that For is analytic.
Considering for instead of f, we may assume from the beginning that S=F~*(0) is
analytic. We observe here that F is not necessarily analytic. Let U, be the open
subset of points where the germ of f is equivalent to (f;, ..., f,) in R« 1ark (9.2) or to
(&o(t)s - - -5 &) 1in Remark (9.4). We define U,, Us, ... for f =(f ) - -sSoim)>
Jo,s - - - Tespectively in the same way, where p; are all permutations of (1, ..., m). Then
the union of U, Uy, ... is M. We want a diffeomorphism t; such that:

(1) 7, is analytic on 7 *(U),

(2) for, is analytic on UuU,,

(3) =, is the identity outside UuU,, and
(4) (S)=S.

If such a 1, exists, we can assume f to be analytic on UuUU,. Hence, repeating the
argument for (UuU,, U,) and so on, we obtain the theorem. To find 7, it is sufficient
that we consider the case where UuU,; =M and that we replace (3) by the condition
that <, is sufficiently close to the identity. Moreover, for the same reason, we can
assume that p, ¢, r and s; of the canonical forms in the remarks (9.2) and (9.4) are fixed
on SNU,;. We deal with the last canonical form only, for the sake of brevity, the proof
for the first being similar. By the lemma below, we reduce the problem to the case
¢{=m. We will shrink U by steps, but at any step the shrinked U is assumed to satisfy
UuU, =M.

We saw that F is analytic on U and takes locally the form (i) or (ii) out of U.
This implies, by Cartan’s theorem, that we have an analytic function F’ whose zero
set is S and whose germ at each point of S —U is the square of a regular function germ.
Let Y,, ..., Yy be analytic vector fields defined for S in the same way as in the proof
of Proposition (9.4). Namely their restrictions on S—U are vector fields of S—U
and span the tangent space at each point. Let H be the sum of the squares of the
determinants of all pxp submatrices of (Y,f) N Then Remark (6.7) shows

that for a small mapping ¢ =(g,, ..., ¢,), the maps (f}, ..., f)+He and (f, ..., /)
are equivalent by a diffcomorphism which satisfies (1), (3) and (4) for a shrinked U

i=1,
j=1,
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if ¢ is analytic on U. By Lemma (6.4), we choose the small ¢ so that (f;, ..., f)+He
is analytic. Hence we can assume from the beginning that (f), ..., f,) is analytic.

In the same way as in the proof of Proposition (9.3), we find analytic vector
fields Z,, ..., Zy. on M such that Z;f;(=o0 for i=1,...,N” and j=1,...,p, and
that for each point x,eU, the tangent vectors at x, span the tangent space of
{xeM|(f;, - L)) =(f15 .-, /) (%)}. Let p be the sheaf of ideals of # generated
by Z;f,,, for i=1,...,N”. Then the zero set of p is contained in UUS, and for
any point ¥ of S— U, p, is the (s5; — 1)-th power of the ideal of germs vanishing on S,.
Let p’ be the intersection of p and @, let p’' Cp’ be thesheafof ideals of germs vanishing
on S such that Z;g for i=1, ..., N” belong to p’, and let p® be a sheaf of ideals
generated by a finite number of cross-sections g, ..., g, of p”’ such that p” =p®
on M—TU. Then p’ has the same properties as p, and so do p’’ and p® if we replace
s;—1 by s;. By the assumption, for each point x, of M — U, there exist an analytic
function germ ¢, at o and a regular function germ ¢; at x, such that

St 1,2,(8) = @1 5(x) + @1 (fi(%) —fi(%o)s - - -5 S () =Sy (%))
and o H0)=S

Zy*

Hence the correspondence xt¢, on M—U and xybf,.;. on U determines an
element f,,, of I'(M, @ /p®).  Let Jo+1 be an analytic function whose image in
(M, 0/p®) coincides with f;,,. Then f,,,—f,, is a cross-section of p®%. By the
theorem on page 82 of [12], there exist functions gj, ..., g analytic in a shrinked U

such that
k

fr+1‘“f;»ljr1= Elgégi-

k
Let g’ for i=1, ...,k be analytic approximations of g;. Then fp +1and j;’jrl + ‘Zl &g,
satisfy the conditions of Remark (6.3). Hence they are equivalent by a diffeomorphism
which is close to the identity and under which f, ..., f, are invariant. Moreover,
we easily see in the proof that the diffeomorphism is the identity on S and that (1) is
satisfied for a shrinked U, because the g; are all (s, —1)-flat on S and are linear combi-

nations of the Z f for j=1,...,N” with function coefficients vanishing on S and analytic
in a shrinked U. Therefore we can assume that (f], ..., f,,,) is analytic. Repeating
this argument for f, . ,, ..., f,, f is transformed into an analytic mapping. The theorem
is proved.

We remark that if, in the theorem above, M, is a Euclidean space, we can simplify
the canonical form (ii)’ as in Remark (g.4).

Lemma (x0.2). — Let f; or f, be a mapping from a manifold M to R’ or R™ respectively.
We put f=(f1,fs). Assume that the maximum rank of the Jacobian matrices of f and f, is ¢,
that f, is analytic and that the germ of f at each point of M is equivalent to a germ of an analytic
mapping. Then f is analytic.
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Proof. — Since the problem is local, f; and f, are assumed to be germs at o in R,
By the assumption, there is a local diffeomorphism < in the neighborhood of o in R"
such that for is analytic. By Artin’s theorem applied to the analytic germs f; and
Jfio7, there exists a local analytic diffeomorphism 1’ around o such that fjot=fj07" and
that the jets of v and <’ at o of high degree are identical. It is sufficient for the proof
that fyot' =f07. Let p be the canonical projection of R/ xR™ onto R’. Let U be
an open sub-analytic set of R" such that o is an adherence point of U, that the restriction
of for to U is a submersion onto its image, that the image is smooth, and that the
restriction of p to the image is a local homeomorphism. The existence of such a U
easily follows from the assumption. Let p: [0, 1]—-R" be an analytic path such that
p(o)=o0 and p((o, 1]) CU. If we choose ' so that its jet at o of sufficiently high degree
is identical with that of r, t'0p((0, 1]) is contained in U. Hence we only have to prove
that the images of forop and fot'op coincide. We denote the images by A; and A,
respectively, and we assume that they are different. We put

A={(J1,3)efox(U)| nefrorop(lo, 11)}.

Then A is a semi-analytic set of dimension 1, and A, and A, are contained in A. By
Yojasiewicz’ inequality, we have |y —»'|>]|y|* where y and »’ are contained in different
connected components of A —{o} respectively and L is a positive constant. Hence it
follows that

| forop(t) —for'op(t)|>] forop(t)|">]t]¥

for 0<t<1 and a constant L’. This is impossible, because we can choose t’ so that
the member of the left side is L’-flat at o by Artin’s theorem. Hence A;=A,. The
lemma is proved.

We consider the simplest case of Conjecture II. Assume that the manifolds are
one-dimensional and that the functions are not constant. Then the diffeomorphism
of equivalence is always analytic. We generalize this to mappings.

Proposition (10.3). — Let f, and f, be equivalent analytic mappings from a manifold M,
to another M,. Assume that f; is an immersion on a non-empty open subset of M,. Then the
diffeomorphism of equivalence is always analytic.

Progf. — The method is the same as for the proof of the lemma above. Since
the problem is local, we can assume that f; and f, are mapping germs from (R”", o)
to (R", 0). Let v be a local diffeomorphism at o such that f;=f,07r. We want to
prove the analyticity of t. There exists a germ of a closed subanalytic set S Cf(R")
of dimension <z such that f,(R") — S is smooth and that the restriction of f; to R* —f"!(S)
is a local homeomorphism. Let Uy, ..., U, be the connected components of the germ
of R*—f1(S), and let p,, . .., p, be analytic paths such that p;(0)=0 and ¢,((0, 1]) CU;
for each i. Then for each 7, f; !(fioe;((0, 1])) is a semi-analytic set of dimension one
and contains the path top;([0,1]). Moreover the semi-analytic set contains o0 p;([0, 1])
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where 1’ is any local diffeomorphism such that f; =f;01". Hence, applying Artin’s
theorem and Lojasiewicz’ inequality in the same way, we have an analytic local diffeo-
morphism t’ such that top;=1"0p; for i=1, ...,k and fj=f,01". If f; is an immer-
sion, the proposition is trivial. This means that the equation T=+1" holds on R"—f;"%(S).
As the dimension of f{*(S) is <n, we see that t=1'. The proposition is proved.

The following is an immediate corollary of Theorem (8.4), Theorem (10.1) and
the above proposition.

Corollary (10.4). — If the source manifold is of dimension < 2, the conjectures 1 and 11 hold.

11. Other equivalence relations

If, in the conjectures I and II, we replace the equivalence by the R —L or L equi-
valence, the resulting conjectures are false.

Example (xx.1). — Let us consider an immersion of R into R? as in the figure.
Then it is locally L equivalent to germs of analytic mappings but not globally R — L equi-
valent to any analytic mapping.

We remark that any function germ which is R —L equivalent to the germ of an
analytic function is equivalent to an analytic germ.

>

Example (11.2). — Let f; and f, be strictly monotone increasing analytic functions
on R whose germs at all critical points are R —L equivalent to each other, whose sets
of critical values are {1/n|n=1,...} and {1/n|n=2, ...}U{2} respectively and

whose limits are oo as x tends to co. Then f; and f, are R —L equivalent but not
analytically R —L equivalent.

We remark that if f; and f, are R —L equivalent analytic functions whose sets
of critical values are discrete, then there exists an analytic diffeomorphism = of R such
that tof; and f, are equivalent. Namely we can reduce the problem to the original
conjecture II.

Remark (x1.3). — Let f; and f, be L equivalent analytic functions on a manifold
whose images are R. Then the diffeomorphism of L equivalence is analytic.

Example (11.4). — In the remark above we cannot omit the condition that the
images are R. Let f; and f, be functions on R defined by fi(x)=#*41 and
fo(x)=f, exp(1 —1/f). Then the diffeomorphism = of [1,00) such that tof,=f, is
uniquely given by 1t(»)=ypexp(1—1/y?). Hence f; and f, are not analytically
L equivalent.

Remark (xx1.5). — Any two L equivalent analytic functions on a manifold are
analytically R —L equivalent.
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12. Equivalence to Nash functions and the uniqueness of factorization of
analytic functions

In this section we give two applications of the ideas used in the preceding sections
of this chapter. First we consider the problem of when a C® function on a compact
Nash manifold is equivalent to a Nash function. Here a Nash manifold means an
analytic manifold which is a semi-algebraic subset of a Euclidean space (see Palais [21]),
and a Nash function on a Nash manifold means an analytic function whose graph is
a Nash manifold. We want to prove the corresponding conjectures in some special
cases. Here, we cannot use Cartan’s theorem. But the theorem is not essential in
some of the preceding results in this chapter, if the manifolds are compact.

Proposition (12.1). — Let M be a compact Nash manifold, let f be a function on M and
let S be the critical set of f. Let S,,S,, ... be the connected components of S. Suppose that
Sor each S, there exist a Nash function g; on M, a diffeomorphism ©, of M and a neighborhood U,
of S; such that

giot;=f on U;
and T; = dentity on ,L#:J‘Uj.
J (2
Then f is equivalent to a Nash function on M.

Proof. — Let M be embedded in R". Considering fot;'ot, * ... instead of f,
we can assume that g;=7f on U;,. We let G; denote the sum of squares of all derivatives
of g, for each 7. Then S, is a connected component of G;'(0). Let 4 be a polynomial
on R" which is positive on S;, and negative on another connected component. We put

H,=(R+G)®—h for i=1,...

Then H, is a Nash function whose zero set is S; and the germ of H; at S; is the product
of G; and a germ of a positive function. We put

H;=I1H, H'=HH+H)"!

VR

Then H! is a Nash function whose zero set is S—S; and the germ of H"” at S; or S; for

of 9 1
A Bf r Xay —£~—f— respectively. Multiplying by some
ox,, ax, 0%, 0%,

Nash functions on H; and H;, we can assume that the a,, are sufficiently near to the

J*1 is of the form 1—|~Zak,

zero function on a given small closed neighborhood of §; or S;. Then, by Lemma (6.1),
G =2ZgH; and f are equivalent as germs at S, and the diffeomorphism can be chosen
close to the identity. Hence we can assume that f=G in a neighborhood of S. Using
the sum of squares of all derivatives of G in the same way as in the proof of Corollary (6.5),
we prove the equivalence of f to a Nash function.
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An immediate corollary is

Corollary (12.2). — Let M, f be as above. Suppose that f has only isolated critical points

and that for each point x, the germ of f is equivalent to a Nash function germ. Then f is equivalent
to a Nash function on M.

Theorem (12.3). — Let M be a compact Nash manifold of dimension <2 and let f be
a function on M.  Suppose that for each point a of M, the germ f, is equivalent to a C® function
germ.  Then f is equivalent to a Nash function on M.

Proof of the theorem. — We assume MCR" and that M is not orientable. The
other case follows easily. Let (IVI, p, M) be a 2-fold covering such that M is an orientable
manifold and that p is a local diffeomorphism. We can imbed M in R3 so that

—xeM if xef/I,

and p(x)=p(—x) for xeM.

It follows that there exists a function ¢ on R?3 such that
e()=0(—x), ¢ (=M,

and that f is regular at all points of M. Let ¢’ be a polynomial approximation of ¢.
Then

¢"(x)=[o'(x)+o'(—2)]/2

is an approximation of ¢, and ¢’ ~*(0) is diffeomorphic to M. Here the diffeomorphism
commutes with the mapping x——=x. Hence we mayassume that MCR? is a Nash
manifold. Let ¢ be the projection from a Nash tubular neighborhood of M in R" onto M.
Then ¢ is a Nash mapping. Let p' be a map from R® to R” whose restriction on M
is p. Let p”” be a polynomial and a sufficiently strong approximation of p’. We put

" =q([p"(x)+p"(—2)]/2) L

Then p* is a Nash approximation of p such that p*(x)=p*(—«). Hence, we may assume
that p is a Nash mapping and that p(x)=p(—=x). Let S be the zero set of f. We put

~

S=p7(8S), f=fop.

By Proposition (12.1), we only need to show the existence of a Nash function g on M,
of 7eDiff*(M) and of small neighborhoods UCU’ of § in M such that

got=fon U
and t=1dentity on M —U".
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We may assume that f is analytic, by Corollary (10.5). Let 0, @ be the sheaves
of germs of analytic functions on M, M respectively. There exist distinct coherent
sheaves 5, ..., #, of ideals of @ such that

f@ = '];11 ‘%a’.’ “i>09

the radical V. %:%z for each 7 and xeM,

and such that S;={xeM |, ,+0,} for i=1, ..., m are finitely many points plus the
irreducible components of S. Here it is possible that §;=35; for i+; if S, and S, are
points. We put

H=p(#), Si=p'(S) for i=1,...,m

Then we can construct functions 4, ..., k, on M such that, for each i, ’S’,-C ki 1(0),
the germ £, is a generator of %x% for any x€S;, and b(x)=Hh(—x) or = —h(—x)

on M. Here & denotes the sheaf of germs of functions on M. We remark that if M
is not orientable, the 4; do not exist in general. We want to take Nash functions as &,
for i=1,...,m. Let & for each ¢ be the restriction of a polynomial on M such that

k; is sufficiently near to k;, that their critical sets are the same, that their jets of large order
m

are identical at each critical point of 'I;Ilhi’ and that A/(x)=~h(—x) if h(x)=Hk(—x)
and A{(x)=—h;(—=x) if k(x)=—h(—x). Then, by the properties of J# and #&;,

IT %, and Hl h; satisfy the condition of Remark (6.3) in a neighborhood of S. Hence
i=1 i=

they are equivalent as germs at S, and the diffeomorphism can be chosen near to the
identity and commuting with the multiplication by —1. As the diffeomorphism can
be extended to the whole of M without losing the commutativity, we can assume from
the start that the %; are the restrictions of polynomials.

Let ¢, for :=1, ..., m be Nash functions on M such that for each i
Gl >0, Y . <o,
i r0) - §;
and bi(x%) = i(—x).
We put

H1,=(h12,+q)f)1/2_“p1, fOI‘ i:I, “eey m.
Then we have for each ¢
H;>o, Hi—l(o)=§ea H;(x) = H;(—x),

and the germ H,, is a generator of 9%21 for any xe M. We put

ﬁ:ﬁHﬁ‘i, Hx)=H(p '(x)) for xeM.

12
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From the property of #,, we deduce that
f20=Ho0.

This means that
f?HeC*(M) and f*/H>o.

Hence there exists a Nash function H’ on M such that
H?=H and f/H>o.

It is easy to find a Nash function H"” on M such that f/H'H" is sufficiently near
to 1 and that the jet of f/H'H" of sufficiently large order is equal to 1 at each point
where f does not take the form (i) or (ii) of the introduction. Then Lemma (2.2),
the proof of Lemma (2.3) and the statement in the proof of Remark (6.2) imply that
fand H'H" satisfy the conditions of Remark (6.3) in a closed neighborhood of S. Hence
fand H'H" are equivalent as germs at S, and the diffeomorphism is near to the identity.
Thus the theorem is proved.

Remark (12.4). — If M is not compact in the results above, f is not necessarily
equivalent to a Nash function. Take for example, M=R and f(x)=sinx. But we
see that for any compact subset K of M, there exist a Nash function ¢ on M and a
diffeomorphism t of M such that f and got coincide on K.

We can generalize the corollary (12.2) as follows in the same way.

Theorem (12.5). — Let [ be a mapping from a compact Nash manifold M, to a Nash
manifold M,. Suppose that the rank of the differential of f is constant on M, except on a discrete
set and that for each point x of My, the germ [, is equivalent to the germ of a Nash mapping. Then
S is equivalent to a Nash mapping on M.

Next, as another application, we generalize Proposition (4.2) to the global case.
Namely, we show that a factorization into C* functions of a non-zero analytic function
on a connected manifold is a factorization into analytic functions. We also consider
the complex analytic case. Assume that a continuous function f on a complex analytic
manifold is of class G*® when we regard the manifold as a real manifold. Then we
call f briefly a G* function.

Lemma (12.6). — Let f be a function on a manifold. Suppose that for any zero a of f,
the germ f, is the product of a function germ whick takes a non-zero value at a and an analytic
Sunction germ.  Then there exists a function § such that (x)+0 forany x and that {f is analytic.

Complex case. — Let f be a G-valued C® function on a Stein complex manifold.  Suppose
that for any zero a of f, f, is the product of a C-valued C® function germ which takes a non-zero
value at a and a germ g, of a complex analytic function.  Then there exists a C-valued C® function
vanishing nowhere such that {f is complex analytic.
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Proof. — The complex case is involved in the solution of the second problem of
Cousin. It is well-known that the existence of such an f proves the truth of the problem.
We will repeat the proof, because the real case follows in the same way.

Complex case. — Let M be the Stein manifold on which f is defined. Let 0, %,
&, A", and Z be the sheaves of germs of holomorphic functions, meromorphic functions,
C-valued C® functions, fractions of C-valued CG* nowhere flat functions and the constant
Z sheaf on M respectively. Let ¢*, &* be the subsheaves of @, & respectively of invertible
germs. We put 9 =X0", ' ="|&* viewed as multiplicative group sheaves. Then
we have commutative diagrams of exact sequences

0o —Z -2 0 s 0 —s o o —0 YL s 9 —5 o
b b ) (1), (2)
0o —>2Z -2 &5 & — o0 o —>& YL a4 59 — o

where ¢ is the identity, j the natural injection and e the exponential mapping. Hence
H\(M, 0) > H!(M, ") ==> HYM, Z) 2> H(M, 0)

! 1r L w

H!(M, &) 2> H!(M, &) == HXM, Z) 2> HXM, &)

HM, o) -2 HY(M,2) -2 HY(M, ¢

I I Js

H(M, #7) —=» HY(M, 2') —> HY(M, &)

are commutative diagrams of exact sequences. The fundamental theorem B on Stein
manifolds tells us that

HI(M, 0) =H2(M, 0)=o.

Now fis an element of H(M, 2¢”), and the mapping g:a—g, is not necessarily
a continuous cross section of #'. We see that r"g is a continuous cross section of 2.
We write the element of H'(M, &) as [f]. Then we have

JUf1=rfin H'(M, 2').
If we prove that 3,[ f]=o, it will follow that there exists g; in H'(M, £) such that
r"g;=[f]. Then g, and g, coincide mod @, for any a of M. This means that g, has

no singularity and that g, /fis a G-valued G® function vanishing nowhere on M. Hence

&=(g/f)f is the decomposition we want. Therefore we only need to prove the
equality §,[ f]=o0. We have

J[f1=87[f]1=81f=o.
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In the diagram (3)

H'(M, ¢*) 2> H M, Z), HM,Z) --s HX(M, Z)
are isomorphisms. Hence

3,8,[f1=38,7"8,[f1=0

implies &,[ f]=o0. Thus we have proved the analytic case.
For the real case, we only have to consider commutative exact sequences

0—>0—e>@*——>zz————>o

ool

0o — & - & —> Z, — o
instead of (1). We omit the details.

Theorem (x2.7). — Let f be a non-zero analytic function on a connected manifold.  Suppose
that f is the product of two functions @y, ©y. Then there exist two functions {y, Gy such that

Uy$o=1 and that ¢ ¢,, oy are analytic.

Complex case. — Let f be a complex analytic function on a Stein manifold. Suppose that
f s the product of two C-valued G functions @y, ¢y. Then there exist two C-valued C* func-
tions §y, Gy such that §,y=1 and that ¢ Y, @y are complex analytic.

Proof. — Real case. Let a be a point of the manifold. By Proposition (4.2), we
have two function germs g, g, at a such that g,g,=1 and that ¢,,g,, ¢, 8, are analytic.
Hence o, satisfies the condition on f in Lemma (12.6). Therefore there exists a func-
tion ¢, vanishing nowhere such that ¢, ¢, is analytic. Put ¢,=1/¢;. Then {¢;, ¢,
are the functions we want.

Complex case. — Because of the argument above, we only need to show this theorem
locally, namely, the complex case of Proposition (4.2). We can prove that case in
the same way as Proposition (4.2), since the results of Tougeron and Malgrange which
were used there hold true in the C-valued case. We omit the details.

303



III. — OTHER PROBLEMS OF EQUIVALENCE

13. Topological equivalence

Let f be a continuous function on a C! manifold M. A point x of M is called a
topologically regular point of f if the germ of f at x is C° equivalent to a C! regular function
germ. If x is not a topologically regular point, we call it topologically singular. The
image of a topologically singular point by fis called a topologically singular value.

Our tools in this section are the following lemmas due to Siebenmann [29], Kirby-
Siebenmann [8], Moise [16] [17], Munkres [18] [19], and Hirsch-Mazur [5].

Lemma (13.1). — Given a topological manifold X and a codimension one foliation F,
one can always find a foliation F' by 1-manifolds transverse to &F. If F'' is a given foliation
by 1-manifolds transverse to F and defined near a closed set G CX, then one can choose F' equal
to F' near C.

Lemma (13.2). — Let Q be a q-dimensional topological manifold without boundary, with
q£3, 4, and let C be a closed subset of Q. Let T, be a C* structure near C.  Let © be a C® struc-
ture on Q X R which agrees with 2y X R near GCXR. Then Q has a C® structure Z, extending %,
near G, so that there is an e-isotopy h: Qy XR—>(QXR)g with hy=the identity, h,=a
C= diffeomorphism, and h,= the identity near CXR. Here ¢ : Q XR—R  is a given continuous
Sunction.

Lemma (13.3). — Any homeomorphism from a Euclidean space of dimension not 4 to a
C* manifold can be approximated by C™ diffeomorphisms in the C° topology.

The topological case of the Corollaries (7.1) and (12.2) is

Theorem (13.4). — Let M be a C* manifold of dimension %4, 5. Let f be a continuous
unction on M.  Suppose that f has only isolated topological singularities. Then f 1s GO equivalent
to a C® function on M.

Proof. — Let S be the set of topologically singular points of f. Obviously f defines
a codimension 1 topological foliation % on M —S. The Lemma (13.1) implies the
existence of a foliation %’ by 1-manifolds transverse to . We assume dim M=z 1.
Let aeM—S. Then there is a neighborhood W of a and a homeomorphism
m:R*x[c, d]>W with ¢<f(a)<d such that

=R x{thhepa=F| » Anl#}xlo d)hem=F"| ,
Sfom(x,t)=t for (x,t)eR"X[c,d].
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Let {W;};_, . ... be a locally finite covering of M —S by sets of type W; the mappings
w;: R"X [¢;, d]—>W; have the same properties as =. We may assume that if

[e;, 41N ¢, d]+2 and i<j,
then [e;, 412 [¢;, dj].

By Lemma (13.3), there exists a C* diffeomorphism r,: W;—R"X (¢, d;) such that
|t (x)—m'(x)]>0 when x—>0W;

where dW] means the boundary of W;. Then =07, is a homeomorphism of W such
that fom ot is G® regular on W;. Taking a refinement of { W,} if necessary, we may
assume that

dist(myo7y(x), ¥) >0  when x—>0W,,

where dist( , ) is a metric on M. Then w07, can be extended to M so that the
extension is the identity outside W;. We denote it by o,. We consider foo,, &%
and o;# " instead of f, & and &', and we use the same notations f, ... for them.

Next we shall transform fon W,. If W,nW, =2, we define a homeomorphism o,
of M in the same way as above so that fog, is C® regularon W{UW; and that ¢,=the
identity outside W,. If W,NnW,+2, we have (c;,d,) D (c;,d,). Let G be a closed
subset of R" such that

7t5(C X (€9, d)) CWNW,.

We set W, =m,(CX(cy,d,5)). The function f is G regular near W;,. We want a
homeomorphism 6, of M such that fos, is C* regular on Wj and that o, is the identity
near W,, and outside W;. We choose C so that W;UW,, is a neighborhood of
OW,N 7 (R*X (¢, dy)). Then foo, is C® regular on WU Wi —m,[(R"—C) X{¢,, dp}].
Hence if we can construct o, and repeat this argument for Wy, ... then we may assume

that fis C® regular on M —S — U =,(R"x{¢;, d;}). We shall now construct a,. As
i=1

fis C* regular on W;, we have a C® foliation #"' by 1-manifolds on Wj transverse
to #. By Lemma (13.1), there exists a foliation #* by 1-manifolds on f~![(¢,, d;)]—S
such that

F' near f (¢, d)]—S—W,

" in a sufficiently large open subset of Wj.

Fr=

We put Wi={xef '[(c,, d)]| the leaf of F* passing through x intersects with Wj}.
Then W;DWj;, and because of the existence of %#*, there exists a homeomorphism
7y ¢ X X(¢y, dy) >W; where X is a topological manifold such that

Sormy(x, t)=t for (x,t)eX X (cy, dy)
and that X and =} are of class G near closed subsets C* and C*X(c,, d;) respectively.

Here C* has the same property as C. It is sufficient to construct o, for W3, = and C.
Because W} is a C* manifold, we have an induced C* structure on X X (¢,, d;) by 5.
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The two C* structures are equal near C*Xx(c,, d,). Hence, by Lemma (13.2), there
exist a C* manifold Y, a closed subset D of Y, a homeomorphism p:Y—X, and a
C” diffeomorphism % : X X (¢cy, dy) =Y X (¢y, d3) such that

h~'=(p xidentity) near D X(c,, d,),

e(D)=C
and that 4 and p~*Xidentity are sufficiently close. We put

w0 (p Xidentity)okomi ™ on Wi,
- identity outside W;.

It follows that hom~! is a C* diffcomorphism and that

fomyo(p xidentity)(p, t)=fomy(p( ), t) =t
for (»,t)€Y X(¢y, d,). Hence foo, is C® regular on W;. It is trivial that o, is the
identity near Wi, =m;(C*X(c,, d;)). Thus we have constructed o, as wanted.

We proved that we can assume the following: (#) fis G* regular on M —S —-il:Jl X

where X;, 1=1, 2, ... are compact subsets of M — 8 such that fis constant on each X;
and {X;} is locally finite in M —S. The above construction of homeomorphisms
justifies the next remark.

Remark. — Let X be a closed subset of M — S such that fis constant on X. Then
there is a homeomorphism % of M such that fok is C® regular near A~ '(X) and satisfies
the condition (%) and that £ is the identity outside an arbitrarily small neighborhood of X.

By this remark, we choose {X }in (#) so that each X, is a connected component

of U X; and that for each aeS, U X, does not intersect with f~*( f(a)) near a. We

put f( )=20. The lemma below shows the existence of «eC®(R) such that « is a
homeomorphism on R, «(b)=25, |a(b+1t)—b|<|¢] for teR, o is the identity outside
a sufficiently small neighborhood of 4, and «of is of class C® near X;. By Lemma (13.1),
we have a foliation by 1-manifolds transverse to % near X, and of class C* outside a
small neighborhood of X;. This implies the existence of a homeomorphism

s XX (ky, ky) > W'
where W’ is a neighborhood of X, and X] is an open subset of f~!(4) containing X,

such that
Sfor'(x,8)=t for (x,t)eX{X(ky, k),

that X is of class G® outside a small neighborhood X{’, and that =’ is of class C®
outside X' x(k;, k). We may assume that o is the identity outside (k;, k) where
by <Ri<b<ky<k,. Let 9eCX]) be G* outside X;’, 1>¢>0 and

1 in X/

o outside Xj,
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where Xj is a small neighborhood of the closure of Xi'. We put
S'x ) =alt)o(x)+(1—o(x)t for  (x, 8)eXix(k;, ky).
Then f” is of class C* and is C° equivalent to fon’ through a homeomorphism which
is the identity outside XjX(&{, k5). We put
., flon'™' on W’
I = f outside W’

Then f and f"" are C° equivalent by a homeomorphism that is the identity outside a
small neighborhood of X;. We easily see that f”" is of class G outside Su .l_Jin. We

repeat this process for other X;. Then we have a function which is C® equivalent to f

@
and of class G* outside S and C® regular outside SU U X;. We use the same notation f
: . i=1
for this function. .
Next we want to transform f into a function of class G® at S. For each aeS

there is a neighborhood U of a such that f is C® regular near f~'(f(a)). We
U—{a}

consider the case U=R""! a=o0, f(a)=0 and feC'(R"*!). By Lemma (13.1),

there exists a foliation %, on R**'—{0} by 1-manifolds transverse to % and

U—{0}
defined near f~!(0)—{o} by grad f. For any xeR"*! Z denotes the intersection of

S H[—=|f(x)], | f(x)]]) and the leaf of &, passing through x. We write Ds:I lIJ< Z,

for ¢€>o0. Then {D,},., is a fundamental system of neighborhoods of o. The reason
is the following. We only need to prove D,C{|x|<2} for sufficiently small ¢>o.
We may assume that fis G® regular on f~!([—¢, e])Nn{1<|x| <2}, that &, is defined
by the gradient of f in the same set and that |gradf|>3 there for 8>2e. If
D.¢{|x| <2}, there is a leaf in D, which connects two points x, » of D, such that
|x|=1, |y|=2. Then we have |f(x)—f(y)|>8. But, by the definition of D, we
always have |f(x")—f(x"")|<2e¢ for «',x’eD,. This is a contradiction. Thus we
have proved that {D,} is a fundamental system of neighborhoods of o. This implies
the following. Let «, be similar to the above « for X,, that is, a4 is a homeomorphism
of R of class C®, «,=the identity on (—o0, —&)U (e, ), |oo(t)|<|t| for teR, and
agof is of class G®. Let x be a point near 0. Then there exists a unique yeR"*! such
that x and y lie on the same leaf of %, and that «,of(x)=f(y). Moreover the corres-
pondence t:x—y is a local homeomorphism near o. And then we easily show in
the same way as in the case of X, that v can be extended to a global homeomorphism
so that for is of class G® on M. The proof is complete.

We used the next lemma in the proof above. The proof of the lemma is easy,
and will be omitted.

Lemma (13.5). — Let I,CR, n=1,2,... be open intervals such that
oel, ,CL, foreachn, N I,={o}.
n=1
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Let a,, n=1,2,... be positive numbers. Then there exists a strictly increasing function

feCG®(R) such that f(o)=o and

sg%) | f™(x)|<a, for any pair n>m.
z€l,

Theorem (13.6). — Let M be a C* manifold of dimension + 4, 5, and let f be a continuous
Sunction on M. Suppose that the set of topologically singular values of f has no inner point in R.
Then f is R—L C° equivalent to a G function.

Progof. — We may assume that fis bounded, and from the previous theorem, that
fis of class G on the set R of topologically regular points of f. Let V be the C* vector
field grad f on R for some Riemann metric on M. Let K;, i=1,2, ... be a sequence
of open subsets of M such that for each ¢, the closure K; of K; is compact and contained
in K;, , and that M is the union of all K;. Let S; be the set of topologically or diffe-
rentiably singular points of K;, i=1, 2, ..., and let T, be its image by f. Since S, is
compact, so is T;. Then the complement of T; in R is the disjoint union of open
intervals U, U,, ... We put

w‘.jzf—l(Uij)nKi for ¢,j=1,2,...

Adding countably many points to T; if necessary, we may assume that, for all ¢

inf f(x) and sup f(x)eT;,

z€K; z€K;
and that for each ¢, j, the function fis G® regular near Wij and any integral curve of V
contained in W, and passing through points of K;_; does not intersect K;=K;—K,.
We still assume T;CT, ,, ¢=1,2,... Let ¢ be a G® function on R strictly
increasing on (o0, 1), equal to 0 on (—o0, 0) and to 1 on (1, ). We put

Uij = (aij s bij) > @ij(x) =o[(x— aij) /(bij - aij)]'

Then for each 1, j, the function ¢;of is of class G* on K;. Let k;<1 be positive
numbers such that for each :

.Z kij(bi i aij) Pij of
i=1 K'-

converges to a G® function on K;, and that k;>k,, if U;dU,,. For all 4 j, ¢,
let ¢, be the sum of all &;; (b —a;;) with U;D U, and let ¢; be the limit of ¢
when i'—oo. It is trivial that o0<¢;<k;(b;—a;). We can choose {k;} so that
all ¢; are positive. This is shown as follows. First we choose %;;, j=1,2, ... suffi-
ciently small. Then we put

p_[Br d=nt

sufficiently small for other j,
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where the mapping (i,j) - (i —1,;") is defined by U;CU;_,., and/, is chosen large
enough, so that ¢;;, and ¢;,, are sufficiently near to %y;(b;,—ay,) and Ry5(b,5 — ay,)
respectively. Next, we put, for large /;,

_ k2j* j=1, ...,[3
N sufficiently small for other j,

securing that ¢;y5, €93, €133, Cars, Ca3, and ¢y are sufficiently near to ¢pq5, €199,
j‘2=3kz,-(b2j—a2j), koy(bgy —ag1), Eog(bgg— agy) and kyg(byg —ags) respectively. We repeat
the process for ky;, ... Then, for each ¢, j, ¢ —c¢;; 14 is sufficiently near to o for
¢'>1,j, hence we have ¢;+o0. Observe that

ci':j,.zi,-c(””j' for each 1, j (*)

We shall define a homeomorphism t of R such that tof is C° equivalent to a
C® function on each K;. We put

t(a3)=0, T(by)=c¢1;.

We want to define t(a;) and () for (4,7)=+(1,1). If g;>a,, let A\; be the set

of all j” such that a4, <a;<a;. If ¢;<ay, let N\y={j"|a;<a;<a,}. Then we put

X if a>ay,

(a)={ "

T )=
Y — 2 if g;<ay,

T(bij) = T(%‘) + ¢

The equality (%) and the assumption of the theorem ensure that 7 is well defined and
can be extended to a homeomorphism t of R. For all 7, j, we put

8ij = Cij Py of.

We compare the functions zof| _ +7(a;). Then, by the vector field V,

Wi Wy o
there exists a homeomorphism =; from W;NnK;_; into W; such that

and g;

T ofo T = 8ij + 'r(a,-j) on W,-jﬁ K,-_ 15

T =identity.
oW NK;

For each i, adding countably many points to T; if necessary, we can extend m,
j=1,2,... to a homeomorphism =; from K;_, into K so that

e 2]
TOfOTCiZ Z gij+ci on Ki—l
i=1
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where ¢; is a constant. Because of the choice of %; and of the inequalities
ki;(bi;—a;) > ¢;, the function on the right hand side is of class G* on K.

Now we want to connect =; and =;, to each other. For each i>g, j>1, we
have a C* embedding «; of A;X[o,¢;] into Wij where A; is a CG* manifold such
that the image of «; contains W;nK;_;, that the curves {o;(xx[o, cij])}zeA,'j are
integral curves of V, and that

&0 aij(x> t) =1 for (x) t) EAij X [O, cij] .
Let §;; be a G” function on A; such that 0<{¢;;<1 and that

e 1 if ay(xx[o, ¢z]) K _y+o
(x)=
Y o if ay(xx[o, ;)N (Ki—K,_))*e.

Let p be the projection A;X[o, ¢;] >A;. Then
gijbijopoa; '+ lej i1 (1 —yjopoa;h)

can be naturally extended to a function continuous on M, of class G* on K, , and
equal to 2 g;,,; outside W;. We denote that function by g;. Here we put
it=j

o)

gi= 2 guyyy if Wy=2. Then g = X g is a continuous function which is equal
re=i im1
0 e}

to X g;on K; ,and to X g, ) outside K;_,, and there exists a homeomorphism =;
i=1 i=1

from K; into K, such that
tofom;=g +¢; .y on K,

w, on K, ,

=
i .
w; ., outside K;_,.

Repeating this process, we have a continuous function on M which is C® equivalent
to tof. But, unfortunately, this function is not of class C* in general. To make it
differentiable we need numbers o0<k;<1, ¢,j=1,2,... which are similar to k;.
That is, let {k}} satisfy

kfjfij=j,§jk('i+1)j'€(i+1)j' for all i, .
Then

k,fjg,.quijopoagl—}—J_/?.‘.:jk('“l)j,g(iﬂ)j,(l —dyopoay’)
is well defined C* function on Wij and can be naturally extended globally. We call
the extension g;/. We choose {%;;} sufficiently small so that for each 7, the sum of g,
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Jj=1,2, ... converges to a C* function g;" on K. To find the %j; is exactly the same
as for k; and ¢; and we do not repeat the argument. Now we have, for all ¢
oo}
., jglktfjgij_'_c; on K, ,
8 =1
,Elkz{+1jgi+1j outside K;_,.
i=

where the ¢; are constants. Hence we can connect the g;' as follows. We put
gx)=g"(x)+¢' for xeK, —K,_ ,, i1=2,3,...
where the ¢;” are constants defined so that g(x) is continuous on M. Then g is a C* func-

tion on M and R —L CO equivalent to tof. The proof is complete.
From the theorem above and Sard’s theorem, we deduce:

Corollary (13.7). — Let M be a C* manifold of dimension n+ 4, 5, and let f be a C° func-
tion on M. Suppose that for each point x of M, the germ of f at x is R—1L CO equivalent to a
germ of a C" function. Then fis R —L C° equivalent to a C* function on M.

Example. — If we modify the example in Whitney [34], we have a G! function
on R? whose set of topologically singular values is not a border set in R. This function
is not R —L C° equivalent to any C* function on RZ

About the C° equivalence we have a simple result in the one dimensional case.

2

Proposition (13.8). — Let f be a C° function on I1=[o, 1]. Let .L_Jl (%:59;) be the set
of topologically regular points of f. Then f is C° equivalent to a C function with 1<r< oo
if and only if
(1) 31 /5~ f(0) < o
where k=r if r+o0, k=1,2,... if r=o00,
(2) the measure of the set of topologically singular values is o.
Proof of “only if . — For each i, there exists z;e(x;, ) such that
| fx) =) | = (=) f (=) .
Hence
Z )=l Z (i) sup [ f/(¥)[ Ssup |f/(x)] <oo.
If r>2, we have
| (@) =1/ (5) —f ()| = (5 — &) [ S (wi)l;
i=1,2,... for some we(x, z). Hence
| f() —fOE< (i) | f7 (i) [
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This implies
1 fle) P <o,
Repeating this argument we have (1). The assertion (2) is Sard’s theorem.

Proof of “if”. — We assume f(o)=o0. Let ¢ be a C® function on R strictly
increasing on [o, 1], equal to 0o on (—o0,0) and to 1 on (1, ©). We want to find

positive numbers a;, b;, i=1,2, ... and a homeomorphism = of I such that
(a) (b, &+ 8)]1=(x,9), it=1,2,...,

(b) for= 2 (f(3)—f(x))el(x—b)/a;] and

(c) this last function is of class C'.

We assume 7r$0. We put

ci=| f( ) —f(x) Iw-

Then, by (1), we have 2 ¢;<co. Let d;,, j=1,2,... be positive integers such that
i=1
(d) 2 <1/2l
s'-dj
Then

2+ 2+ T+ =c<oo.

i=1 i=dy i=dy

Let the coefficient of ¢; in the above sum be «; for each z. Then o, —>o when 7-—>o0.
We put g;= «a;c;m/c, where m is the measure of the set R of topologically regular points.

0

Then X g;=m. Let m; be the measure of [0, x,] —R and let A, be the set of integers j

i=1

such that x;<x;. Then (2) means that
fx)=. eZA; L) —f(%)]-
We put
bi=m+ X a.

JEN
Then there exists a homeomorphism t of I which satisfies the conditions (a), (). For
xe[b;, a;+8;], 1<k<r, we have

o I () —f)ellc—)a]
<UD 1)) ] 3ap |99 = (cm)*sup |2
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As o;—~c0 when i—co, this simplies (¢). If r=o0, we put ¢ =|f(y)—f(%)|, and
we consider the sums

e} o0
X, T XL

el
=1 i=dj i=dp

i

instead of (d). Then we obtain in the same way 4, b;, t=1, 2, ... and 7 as required.
The proposition is proved.

Example. — f(x)=x"cos? 1/x, xeR, r>2 satisfies the conditions (1) for £2<r and
(2) in the proposition but not (1) for k=7. Hence fis R—L C° equivalent to a G* func-
tion and C° equivalent to a G"~*! function but not to any G’ function.

14. C-valued C* functions equivalent to C-polynomials

In this section we consider complex valued C® functions on R% Equivalence,
R—L equivalence, etc. are defined in the same way as in § 6.

The main result of this section is the following.

Theorem (14.x). — Let f be a C-valued G function on R2  Suppose that f is proper
and that for each x€R2, the Taylor expansion T, f is equivalent to a non-constant C-polynomial.
Then f is equivalent to a C-polynomial.

Proof. — We easily see that for each xeR2 the germ f, is equivalent to a non-
constant C-polynomial germ. If f(x)=o, the order of x is well defined by a holomorphic
function germ equivalent to f,. Let X be the set of singular points of f. Then X
consists of a finite number of points, a,, ..., q, say. The reason is the following.

Trivially the assumption implies this fact locally. We put
C—f(X)=B, R*—f7'(f(X))=A.
Then f| : A—B is a covering. As f is proper, the cardinality of f~1( y) is finite for
A

all yeC. Hence the covering is p-fold for some integer p. Modifying f near each
singular point, we can assume that the order of f—f(a) at each 4eX is always two
and that

fla)+f(a') for a+aeX.

We shall prove that p>#X 4 1. Assume that there are p distinct points ay, ..., q,
in X. Let y, be a point in B. Let v, ..., v, be simple arcs contained in B except

for their ends, from y, to f(a,), ..., f(a,) respectively, such that
vl-r\vjz{yo} for 1%y,
v; Nf(X)={f(4)} for each .
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Let p,; be the connected component of f~'(v;) containing a;. Then

f sw—{a} = vi—{f(a)}

wi—{a;}

is twofold, hence u,Nf~'(y,) consists of two points, z, 2, say. Let u be a Jordan
curve contained in i|.::|1 ;, assuming such a curve exists. Then f(u) is contained in
ill v;. Because fis an open mapping, the image of the interior of . is an open set whose
boundary is contained in f(u) and in a';w' This is impossible. Hence there is no

Jordan curve in ‘_L:Jl w;. This implies that each connected component of il:Jl u; is contrac-
tible. Therefore

00> #{ %, 2 Yice,. 7P
This contradicts to the p-foldness of f . Hence p>#X +1.

We now regard R2 asbeing C. If X ={q,}, the theorem follows trivially. Hence
we assume n>1. For each i, set f(q)=25;,, and let the order of f—b; at a; be m;,+ 1.
We assume b,+0 for all 7.

First we suppose b;#b; for i+j. We define a polynomial mapping F:C"—C"
and a polynomial G,(y) for x=(x,, ..., x,)eC" by

Gy( )= (t—x)"™ ... (t—x)"d,
F(xh ces xn)z(Gz(xl)a cees Gx(xn))

Then the components of F are homogeneous polynomials of the same degree. Hence,
the image by F of any line passing through the origin is also such a line or {o}. If there
exists x=(x;, ..., %,)*0 in C" such that F(x)=o, then G,(») has the critical
points %, ..., %, and the critical values are all o. Hence, for each i, x; is a zero point

of order m;+ 1. This means that G,( ») is of degree > 2 (m;+1). But, by definition
i=1

of G,, the degree is glm@.—i— 1. This is impossible because n>1. Therefore we have

F~!'(o)={o}, and F is proper. If F is not surjective, there is a line passing through
the origin whose intersection with F(C") is {0}. Let F’ be the orthogonal projection
from C" to the orthocomplement of the line. Then we have (F'oF)7!(o)={o}. This
means that there exist n—1 polynomials on C* whose common zero set is {0}. This
contradicts the Hilbert Nullstellensatz. Hence F is surjective. The Jacobian matrix
of Fat x=(x,...,x%,) is

mlJ‘:l(t_-‘xl)ml—l(t—xz)mz. .o dt, ceey mlf:n(t_xl)ml_l(t—x2)m2. .. dt

m, [ E—x)m (=) m [ (t— )™ (=)™ e
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We see that the Jacobian of F is divisible by x% and by (x;—x;)™*" for i%j. On

the other hand, the degree of the Jacobian is n X m;. This means that
i=1
n
Jacobian F =K IT &% IT (x;,—x;)™ ™
i=1 i<j
where K is a constant. Hence the singular set of F is
n
U {x=o}u U {x=x).
i=1 1]

Let R denote its complement. Then F~'(R) is a set of regular points. Let

c=(cyy .v.,6,)eC"
be a regular point of F. We put

g(x)=G,(x), gle)=d;, i1=1,...,n
We assume d;+d; for i%j. Then there exists a G* simple arc ¢: [1,2]>GC such
that ¢(i)=¢;, that gog:[1,7n]—GC is also a simple arc and that the image of goo is
a G® smooth manifold. The reason is the following. First we join ¢; and ¢, by a simple

arc. Let S be a large circle in G whose interior contains all 4;. Let y,eS and
f1(S)=S". Let v,v':[o, 1]—>C be simple arcs such that

v)=dy, v(1)=v(0)=yy, V(1)=4dy,

image vn{d;}=d,, imagev' N{d}=4d,,
and image vNimage v' =9,.
Then there exist simple arcs u, ' : [0, 1]—-C such that

w(o)=rcy, w(1)=¢,,
and gop=v, gou' =V,
If p(1)=uyp'(0), the products v*=v.v' and p*=p.u’ are the arcs we want: we have
v=gou", u(0)=¢ and p*(1)=cy. If p(1)+p'(0), let p"” : [0, 1]—>C be the simple
arc contained in S’ and joining w(1) to p’(o) (counter)clockwise and let p'=p.p" .p
and v*=gop*. Then p*issimple, but v*is not. We want to modify v* to make it simple.
If we move v* continuously in C—{d;} preserving its ends, p* moves accordingly, that
is, satisfying gow®=v". Assume that v* goes around S k-times. Then we may suppose

that v* has £ —1 multiple points (Figure 1). Hence there is no problem in the case
k=1. Assume k=2 and that v*(1/g3)=v'(2/3) is the multiple point. We put

.(p) v'(2t/3) for 0<i<1/2
v(atls+1f3) for 1ja<i<r.
Then we have a simple arc p** in G such that
gou"=v", p"(0)=¢,.
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If w”(1)=c¢,, w" and v are the arcs we want. If p™(1)=+c,, then p™(1) is a regular
point of g. We put

v (6¢) 0<t<1/6
vU()=v(—2tt4f3)  1/6<t<1/3
v(2) 1/3<t<1.

The set of multiple points of v** is v([2/3, 1])=v**([1/12, 1/3]), and we have an
arc p™ in G such that

*

go ('L*** — v** s ‘L***(O) — 61’
w*(1)=¢, and p™(I°)Nn{¢}=0.

okok Kok

It is easy to modify v and p™* to make them simple and satisfying

w (@) n{e}={c; &}
“I)n{d}={d,, d} (Figure 2).

© e

Fic. 1 Fic. 2

If 2>2, we repeat the argument. Thus we get a simple arc from ¢, to ¢, whose image
by g is also simple and does not contain 4, ..., d,. After a transformation by a homeo-
morphism of C, we can consider the simple arc from d, to d, as a small segment. Then
we can use the method above to join d, and d; by an arc which has no common point
with the segment. Repeating this process, we obtain a simple arc ¢ : [1, 2] > G which
satisfies our conditions except that go¢ is not necessarily a G* manifold. But it is
easy to modify ¢ to achieve this condition.

In the same way as above we find a C® simple arc ¢: [1,2]—>C such that
$(2)=ga;, that foy is also simple and that the image of fo¢ is a G® manifold. Here
we need the fact that for a sufficiently large circle S in C centered at o, f~!(S) is a circle

too. We put
Ai:go@([i,i—l_l]), B@:f°¢([l>z+1]) i1=1,...,0—1

n—1 n—1
The sets g~ *( .l_Jl A;) and f~Y( .lqu B,) are contractible. We may assume that g;=g;,

Jo=8 1=1, ...,n. Foreachy, g YA,;_,UA,) consists of 2m; + 2 simple arcs near ¢,
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and these arcs become half lines after a transformation by a suitable local diffeomorphism
in a neighborhood of ¢;. Then we can choose ¢ so that

’ ’
L6166}y =/ (m; 4 1)
_—
and that the direction ¢;_,¢{,, is counterclockwise with center ¢;, where ¢;_; and ¢/,

are points near ¢; on ¢[(¢—1,%)] and ¢[(¢, 14 1)] respectively. In this case we say
that A, ..., A,_; are well-chosen arcs for g. We also choose ¢ in the same way.
There exists a diffcomorphism =; of R? such that

n—1 n—1
T1(f—1(i91 Bi))zg_l(il__J1 Ay).
Let us assume A;=B,, t=1,...,2—1. Then we can choose 7, so that
n—1
got,=f near f‘l(.l_J1 B,).

n—1 n
Since the restrictions of got; and fto R*—f~*( U B;) are X m;+ 1 fold coverings, there
i=1 i=1
exists a unique diffeomorphism t, of R? such that

go‘rlo‘t2=f
n—1
and v, =the identity near f~!( U B,).

i=1

Hence f is equivalent to the G-polynomial g. Therefore we only need to find

¢=(6, ..., 6)€C" such that B, ..., B,_, are well-chosen arcs for g(x)=G,(x). For
that, we need:

Assertion. — Let Ay, ..., A, _, be well-chosen arcs for g =G, where
¢ =(cty ...,c)eC"  F(c)eR.

n—1
Let AY, ..., A, be C° simple arcs such that 'U1 Al is a simple arc, and that A} is the image
i
of a G mapping p, from A; to Q sufficiently near to the identity for each i. Then there exists
¢"=(c,...,6)eC" near C' such that Ay, ..., A)_, are well-chosen arcs for g" =G,..
Proof of the assertion. — Let {d;’, d;, ,} be the ends of A]’, ¢=1, ...,n—1. Then

d!’ is near to d; for each i, where (d/,...,d,)=F(¢"). Because the restriction of F

-y &y

on F7Y(R) is a covering, there exists ¢’ =(c{, ..., ¢, )eC" near ¢’ such that
F(")=d"=Wd, ..., d)).

n—1
Then, from Lemma (14.2) below remarked by Malgrange [12], ¢”~'( U A) is
i=1

n—1
contained in the e-neighborhood of g’ ~!( -91 A]) for sufficiently small ¢>o0, and there

exists a C® diffeomorphism = of R? sufficiently close to the identity such that
n—1 n—1
m(g" (U A) =g (U A)

317



118 MASAHIRO SHIOTA

outside a given neighborhood of {¢;}. Hence there exists a homeomorphism =’ of R?
such that

n—1

®(¢" (U A =g (U A,

This means that A}’, ..., A;’ | are well-chosen arcs G,,. Thus the assertion is proved.
Let o:[1,2n]—>C be a simple arc such that

o =fo¢, o¢a([1, 2n])

[1,n]

and a(t+n)=goop(t) for 1<t<n.
We put

d(s)=a(t+s), AG)=a(li+s,i4+1+5]), i=1,...,n o<s<n
Then d(s)=(d,(s), ..., d,(s))eR for any 0<s<n. Hence there exists a continuous
mapping se€fo, n]—=>c¢(s) =(c,(s), . .., ,(5))€C" such that

F(c(s))=d(s), o0<s<m, and ¢(n)=c.
By assumption, the set of points se[o, n] such that A(s), ..., A,_,(s) are well-chosen
arcs for G, is open. Since A;(n)=A4A;, A(n), ..., A,_,(n) are well-chosen arcs
for g. Hence this set is not empty. On the other hand, the proof of the assertion
shows that the set is also closed. Hence A;(0)=B,,...,A,_;(0)=B,_, are well-
chosen arcs for G,;. Thus we have proved the theorem in case &;+5; for i%j.

The general case. — We may assume

bi+b; for ixj, 1<i, j<m,
and {byy - ..y b }={by, ..., b,}.
Then in the same way as above we construct a simple arc ¢ : [1, m] >R? such that
$(i)=¢a, t=1,...,m, that the image of fo{ is a C* manifold and that the image
of ¢ satisfies at each b,, ..., 5, _, the same condition as the well-chosen arcs above.
And there exist ¢=(c, ...,¢,)eC" and a simple arc ¢: [1, m] >R?® such that

¢(t)=¢; for 1<i<m, gop=fol,
dtgoo([1,m]) for m<j<n,
and d+d;, for i%j where g=G, d=g(g)
and that the image of the set ¢([1, m]) by some diffeomorphism t; of R? is {([1, m]).
We set
A=goo([i,i+1]) i=1,...,m—1I.
Let
Xo=14([1, m]),
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X, =the union of the connected components of f~(A,), i=1, ..., m—1, which inter-
m—1
sect X,_,, k=1, ... We define Y, for g in the same way. Then, as f~( .Ul A) is

connected, we have

Ux.=r~(U A).

Let 2, i=m+1, ...,n, be the least £ such that X, contains ¢.. We may assume

kyi1<k,.s<... Then there exists a homeomorphism 7, of R? such that t,=1; on Y,

and that t,| is a homeomorphism onto X, for i<k<k, ,. Let ¢,,,: [0, 1]>R?
Y

be a simple arc such that
-1
Pmt1(0)=73 (@n11);  Pmir(1)=Cnyir
m—1
and that gog, ., is a simple arc and does not intersect U g U{d;} except for the
i=1
extremities. We denote the image of gog, ., by A, ;. Next we define a simple
arc ¢, [0, 1]—>R? and aset A, |, such that ¢, , is a path from a point of g~(5,, ., ,)
m—1
to ¢, ., and that gog, ,, is a simple arc and does not intersect A,,,,u U Auid}
i=1
except for the extremities. The point of g7 (4, ,) is chosen in the same way as for ¢, ;
by shrinking each connected component of g~'(A, ;) to a point. We repeat this

process to define @, .3, ..., 9, Apyis, ---»A,. Then U A; is contractible and
m—1 iFm

(R g7 Y y A,)) |/~ is homeomorphic to (R? f~%( ‘Ul A,)), where ~ means the shrinking

of each connected component of g7 !(A,,,;) to a point, i=1,...,n—m. Let

d(s)=(d,(s), ..., d,(s))eC 0<s<1
be defined by
1<:<m,
d(s)= ==
gowgi(s) m+1<:i<n

Then, since we can assume that any d;(s) never takes the value o, we have d(s)eR for
0<s<1. Hence there exists a continuous mapping

[0, 1]as b ¢(s)=(cy(s), - . ., ¢,(5))eC"

such that F[e(s)]=d(s) and c¢(1)=c=(¢, ...,¢,). If we prove ¢(0)eR, that is,
¢;(0) #¢;(0) for i+j, then we see in the same way as for the case b;+6; that f is equi-
valent to G,o. Hence we only need to show that ¢(0)#+¢(0) for i+j. Assume the
existence of z#j, such that ¢ =g . Let

dio(o) =), gsl)(,y):Zs'

Then, by the lemma below, there are m; + 1 clements of Z; near ¢, (s) and m; + 1 ele-

ments near ¢ (s) for small s>o. Because

Jo
m—1 n
W, = G‘l)( il=Jl Av U d,(1))

o i=m+1 0<E<s
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is contractible, we can join ¢ (s) and ¢ (s) by a simple arc J; in W, for any small s>o;
here the mapping (o, 1]as J,eC%([o, 1], R?) is continuous. For any s>0, 0</<m—1,
Is a

G j(A,) consists of p::iglmi—i—x simple arcs {L{,, ..., L{} such that G,

c(s

i

ks
homeomorphism onto A, and that L{NLL CoLL for (4, k)% (¢, k). Then, by the
lemma below once more, we can order the set of arcs so that [o, 1]3s> (L, ..., L{)
is continuous for each /. We easily see that there exist #;, ..., 2, ... such that J,

n

consists of L,’cis, L,’cis, ... and a subset of G( U U 4(). It is not possible

n i=m+1 0<t<s

that J,CGj( U U 4(t)), because this would imply a;,=a; for some i%1i,.

i=m+1 0<t<s

From the assumption, the extremities of J, converge to a point when s—o. Hence
m—1

L,’;:O, L,’,go, ... contains a Jordan curve. This means that G U A,) contains that
i=1

Jordan curve, which is impossible. Hence there is no i#j such that ¢(0)=¢(0).
The theorem is proved.

Lemma (14.2) (p. 56 of Malgrange [12]). — Let z; (resp. z), j,k=1,...,p, be
the roots of the equation

¥4 »
P+ L =0 (resp. 2+ 22T =0)
i=1 i=1

where the c;, ¢, are complex numbers. Suppose that
le] <K, |g—c |<K'S where K,3>o.

Then for any j, there exists k such that |z— z,| <2K8"P.
As corollaries of the proof of the theorem we have the fcllowing.

Corollary (14.3). — Let f(x), g(x) be C-polynomials in a variable. Let{ay, ..., a,},
{by, ..., b,} be the singular sets of f, g respectively. Suppose that n=m, that the order of
Sf(x)—f(a) at a; is equal to that of g(x)— g(b;) for eack i and that f(a;)+f(a;), g(b;)+g(b)
for i%xj. Then f and g are R —L real-analytically equivalent.

Corollary (14.4). — Given a positive integer k. Let A, be the set of C-polynomials in
a variable of degree <k. Then the cardinality of the quotient space Ay~ 1is finite, where ~ means
the R — L real analytic equivalence relation.

Corollary (14.5). — Let f:R2—>C be a proper continuous function with only isolated
topological singularities. Then f is C° equivalent to a C-polynomial.

Example. — Let f be a C-polynomial in a variable of degree 6 with singular
points ay, a,, a3 such that f(a,)=f(a;) and that the order of f(x)—f(a) at a;is 2, 2, 4
for i=1,2,3 respectively. Let B be the set of polynomials which have the same
properties as f. Let X be a simple arc from f(a;) to f(a;). We remark that any two
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such arcs are homotopic relative to f(a,) and f(a;). Hence there are two types for the
inverse image of X by f (Figure g). Since the R —L real-analytic equivalence class
of f is determined by the type, we have #B/~=2. This shows the necessity of the
condition that f(a)=+f(a), g(b;)+g(b;) for b;+b; in the Corollary (14.3).

Fic. 3

Stoilow proved that any C-valued light open continuous function on R2 is locally
Co equivalent to a C-polynomial (see [36]). Hence the last corollary implies:

Corollary (14.6). — Any C-valued light open proper continuous function on R2 is C° equi-
valent to a C-polynomial.

REFERENCES

[1] M. ArTiN, On the solution of analytic equations, Inv. Math., 5 (1968), 277-291.
[2] J. BocuNak-S. Lojasiewicz, A converse of the Kuiper-Kuo Theorem, Lecture Notes in Math., Springer, 192
(1971), 254-261.
[3] N. M. CuristensoN, Zur Lojasiewicz-Ungleichung fiir differenzierbare Funktionen, Manuscripta Math., 20
(1977), 255-262.
[4] M. HervE, Several complex variables, Local theory, Oxford, 1963.
[5] M. W. Hirscu, B. C. Mazur, Smoothings of piecewise linear manifolds, Ann. Math. Studies, 80, Princeton
Univ. Press, 1974.
[6] L. HO6RMANDER, Linear partial differential operators, Springer, 1969.
[7] H. C. King, Real analytic germs and their varieties at isolated singularities, Inv. Math., 837 (1976), 193-199.
[8] R. C. Kirsy-L. C. SieBENMANN, Foundational essays on topological manifolds, smoothings, and triangulation,
Ann. Math. Studies, 88, Princeton Univ. Press, 1977.
[9] T. C. Kuo, The jet space J"(n, p), Lecture Notes in Math., Springer, 192 (1971), 169-177.
[10] N. LEvinsoN, A canonical form for an analytic function of several variables at a critical point, Bull. Amer.
Math. Soc., 66 (1960), 68-69.
[11] N. LEvinsoN, A polynomial canonical form for certain analytic functions of two variables at a critical point,
Bull. Amer. Math. Soc., 66 (1960), 366-368.
[12] B. MALGRANGE, Ideals of differentiable functions, Oxford Univ. Press, 1966.
[13] B. MALGRANGE, Sur les points singuliers des équations différentielles, Séminaire Goulaouic-Schwartz, 1972.
[14] J. N. MaTHER, How to stratify mapping and jet spaces, Lecture Notes in Math., Springer, 535 (1975), 128-176.
[15] J. N. MaTHER, Stability of C® mappings, III. Finitely determined map germs, Publ. Math. I.H.E.S., 35
(1968), 127-156.
[16] E. E. Moise, Affine structures in 3-manifolds V. The triangulation theorem and Hauptvermutung, Ann.
Math., 56 (1952), 96-114.
[17] E. E. Moise, Geometric topology in dimension 2 and g3, GTM, Springer, 1977.

321
16



122 MASAHIRO SHIOTA

[18] J. R. Munkres, Obstructions to the smoothing of piecewise differentiable structures, 4nn. Math., 72 (1960),
521-554.

[19] J. R. Munkres, Obstructions to imposing differentiable structures, Illinois J. Math., 8 (1964), 361-376.

[20] M. Nacara, Local rings, John Wiley, 1962.

[21] R. Pavass, Equivariant real algebraic differential topology, Part I. Smoothness categories and Nash manifolds, Notes
Brandeis Univ., 1972.

[22] K. ReicHARD, Nichtdifferenzierbare Morphismen differenzierbarer Riume, Manuscripta Math., 15 (1975),
243-250.

[23] J. J. RisLERr, Le théoréme des zéros pour les idéaux de fonctions différentiables en dimension 2 et 3,
Ann. Inst. Fourier, Grenoble, 26 (1976), 73-107.

[24] M. SHiota, Differentiable functions equivalent to analytic functions, Publ. RIMS, Kyoto Univ., 9 (1973),
113-121.

[25] M. Suiora, Transformations of germs of differentiable functions through changes of local coordinates,
Publ. RIMS, Kyoto Univ., 9 (1973), 123-140.

[26] M. Suiora, On germs of differentiable functions in two variables, Publ. RIMS, Kyoto Univ., 9 (1974), 319-324.

[27] M. SHioTa, Some results on formal power series and differentiable functions, Publ. RIMS, Kyoto Univ., 12
(1976), 49-53.

[28] M. Suiota, Thesis, Univ. of Rennes, France, 1978.

[29] L. C. SiEBENMANN, Deformation of homeomorphisms on stratified sets, Comm. Math. Helv, 47 (1972), 123-163.

[30] H. Skopa, J. BriaNGON, Sur la cléture intégrale d’un idéal de germes de fonctions holomorphes en un point
de C", C.R. Acad. Sc. Paris, 278 (1974), 949-951.

[31] J. C. Touceron, Idéaux de fonctions différentiables I, Ann. Inst. Fourier, 18 (1968), 177-240.

[32] M. Van per Pur, Some properties of the ring of germs of C® functions, Compositio Math., 34 (1977), 99-108.

[33] H. WHITNEY, A function not constant on a connected set of critical points, Duke Math. J., 1 (1935), 514-517.

[34] H. WarTNEY, Local properties of analytic varieties, Differential and Combinatorial topology, Princeton Univ. Press,
1965, 205-244.

[35] H. WHITNEY, Analytic extensions of differentiable functions defined in closed sets, T'rans. Amer. Math. Soc.,
36 (1934), 63-89.

[36] G. T. WHYBURN, Analytic topology, Amer. Math. Soc. Colloq. Publ., 28, 1942.

Research Institute for Mathematical Sciences,
Kyoto University,
Kyoto 606,

Japan.

Manuscrit regu le 12 février 1979.

322



