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Abstract. — We introduce a quadratic regularization term (in the spirit of the proximal point method) in the line searches of the steepest descent method, obtaining thus better convergence results. While the convergence analysis of the steepest descent method requires bounded level sets of the minimand to get a bounded sequence, and establishes, even for convex objectives, only optimality of the cluster points, our approach guarantees convergence of the whole sequence to a minimizer when the objective function is pseudo-convex, whether its level sets are bounded or not.
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1. INTRODUCTION

The steepest descent method (also called Cauchy’s method, or gradient method) is one of the oldest and simplest algorithms for minimizing a real function defined on $\mathbb{R}^n$. It is also the departure point for many other more sophisticated optimization procedures. Despite its simplicity and notoriety (practically no optimization book fails to discuss it), its convergence theory is not fully satisfactory from a theoretical point of view (from a practical point of view the situation is even worse, but here we are not concerned with this issue). More precisely, standard convergence results (e.g. [1]) demand
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that the initial point belong to a bounded level set of the objective function $f$ (and henceforth that $f$ have at least one bounded level set) and fail to prove convergence of the sequence generated by the method to a stationary point of $f$, establishing only that all its cluster points are stationary. Even when $f$ is convex (in which case the stationary points are the minimizers of $f$) the level set boundedness assumption is required, and the result is just what has been called weak convergence to the set of minimizers of $f$ (a sequence $\{x^k\}$ is said to be weakly convergent to a set $S$ if $\{x^k\}$ is bounded, $x^{k+1} - x^k$ converges to zero and every cluster point of $\{x^k\}$ belongs to $S$).

It is true that from a computational point of view weak convergence is almost undistinguishable from full convergence, but failure to prove full convergence is theoretically insatisfactory. On the other hand, the condition of bounded level sets is quite restrictive both theoretically and practically.

In fact, the hypothesis of bounded level sets is indeed essential not only for convergence but also for well-definedness of the steepest descent method: we give next an example of a convex and differentiable function with nonempty set of minimizers and unbounded level sets for which the steepest descent method fails in the first iteration.

It is well known that if $C$ is a closed convex subset of $\mathbb{R}^n$, $P : \mathbb{R}^n \to C$ is the orthogonal projection onto $C$ and $g(x) = ||P(x) - x||^2$, then $g$ is convex and differentiable, $C$ is the set of minimizers of $g$ and $\nabla g(x) = 2(x - P(x))$. Consider $C_1, C_2 \subset \mathbb{R}^2$ defined as $C_1 = \{(x_1, x_2) : x_1 \geq 0, x_2 \geq 1/x_1\}$, $C_2 = \{(x_1, x_2) : x_2 \leq x_1 - 2\}$, let $P_i$ be the orthogonal projection onto $C_i (i = 1, 2)$ and take $f(x) = ||P_1(x) - x||^2 + ||P_2(x) - x||^2$.

It follows that $f$ is convex and differentiable, the set of minimizers of $f$ is $C_1 \cap C_2 = \{(x_1, x_2) : x_1 \geq 1 + \sqrt{2}, 1/x_1 \leq x_2 \leq x_1 - 2\}$ where $f$ vanishes and $\nabla f(x) = 4x - 2P_1(x) - 2P_2(x)$. It is easy to check that $P_1(0, 0) = (1, 1), P_2(0, 0) = (1, -1)$ so that $\nabla f(0, 0) = (-4, 0)$. If we start the steepest descent method at $x^0 = (0, 0)$, we are required to minimize $f$ on the halfline $L = \{(t, 0) : t \geq 0\}$, but the minimum is not achieved, because $L \cap C_1 \cap C_2 = \emptyset$ and the distance from $L$ to $C_1 \cap C_2$ is 0 so that $f(x) > 0$ for all $x \in L$ and $\inf_{x \in L} f(x) = 0$.

In this paper we show that addition of a quadratic regularization term (in the spirit of the proximal point method) to the linear searches of the steepest descent method removes such obstacles and, for the case of a pseudo-convex objective $f$, it is possible both to prove full convergence of the sequence to a minimizer of $f$ and to eliminate the assumption of boundedness of the level sets.
We start by recalling the proximal point method for minimizing $f : \mathbb{R}^n \rightarrow \mathbb{R}$. Starting from an arbitrary $x^0 \in \mathbb{R}^n$, a sequence $\{x^k\} \subset \mathbb{R}^n$ is defined by

$$
    x^{k+1} = \arg\min_{x \in \mathbb{R}^n} \left\{ f(x) + \lambda_k \|x^k - x\|^2 \right\}
$$

where $\{\lambda_k\}$ is a bounded sequence of positive real numbers called regularization parameters. The origin of this algorithm can be traced back to [5], and its applications in the area of convex optimization were fully developed in [7], [8], where it is proved that under reasonable assumptions of $f$ the sequence $\{x^k\}$ defined by (1) converges to a minimizer of $f$. See [4] for a recent survey on the proximal point method and its extensions. We remark that this method is in general a theoretical device rather than an implementable procedure, because the minimization subproblems in (1) are in principle as hard as the basic problem $\min f(x)$, and some numerical algorithm is required to solve them in order to get each iterate $x^k$.

In this paper we do not analyze the proximal point method as given by (1). Rather we limit ourselves to add a regularization term of the form $\lambda_k \|x - x^k\|^2$ to the line searches of the steepest descent method.

Our proof is based upon the notion of quasi-Fréjér convergence, introduced for the first time [2], which will be discussed in the next section.

2. THE PROXIMAL REGULARIZATION OF THE STEEPEST DESCENT METHOD

Given a continuously differentiable function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, the steepest descent method for the problem

$$
    \min_{x \in \mathbb{R}^n} f(x)
$$

is given by

*Initialization:*

$$
    x^0 \in \mathbb{R}^n
$$

*Iterative step:*

$$
    \alpha_k = \arg\min_{\alpha \geq 0} f(x^k - \alpha \nabla f(x^k))
$$

$$
    x^{k+1} = x^k - \alpha_k \nabla f(x^k)
$$

*i.e. $\alpha_k$ minimizes the restriction of $f(x)$ to the halfline starting at $x^k$ and passing through $x^k - \nabla f(x^k)$.*
Our method consists of using instead the restriction of $f(x) + \lambda_k \| x - x^k \|^2$ to this halfline. If $x = x^k - \alpha \nabla f(x^k)$ then $f(x) + \lambda_k \| x - x^k \|^2 = f(x^k - \alpha \nabla f(x^k)) + \alpha^2 \lambda_k \| \nabla f(x^k) \|^2$. Therefore the proximal regularization of the steepest descent method replaces (3), (4) by
\begin{equation}
\alpha_k = \arg \min_{\alpha \geq 0} \{ f(x^k - \alpha \nabla f(x^k)) + \alpha^2 \lambda_k \| \nabla f(x^k) \|^2 \} \quad (5)
\end{equation}
\begin{equation}
x^{k+1} = x^k - \alpha_k \nabla f(x^k) \quad (6)
\end{equation}
where $\| \cdot \|$ is the Euclidean norm and $\{\lambda_k\} \subset \mathbb{R}$ satisfy
\begin{equation}
\hat{\lambda} \leq \lambda_k \leq \tilde{\lambda} \quad (7)
\end{equation}
for some $\hat{\lambda}$, $\tilde{\lambda}$ such that $0 < \hat{\lambda} < \tilde{\lambda}$.

We proceed to the convergence analysis. From now on $\{x^k\}$ refers to the sequence generated by (5)-(6). We assume that problem (2) has solutions.

Let $f^* = \min_{x \in \mathbb{R}^n} f(x)$.

**Proposition 1:** The sequence $\{x^k\}$ is well defined and, for all $k$,
\begin{equation}
\nabla f(x^{k+1})^t \nabla f(x^k) = 2 \alpha_k \lambda_k \| \nabla f(x^k) \|^2 \quad (8)
\end{equation}

**Proof:** Let $\varphi_k(\alpha)$ be the minimand of (5), i.e. $\varphi_k(\alpha) = f(x^k - \alpha \nabla f(x^k)) + \alpha^2 \lambda_k \| \nabla f(x^k) \|^2$. We claim that problem (5) always has solutions. If $\nabla f(x^k) = 0$ then $\varphi_k$ is constant and from (6) $x^{k+1} = x^k$ for any choice of $\alpha_k$. Otherwise $\varphi_k(\alpha) \geq f^* + \alpha^2 \hat{\lambda} \| \nabla f(x^k) \|^2$, implying $
abla f(x^k) = 0$, in which case (8) holds trivially, or $\alpha_k > 0$, in which case, using (6),
\begin{equation}
0 = \varphi'_k(\alpha_k) = -\nabla f(x^{k+1})^t \nabla f(x^k) + 2 \alpha_k \lambda_k \| \nabla f(x^k) \|^2 \leq 0. \quad (9)
\end{equation}
and (8) follows from (9).

**Proposition 2:**
(i) $f^* \leq f(x^{k+1}) + \lambda_k \| x^{k+1} - x^k \|^2 \leq f(x^k)$,
(ii) $\{f(x^k)\}$ is decreasing and convergent,
(iii) $\sum_{k=0}^{\infty} \| x^{k+1} - x^k \|^2 < \infty$. 
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(iv) \( \lim_{k \to \infty} (x^{k+1} - x^k) = 0. \)

**Proof:**

(i) With \( \varphi_k \) as defined in the proof of Proposition 1, use (5) and (6) to get

\[
\begin{align*}
    f (x^k) &= \varphi_k (0) \geq \varphi_k (\alpha_k) = f (x^k - \alpha_k \nabla f (x^k)) + \alpha_k^2 \lambda_k \| \nabla f (x^k) \|^2 \\
    &= f (x^{k+1}) + \lambda_k \| x^{k+1} - x^k \|^2
\end{align*}
\]

which proves the rightmost inequality. The leftmost one is trivial.

(ii) Follows from (i) using \( \lambda_k > 0. \)

(iii) From (i) and (7), \( \lambda_k \| x^{l+1} - x^l \|^2 \leq \lambda_l \| x^{l+1} - x^l \|^2 \leq f (x^l) - f (x^{l+1}). \) Summing on \( l, \lambda \sum_{l=0}^{\infty} \| x^{l+1} - x^l \|^2 \leq f (x^0) - f (x^{k+1}) \leq f (x^0) - f^*. \) so that

\[
\sum_{k=0}^{\infty} \| x^{k+1} - x^k \|^2 \leq \frac{1}{\lambda} (f (x^0) - f^*) < \infty.
\]

(iv) Follows from (iii).

**Proposition 3:** If \( \bar{x} \) is a cluster point of \( \{x^k\} \) then \( \nabla f (\bar{x}) = 0. \)

**Proof:** Let \( \{x^{l_k}\} \) be a subsequence of \( \{x^k\} \) such that \( \lim_{k \to \infty} x^{l_k} = \bar{x}. \) By Proposition 1 and (6)

\[
\begin{align*}
    \nabla f (x^{l_k+1}) \cdot \nabla f (x^{l_k}) &= 2 \alpha_{l_k} \lambda_{l_k} \| \nabla f (x^{l_k}) \|^2 \\
    &= 2 \lambda_{l_k} \| x^{l_k+1} - x^{l_k} \| \| \nabla f (x^{l_k}) \|
\end{align*}
\]

By Proposition 2 (iv), (7) and continuous differentiability of \( f, \) the left hand side of (10) converges to \( \| \nabla f (\bar{x}) \|^2 \) as \( k \) goes to \( \infty, \) and the right hand side of (10) converges to 0, i.e. \( \nabla f (\bar{x}) = 0. \)

We remark that up to now we have not established existence of cluster points of \( \{x^k\}, \) which will be proved below with a convexity hypothesis on \( f, \) but we chose to prove stationarity of the limit points before existence in order to complete the set of statements that hold without demanding convexity. Of course, if we assume that \( x^0 \) belongs to a bounded level set \( f, \) then by Proposition 2 (ii) such set contains the whole sequence, which is therefore bounded, in which case Proposition 3 implies the standard result of weak convergence to the set of stationary points, i.e. even without convexity our algorithm fares as well as the usual steepest descent method. But our main goal is to get rid of the boundedness assumption and nevertheless prove full convergence, which we do next for the case of pseudo-convex \( f. \)
We present now the notion of quasi-Fejér convergence, introduced in [2].

**Définition 1:** A sequence \( \{y^k\} \subseteq \mathbb{R}^n \) is quasi-Fejér convergent to a set \( U \subseteq \mathbb{R}^n \) if for every \( u \in U \) there exists a sequence \( \{\varepsilon_k\} \subseteq \mathbb{R} \) such that
\[
\varepsilon_k \geq 0, \quad \sum_{k=0}^{\infty} \varepsilon_k < \infty \quad \text{and} \quad \|y^{k+1} - u\|^2 \leq \|y^k - u\|^2 + \varepsilon_k.
\]

The following result was proved in [3, Theorem 4.1] for rather general distances. We give here a proof for the Euclidean distance in order to make this paper self-contained.

**Proposition 4:** If \( \{y^k\} \) is quasi-Fejér convergent to a nonempty set \( U \) then \( \{y^k\} \) is bounded. If furthermore a cluster point \( y \) of \( \{y^k\} \) belongs to \( U \) then
\[
y = \lim_{k \to \infty} y^k.
\]

**Proof:** Take \( u \in U \). Apply iteratively Definition 1 and get
\[
\|y^0 - u\|^2 + \sum_{l=0}^{k-1} \varepsilon_l \leq \|y^0 - u\|^2 + \beta, \quad \text{where} \quad \beta = \sum_{k=0}^{\infty} \varepsilon_k < \infty.
\]
It follows that \( \{y^k\} \) is bounded. Let now \( y \in U \) be a cluster point of \( \{y^k\} \) and take any \( \delta > 0 \). Let \( \{y^{l_k}\} \) be a subsequence of \( \{y^k\} \) such that \( \lim_{k \to \infty} y^{l_k} = y \). Since \( y \in U \) there exists \( \{\varepsilon_k\} \) satisfying the properties of Definition 1. Take \( k_0 \) such that \( \sum_{k=k_0}^{\infty} \varepsilon_k \leq \frac{\delta}{2} \) and \( \bar{k} \) such that \( l_k \geq k_0 \) and \( \|y^{l_k} - y\|^2 \leq \frac{\delta}{2} \).

Then, for any \( k \geq l\bar{k} \):
\[
\|y^k - y\|^2 \leq \|y^{l_k} - y\|^2 + \sum_{i=l_k}^{k-1} \varepsilon_i \leq \frac{\delta}{2} + \sum_{i=k_0}^{\infty} \varepsilon_i \leq \frac{\delta}{2} + \frac{\delta}{2} = \delta.
\]
Since \( \delta \) is arbitrary, it follows that \( y = \lim_{k \to \infty} y^k \). \( \square \)

We present next our quasi-Fejér convergence result. We remind that \( f \) is pseudo-convex if and only if it is differentiable and \((y - x)^t \nabla f (x) \geq 0\) implies \( f (y) \geq f (x) \). It is immediate that differentiable convex functions are pseudo-convex.

**Proposition 5:** If \( f \) is pseudo-convex then the sequence \( \{x^k\} \) is quasi-Fejér convergent to the set of minimizers of \( f \).
**Proof:** Let $z$ be a minimizer of $f$. Then

\[
\| z - x^{k+1} \|^2 - \| z - x^k \|^2 - \| x^k - x^{k+1} \|^2 \\
= -2(z - x^k)^t (x^{k+1} - x^k) \\
= 2\alpha_k (z - x^k)^t \nabla f(x^k)
\]  

(11)

using (6) in the second equality. We claim that $(z - x^k)^t \nabla f(x^k) \leq 0$. Otherwise, $(z - x^k)^t \nabla f(x^k) > 0$ and we get $f(z) \geq f(x^k)$ by pseudo-convexity of $f$. Then $x^k$ is also a minimizer of $f$, and therefore $\nabla f(x^k) = 0$, in contradiction with $(z - x^k)^t \nabla f(x^k) > 0$. The claim is established.

Then, we get from (11) $\| z - x^{k+1} \|^2 \leq \| z - x^k \|^2 + \| x^k - x^{k+1} \|^2$ and the result follows from Proposition 2 (iii) and Definition 1, with $\varepsilon_k = \| x^{k+1} - x^k \|^2$. □

Finally we give our main result.

**Theorem 1:** If $f$ is pseudo-convex and attains its minimum on $\mathbb{R}^n$ then the sequence $\{x^k\}$ generated by (5), (6) converges to a minimizer of $f$.

**Proof:** By Propositions 4 and 5 the sequence is bounded, so it has cluster points. By Proposition 3 any such cluster point is a stationary point of $f$, and therefore, by pseudo-convexity of $f$ a minimizer of $f$. The result follows from the second statement of Proposition 4. □

3. **Final Remarks**

The computational performance of the steepest descent method has been up to now quite disappointing. Not only it has a best a linear convergence rate (e.g. [6], though this happens with all first order methods) but the fact the gradients at consecutive iterates are mutually orthogonal leads to poor performance ("hemstitching" phenomena, see [1]), unless $f$ has almost spherical level sets.

We do not make any claim in the sense that our regularization is not subject to the same limitations (though in our scheme consecutive gradients form an acute angle, which in principle looks better, and the freedom in the choice of the regularization parameters $\lambda_k$, which control the size of such angle, could have interesting computational effects); we just present a very simple variant of the method for which much neater convergence results can be obtained, eliminating at same time the rather annoying hypothesis of bounded level sets.
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Nevertheless, we remark that the addition of the quadratic term to the line searches represents a negligible additional computational burden, and in compensation, besides the better theoretical results presented above, the minimand $\varphi_k$ of the line search will be in general better behaved than the restriction of $f$ to the halfline (e.g. if $f$ is convex then $\varphi_k$ is strictly convex) so that numerical procedures used to perform the line searches can be expected to be more efficient for our proposal, whether they are nonderivative ones (e.g. Fibonacci search) or derivative ones (e.g. Newton’s method).
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