MINIMUM CONVEX-COST TENSION PROBLEMS ON SERIES-PARALLEL GRAPHS
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Abstract. We present briefly some results we obtained with known methods to solve minimum cost tension problems, comparing their performance on non-specific graphs and on series-parallel graphs. These graphs are shown to be of interest to approximate many tension problems, like synchronization in hypermedia documents. We propose a new aggregation method to solve the minimum convex piecewise linear cost tension problem on series-parallel graphs in \(O(m^3)\) operations.

Keywords. Minimum cost tension, convex piecewise linear costs, series-parallel graphs.

INTRODUCTION

The exploding use of Internet and of hypermedia documents have turned crucial the necessity to dispose of robust on-line algorithms to manage complexity and interactivity. One of the resulting problems which has emerged recently is the synchronization of hypermedia documents by considering that each object can be compressed or delayed like an elastic spring. The heterogeneity of the objects that compose a hypermedia document turns their presentation in time and space a hard problem. On the other hand, interactivity means that real-time updates of the schedule of the document should be possible, increasing the need for faster decision-making algorithms.

As explained in [9] and [17], such documents are composed of media objects (audio, video, text, image...), which duration of presentation must be adjusted to satisfy a set of temporal constraints that express the progress of the animation as
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defined by the author. But for these constraints to be satisfied, the author must accept some flexibility on the duration (that we call \textit{ideal}) of presentation of each object, pauses being totally forbidden if not explicitly wanted. To estimate the quality of an adjustment, a cost function, usually convex (\textit{cf.} Fig. 1), is introduced for each object. To summarize, the problem we attempt to solve here is to find an adjustment of best quality, \textit{i.e.} which minimizes the sum of the costs of the media objects.

![Figure 1. Examples of cost functions. (a) Piecewise linear with a single ideal value. (b) Non-linear, but convex and derivable. (c) Piecewise linear with several ideal values. (d) Discrete values.](image)

The set of temporal constraints can be modeled as a directed graph \( G = (X: U) \) (\textit{cf.} \[6\]) where \( X \) is a set of nodes, \( U \) a set of arcs, \( m = |U| \) and \( n = |X| \). The nodes represent events (the start or the end of presentation of an object). The arcs express duration constraints between nodes. With each arc \( u \) is associated a duration interval \([a_u; b_u]\), an ideal duration \( o_u \) and a cost function \( c_u \) defined on the interval. An arc \( u = (x; y) \) between two nodes \( x \) and \( y \) means the event \( x \) precedes \( y \) and they are separated by a duration \( \theta_u \) between \( a_u \) and \( b_u \), the ideal value being \( o_u \). Figure 2 shows how to represent some of the main temporal relations used in hypermedia synchronization (introduced by \[3\]).

Let \( \pi : X \mapsto \mathbb{R} \) be a potential function which assigns a date to each event node of the graph. Then the duration \( \theta_u \) of an object associated with an arc \( u = (x; y) \) can be seen as the difference of potentials \( \theta_u = \pi_y - \pi_x \), in other words, \( \theta = (\theta_u)_{u \in U} \) is a tension vector on the graph (\textit{e.g.} \[7\]). Denoting by \( A \) the incidence matrix of the graph, \textit{i.e.} matrix \( A \) of dimension \((m \times n)\) with the elements \( a_{xu} \) equal to \(-1\) (if \( u \) leaves \( x \)), \(+1\) (if \( u \) comes to \( x \)) or \(0\) (any other case), the problem is simply formulated as following:

\[
(P) \quad \begin{align*}
\text{minimize} & \quad \sum_{u \in U} c_u(\theta_u) \\
\text{with} & \quad \theta = A^T \pi, \ a \leq \theta \leq b.
\end{align*}
\]

And let \( T_G \) be the set of feasible tensions, \textit{i.e.} \( T_G = \{\theta \in \mathbb{R}^m \mid \theta = A^T \pi, \ a \leq \theta \leq b\} \). In this article, we only consider convex two-piecewise linear cost functions as shown in Figure 1a, the adaptation to more pieces of the method described here.
is straightforward (Sect. 3 shows that the core of the method manages piecewise linear costs with more than two pieces, so only the initialization phase of the method has to be adapted). Hence, from now on we consider the cost functions \( c_u \) as following:

\[
    c_u(\theta_u) = \begin{cases} 
        c^1_u(o_u - \theta_u), & \text{if } \theta_u < o_u \\
        c^2_u(\theta_u - o_u), & \text{if } \theta_u \geq o_u
    \end{cases}
\]

In Section 1, we present the results we obtained with known methods to solve the minimum cost tension problem on graphs with non-specific structure. Then in Section 2, we recall and introduce some properties of the series-parallel graphs related to tension. Section 3 explains the aggregation method. Numerical results of this method and comparisons with the previous methods are presented and discussed in Section 4. The last section ends this article with our first thoughts on how to exploit this method on non series-parallel graphs.

1. Minimum cost tension problem

With convex piecewise linear costs, it is possible to model the problem with linear programs. It is a solution widely used in practice for the synchronization problem (e.g. [10, 17]). Another way to solve the problem is the out-of-kilter algorithm first introduced for the minimum cost flow problem [14] and then for the minimum cost tension problem in [18]. We present an adaptation of that method to piecewise linear costs in [5]. That algorithm is pseudo-polynomial, \( O(m^2(A + B)) \) operations where \( A = \max_{u \in U} \{a_u; b_u\} \) and \( B = \max_{u \in U} \{c^1_u; c^2_u\} \). A polynomial method is presented in [15] but is only really efficient in practice for a special class

---

**Figure 2.** Graph representation of temporal constraints.
Table 1. Numerical results on non-specific graphs.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Arcs</th>
<th>CPLEX</th>
<th>Kilter</th>
<th>Cost-Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>200</td>
<td>0.44</td>
<td>0.12</td>
<td>0.1</td>
</tr>
<tr>
<td>50</td>
<td>400</td>
<td>0.83</td>
<td>0.3</td>
<td>0.19</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>0.93</td>
<td>0.47</td>
<td>0.28</td>
</tr>
<tr>
<td>100</td>
<td>800</td>
<td>2.3</td>
<td>1.3</td>
<td>0.54</td>
</tr>
<tr>
<td>500</td>
<td>2000</td>
<td>12.5</td>
<td>15.4</td>
<td>3.5</td>
</tr>
<tr>
<td>500</td>
<td>4000</td>
<td>37.7</td>
<td>49.1</td>
<td>6.8</td>
</tr>
<tr>
<td>1000</td>
<td>4000</td>
<td>57.2</td>
<td>76.5</td>
<td>11.6</td>
</tr>
<tr>
<td>1000</td>
<td>8000</td>
<td>193.7</td>
<td>239.9</td>
<td>20.4</td>
</tr>
</tbody>
</table>

of graphs (Penelope’s graphs). More recently, [1] presents an algorithm to solve a more generic problem called the convex cost integer dual network flow problem, the algorithm consists in transforming the minimum cost tension problem into a minimum cost flow problem, solved with the well-known cost-scaling method (e.g. [2]). This algorithm is polynomial, $O(mn^2 \log nA)$ operations, and proves to be very efficient in practice.

Table 1 aims at a practical comparison of the methods, which is always tricky because of all kinds of biases. But the goal here is to get an idea of how the methods behave on graphs with non-specific structure. Later in this article, we show the performance of these very same implementations on series-parallel graphs. Results are expressed in seconds, obtained on a RISC 6000 / 160 MHz processor with an AIX Unix operating system. We use GNU C++ 2.95 compiler and its object-oriented features to implement the methods. For the linear programming, we use the simplex method provided in CPLEX 6.0 software. These results are the means of series of 10 tests on randomly generated graphs. Both $A$ and $B$ are fixed to 1000. The implementation of the methods and the generation of the graphs are available in [4].

2. Series-parallel graphs

A common definition of series-parallel graphs is based on a recursive construction of these graphs (e.g. [12, 13, 22]) that is very intuitive and close to the way synchronization constraints are built in a hypermedia document.

A graph is series-parallel, also called SP-graph, if it is obtained from a graph with only two nodes linked by an arc, applying recursively the two following operations:

- the series composition, applied upon an arc $u = (x; y)$, creates a new node $z$ and replaces $u$ by two arcs $u_1 = (x; z)$ and $u_2 = (z; y)$ (cf. Fig. 3a). We call series the relation that binds $u_1$ and $u_2$ and note it $u_1 + u_2$;
- the parallel composition, applied upon an arc $u = (x; y)$, duplicates $u$ by creating a new one $v = (x; y)$ (cf. Fig. 3b). We call parallel the relation that binds $u$ and $v$ and note it $u//v$.

We regroup the series and parallel relations under the term SP-relation. During the construction process, a SP-relation that binds two arcs can become a relation
between two series-parallel subgraphs. Hence, we introduce the term single SP-relation to identify a SP-relation between two arcs. From the recursive definition of a SP-graph, it is easy to verify that a SP-graph has always a single SP-relation (the SP-relation created from the last composition). Hence, it is easy to check if a graph is series-parallel: find a single SP-relation in the graph, apply a reduction reverse to the composition that produces the SP-relation and go on again until only one arc remains in the graph. This linear-time method is explained in [22] and [20]. Another efficient approach to recognize a SP-graph is proposed in [13], based on the fact that paths in SP-graphs are organized a certain way.

The SP-relations are binary operations, so we can represent a SP-graph by a binary tree called decomposition binary tree or SP-tree (cf. [11, 22]). Figure 4 shows a SP-tree of an SP-graph. All the algorithms cited earlier to recognize a SP-graph can be adapted, without any complexity loss, to build a SP-tree during their process. Hence we will use this representation to present our aggregation method.

From the definition of a SP-graph, it is obvious that a SP-graph has only one source node (i.e. without any predecessor) and only one target node (i.e. without any successor). Hence we define the main tension $\theta$ of a graph as the tension between its source $s$ and target $t$, i.e. $\theta = \pi_t - \pi_s$.

3. Aggregation method

We present here the aggregation method to solve the minimum cost tension problem with convex piecewise linear cost functions (cf. Fig. 1a) on an SP-graph $G$. Note that the resolution of an optimization problem on this kind of graphs is usually easier than on non-specific graphs (e.g. [8, 11, 21]).
The aggregation method works on an SP-tree $T$ of the SP-graph $G$. The method is recursive: considering an SP-relation in $T$, it supposes that the optimal tensions of the two subgraphs implied in the relation are known, and from them it is possible to quickly build the optimal tension of the whole SP-relation. Hence, starting from the leaves of $T$, the optimal tension of each SP-relation is built to finally reach the root of the tree $T$.

To get an efficient algorithm, we need what we call the minimum cost function $C_G$ of a SP-graph $G$. This function represents the cost of the optimal tension (as defined by linear program ($P$) in the introduction) where the main tension is forced to a given value.

$$C_G(x) = \min \left\{ \sum_{u \in U} c_u(\theta_u) \mid \theta \in T_G, \bar{\theta} = x \right\}.$$  

As each function $c_u$ is convex, the minimum cost function is indeed convex (assuming that $C_G(x) = +\infty$ if no feasible tension exists such that the main tension is forced to $x$).

We consider two series-parallel subgraphs $G_1$ and $G_2$, and suppose that their minimum cost functions $C_{G_1}$ and $C_{G_2}$ are known. If we look at the SP-relation $G_1 + G_2$ (cf. Fig. 5a), $G_1$ and $G_2$ only share one node, hence there is no tension constraints between them. But if we add the constraint that the main tension of $G_1 + G_2$ must be equal to $x$, it imposes to $x_1$ and $x_2$, the main tensions of $G_1$ and $G_2$, that $x = x_1 + x_2$. Hence, the minimum cost function $C_{G_1 + G_2}$ of the SP-relation $G_1 + G_2$ is:

$$C_{G_1 + G_2}(x) = \min_{x_1 \leq x_2} C_{G_1}(x_1) + C_{G_2}(x_2).$$

It means $C_{G_1 + G_2}$ is the inf-convolution $C_{G_1} \square C_{G_2}$. It is well-known that this operation maintains convexity (e.g. [19]).

If we look now at the SP-relation $G_1 // G_2$ (cf. Fig. 5b), $G_1$ and $G_2$ share their source and target nodes, hence the only tension constraint between them is that their main tensions $x_1$ and $x_2$ must be equal. If we add the constraint that the main tension of $G_1 // G_2$ must be $x$, it imposes $x = x_1 = x_2$. Hence, the minimum cost function $C_{G_1 // G_2}$ of the SP-relation $G_1 // G_2$ is:

$$C_{G_1 // G_2}(x) = C_{G_1}(x) + C_{G_2}(x).$$

It means $C_{G_1 // G_2}$ is simply the sum $C_{G_1} + C_{G_2}$, which is convex if $C_{G_1}$ and $C_{G_2}$ are convex. From our analysis of the two SP-relations, it is easy to write an algorithm that builds the minimum cost function $C_G$ of a SP-graph $G$. But what interests us is to find the minimum cost tension of $G$. We propose now a specific way to represent the minimum cost functions so we know not only the cost of the optimal tension of a SP-relation, but also how to build it.
For this purpose, we define the \( t \)-centered minimum cost function \( C^t_G \) of \( G \) as following:

\[
C^t_G(x) = C_G(x + t) - C_G(t).
\]

That means \( C^t_G(0) = 0 \) and the function represents the minimum cost to increase or decrease the main tension from the value \( t \).

We choose to represent this piecewise function with two sets \( sh_G \) and \( st_G \), called the shrinking set, represents \( C^t_G \) on the interval \( ]-\infty; 0[ \), and \( st_G \), called the stretching set, represents \( C^t_G \) on the interval \( ]0; +\infty[ \). These sets simply contain the definition of each piece of the function on the interval they represent. They contain triplets of the form \( (c; e; L) \) where \( c \) represents the slope of the curve, \( e \) the length of the interval on which the piece is defined and \( L \) is a set of arcs (there can be several sets because more than one tension may be optimal, \( i.e. \) more than one way may exist to optimize the tension) that must be increased or decreased to adapt the tension on this piece. For efficiency reasons, the triplets are sorted from the smallest slope to the highest. Here are the sets \( st_G \) and \( sh_G \) of the example of Figure 6 (where \( a, b, c, d \) and \( e \) are arcs of \( G \)):

\[
sh_G = \{( -2/5; 5; \{a; b\} ); (3/5; 10; \{c\} ); (3; 5; \{d; e\}) \}
\]

\[
st_G = \{(2/5; 5; \{a; b\} ); (2; 7; \{c; e\}) \}.
\]

For instance, if we want to decrease the main tension \( t \), we consider the first triplet of the shrinking set \( sh_G \), \( i.e. \) \( (-2/5; 5; \{a; b\}) \), which means the tension \( t \) can be decreased by a value between 0 and 5, with a unit cost \( 2/5 \), by decreasing the tension of the arcs \( a \) and \( b \) by the same value. If the tension \( t \) must be decreased by more than 5 units, then we consider the second triplet of \( sh_G \), and so on until the whole decrease is performed.
Let us note $\theta^*_G$ the minimum cost tension of a graph $G$ and $C^*_G = C^*_G$. We explain here how to find $\theta^*_G$ and build the $C^*_G$ function. First the $C^*_u$ function of an arc $u$ is represented by $\text{sh}^*_u = \{(c^*_u; o_u - a_u; \{u\})\}$ and $\text{st}^*_u = \{(c^*_u; b_u - o_u; \{u\})\}$ with the optimal tension $\theta^*_u = o_u$.

3.1. Series aggregation

Now consider the graph $G = G_1 + G_2$ and suppose that we know the optimal tensions $\theta^*_1$ and $\theta^*_2$ and the minimum cost functions $C^*_1$ and $C^*_2$ of the subgraphs $G_1$ and $G_2$. The tension $\theta^*_G$ of $G$ made of the two tensions $\theta^*_1$ and $\theta^*_2$ is optimal, because there is no constraint between the two subgraphs after the series composition, which means the minimum cost function $C^*_G$ is centered on $\overline{\theta^*_G}$. To increase $\overline{\theta^*_G}$ we can choose to increase either $\overline{\theta^*_1}$ or $\overline{\theta^*_2}$. If we look at $p_1 = (c_1; e_1; L_1)$ and $p_2 = (c_2; e_2; L_2)$, the first pieces of the stretching sets $\text{st}^*_1$ and $\text{st}^*_2$, we decide to increase $\overline{\theta^*_1}$ if $c_1 < c_2$ or else $\overline{\theta^*_2}$. The same reasoning can be made to decrease $\overline{\theta^*_G}$. This way the whole $C^*_G$ function is built.

We can conclude that to build the function $C^*_G = C^*_1 \square C^*_2$ of the graph $G = G_1 + G_2$, we need to create $\text{sh}^*_G = \text{sh}^*_1 \cup \text{sh}^*_2$ and $\text{st}^*_G = \text{st}^*_1 \cup \text{st}^*_2$ sorted from the smallest slope to the highest. Figure 7 shows an example. If we note $p_1$ and $p_2$ the numbers of pieces of $C^*_1$ and $C^*_2$, then $C^*_G$ has $p = p_1 + p_2$ pieces, and the process of finding the optimal tension of a series composition needs $O(pm)$ operations ($O(p)$ operations to go through the $p$ pieces and $O(m)$ to copy a set of at most $m$ arcs for each piece).
3.2. Parallel aggregation

We consider now the graph $G = G_1//G_2$ and suppose that we know the optimal tensions $\theta_1^*$ and $\theta_2^*$ and the minimum cost functions $C_1^*$ and $C_2^*$ of the subgraphs $G_1$ and $G_2$. The parallel composition is possible only if $\theta_1^* = \theta_2^*$ (if we want to get a valid tension). As we need to find the optimal tension $\theta_G^*$ of the graph $G$, we need a method to equalize $\theta_1^*$ and $\theta_2^*$ optimally, i.e. such that the tension $\theta_G^*$ made of $\theta_1^*$ and $\theta_2^*$ is optimal. Suppose that $\theta_1^* < \theta_2^*$, to equalize $\theta_1^*$ and $\theta_2^*$ we can increase $\theta_1^*$ and/or decrease $\theta_2^*$, so we look at $p_1 = (c_1; e_1; L_1)$ and $p_2 = (c_2; e_2; L_2)$, the first pieces of $st_1^*$ and $sh_2^*$. We decide then to increase $\theta_1^*$ if $c_1 < c_2$ or else to decrease $\theta_2^*$. This process is repeated until $\theta_1^* = \theta_2^*$ (cf. Algorithm 8 (Fig. 8) and Fig. 11).

The tension $\theta_G^*$ made of $\theta_1^*$ and $\theta_2^*$ obtained with Algorithm 8 (Fig. 8) is compatible, i.e. belongs to $T_G$, because modifications on $G_1$ or $G_2$ satisfy the constraints on the tension. $\theta_G^*$ is also optimal for $G = G_1//G_2$ so the function $C_G^*$ will be centered on its main tension $\theta_G^*$.

Then to build the function $C_G^* = C_1^* + C_2^*$ we use the procedure 10 (only detailed for the $st_G^*$ part of the function) that is illustrated by Figure 9. If we note $p_1$ and $p_2$ the numbers of pieces of $C_1^*$ and $C_2^*$, then $C_G^*$ has at most $p = p_1 + p_2$ pieces, and the whole process of finding the optimal tension of a parallel composition needs $O(pm)$ operations (the equalization process go through at most $p$ pieces and copies at most $m$ arcs for each piece, the same for Algorithm 10 (Fig. 10) that creates at most $p$ pieces and copies for each at most $m$ arcs).
while $\theta^*_1 < \theta^*_2$ do
if $st_1^* = \emptyset$ and $sh^*_2 = \emptyset$ then /* no feasible tension */
let $p_1 = (c_1; e_1; L_1)$ be the first piece of $st_1^*$ if $st_1^* \neq \emptyset$;
let $p_2 = (c_2; e_2; L_2)$ be the first piece of $sh^*_2$ if $sh^*_2 \neq \emptyset$;
if $sh^*_2 = \emptyset$ or $c_1 < c_2$ then /* tension increase */
$\lambda \leftarrow \min\{e_1; e^*_2 - \theta^*_1\}$;
for each $u \in L_1$ do $\theta^*_1 u \leftarrow \theta^*_1 u + \lambda$;
$st^*_1 \leftarrow st^*_1 - \{p_1\}$;
if $\lambda < e_1$ then $st^*_1 \leftarrow st^*_1 \cup \{(c_1; e_1 - \lambda; L_1)\}$;
$sh^*_1 \leftarrow sh^*_1 \cup \{(-c_1; \lambda; L_1)\}$;
else /* tension decrease */
$\lambda \leftarrow \min\{e_2; e^*_1 - \theta^*_1\}$;
for each $u \in L_2$ do $\theta^*_2 u \leftarrow \theta^*_2 u - \lambda$;
$sh^*_2 \leftarrow sh^*_2 - \{p_2\}$;
if $\lambda < e_2$ then $sh^*_2 \leftarrow sh^*_2 \cup \{(c_2; e_2 - \lambda; L_2)\}$;
$st^*_2 \leftarrow st^*_2 \cup \{(-c_2; \lambda; L_2)\}$;
end if;
end while;

Figure 8. Algorithm to equalize parallel tensions.

Figure 9. Example of minimum cost function of a parallel composition.
while $s1^* \neq \emptyset$ and $s2^* \neq \emptyset$ do
let $p1 = (c1; e1; L1)$ be the first piece of $s1^*$;
let $p2 = (c2; e2; L2)$ be the first piece of $s2^*$;
$\lambda \leftarrow \min\{e1; e2\}$;
$s1^* \leftarrow s1^* \cup \{(c1 + c2; e1 + e2; L1 \cup L2)\}$;
$s1^* \leftarrow s1^* \setminus \{p1\}$;
$s2^* \leftarrow s2^* \setminus \{p2\}$;
if $c1 > \lambda$ then $s1^* \leftarrow s1^* \cup \{(c1; e1 - \lambda; L1)\}$;
if $c2 > \lambda$ then $s2^* \leftarrow s2^* \cup \{(c2; e2 - \lambda; L2)\}$;
end while;

Figure 10. Algorithm to build the optimal tension of a parallel composition.

Figure 11. Example of equalization of parallel tensions.
algorithm aggregate(Tree $T = (o, T_l, T_r)$, Tension $\theta^*_T$, Function $C^*_T$)
if $T_l \neq \emptyset$ then aggregate($T_l$, $\theta^*_l$, $C^*_l$);
if $T_r \neq \emptyset$ then aggregate($T_r$, $\theta^*_r$, $C^*_r$);

if $o = +$ then build $C^*_T$ and $\theta^*_T$ of the series composition $T_l + T_r$;
else if $o = \|$ then build $C^*_T$ and $\theta^*_T$ of the parallel composition $T_l \| T_r$;
else $sh^*_T \leftarrow \{(c^*_u; a_u - a_v; \{u\})\}; st^*_T \leftarrow \{(c^*_u; b_u - a_v; \{u\})\}$;
end algorithm;

Figure 12. Algorithm to build the optimal tension of a SP-graph.

### 3.3. Complexity

Finally Algorithm 12 (Fig. 12) resumes the whole aggregation method, which, from the leaves of the SP-tree of the graph, applies the series and parallel compositions with the construction of the optimal tension and the minimum cost function as we just explained in the previous paragraphs.

In this algorithm $T = (o; T_l; T_r)$ is the SP-tree with the root $o$, the left subtree $T_l$ and the right subtree $T_r$. We show now that this recursive method has a polynomial complexity.

**Theorem 3.1.** The aggregation algorithm performs $O(m^3)$ operations.

We established that each composition needs $O(pm)$ operations. It is known that a SP-graph contains $m - 1$ SP-relations ($n - 2$ series relations because each one creates a node and there are only two nodes at the beginning of the construction process, and $m - n + 1$ parallel relations because any SP-relation creates an arc and there is only one arc at the beginning). So the aggregation needs $O(pm^2)$ operations. We explained earlier that for each composition, if $p_1$ and $p_2$ are the numbers of pieces for $C^*_1$ and $C^*_2$, $C^*_G$ has at most $p_1 + p_2$ pieces. That means if each arc has a two-piecewise cost function, the minimum cost function of the whole graph has at most $2m$ pieces, and the aggregation needs $O(m^3)$ operations.

### 4. Numerical results

Table 2 shows numerical results of the methods presented in Section 1 and the aggregation algorithm on series-parallel graphs. Details on how the tests were performed can be found in the comments of Table 1 (Sect. 1). These tests still focus on the size and density of the graphs, because the theoretical complexity of the aggregation method shows that the scale of the data (i.e. the tension boundaries and the unit costs) has no impact on this method, contrary to the out-of-kilter and the dual cost-scaling approaches that are affected (cf. Sect. 1).

The linear programming and the out-of-kilter methods take advantage of the particular structure of the SP-graphs and behave really better on this class of graphs. However the cost-scaling approach on the dual of the problem does not work that well on this kind of instances, even with an improvement technique like
Table 2. Numerical results on series-parallel graphs.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Arcs</th>
<th>CPLEX</th>
<th>Killer</th>
<th>Cost-Scaling</th>
<th>Aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>200</td>
<td>0.4</td>
<td>0.07</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>50</td>
<td>400</td>
<td>0.71</td>
<td>0.15</td>
<td>0.2</td>
<td>0.09</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>0.73</td>
<td>0.2</td>
<td>0.31</td>
<td>0.09</td>
</tr>
<tr>
<td>100</td>
<td>800</td>
<td>1.4</td>
<td>0.38</td>
<td>0.63</td>
<td>0.18</td>
</tr>
<tr>
<td>500</td>
<td>2000</td>
<td>4.4</td>
<td>3</td>
<td>4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>500</td>
<td>4000</td>
<td>10.7</td>
<td>5.3</td>
<td>11.3</td>
<td>0.99</td>
</tr>
<tr>
<td>1000</td>
<td>4000</td>
<td>11.6</td>
<td>9</td>
<td>17.2</td>
<td>1</td>
</tr>
<tr>
<td>1000</td>
<td>8000</td>
<td>30.8</td>
<td>21.5</td>
<td>34.5</td>
<td>2.1</td>
</tr>
</tbody>
</table>

the wave implementation (cf. [2]). The aggregation method reveals quite efficient, and not very sensitive to the graph dimension.

Conclusion

We show here how to solve the minimum cost tension problem on series-parallel graphs with convex piecewise linear costs in $O(m^3)$ operations. But the real instances that interest us for the hypermedia synchronization are a bit more complex than the SP-graphs. They are indeed related to the generalized series-parallel graphs (cf. [16]). Through this article, we explained that, in the context of the minimum cost tension problem, a SP-graph can be reduced to a single arc with a convex piecewise linear cost function. One idea can be to identify series-parallel subgraphs of a non-specific graph, to aggregate these subgraphs and solve then the minimum cost tension problem on the reduced graph with any known method. To improve this simple idea, our future work will be to find algorithms to extract series-parallel components from a graph and to develop an efficient process (using the aggregation method) to find the minimum cost tension of the whole graph when assembling back these components.
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