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ABSTRACT - We study numerical schemes for some semilinear hyperbolic systems. We want to insure convergence and to be able to detect blow up phenomena. We construct finite difference schemes and define a maximal convergence time which is proved to coincide with the maximal existence time of the continuous solution. Numerical experiments are presented.

1. Introduction.

In this paper we study the convergence of numerical schemes for some semilinear hyperbolic systems. Here we focus our attention on two classes of systems for which one does not always know whether the solution of the Cauchy problem is global in time or not. In order to provide some answers to this question, we expect the numerical approximation to converge towards the solution as long as this solution exists and also to be able to detect an eventual blow up. To reach that aim we use a local convergence theory in the spirit of [7], whose definitions of stability and consistency allow us to transpose at the numerical level the well-known properties of semilinear hyperbolic systems: local well posedness and stability for smooth data, finite propagation speed. We define finite dif-
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ference discretizations of our systems for which we construct suitable functional spaces where stability and consistency hold. Then we are able to define a maximal convergence time which is proved to coincide with the maximal existence time of the continuous problem. Actually in the convergence proof the properties of the exact local solutions as well as those of the numerical ones are involved (see section 2). Considerations on special cases and numerical experimentation show that our schemes actually allow the detection of blow up and its qualitative analysis.

The first class of systems under consideration is a family of one-dimensional first order systems with quadratic interaction:

\[(1)\quad \partial_t u_i + c_i \partial_x u_i = q_i(u), \quad 1 \leq i \leq L\]

with

\[(2)\quad q_i(u) = \sum_{j,k=1}^{L} A_{jk}^i u_j u_k, \quad 1 \leq i \leq L\]

The speeds \(c_i\) and the interaction coefficients \(A_{jk}^i\) are real and \(u = (u_i)_{1 \leq i \leq L}\).

The second family of problems is a system of wave equations with cubic interaction:

\[(3)\quad P(\varepsilon_1, \varepsilon_2)\begin{cases} (\partial_t^2 - \partial_x^2) u_1 = \varepsilon_1 u_1 u_2^2 \\ (\partial_t^2 - \partial_x^2) u_2 = \varepsilon_2 u_2 u_1^2 \end{cases}\]

with \(\varepsilon_1, \varepsilon_2 \in \{-1, +1\}\).

Systems of type (1) or (3) arise in various fields of physics, generally as a simplification of more complicated nonlinear problems. For example in kinetic theory of gases, the discrete Boltzmann equations are of type (1) (see [19] for instance). In plasma physics the 3-waves complex valued system:

\[(4)\begin{align*}
\partial_t u_1 + c_1 \partial_x u_1 &= Ku_2 u_3 \\
\partial_t u_2 + c_2 \partial_x u_2 &= -K^* u_3^* u_1 \\
\partial_t u_3 + c_3 \partial_x u_3 &= -K^* u_1 u_2^* 
\end{align*}\]

can be put in form (1). If \(L = 2\) the results concerning the global Cauchy problem for (1) with «small data» or «large data» are complete [2]. For \(L \geq 3\) global existence theorems are known for particular cases as discrete Boltzmann equations with positive data [19], [3] or conservative systems [8] among which (4). Also some blow up results are available but
there is no general classification. A lot of numerical studies are concerned with discrete velocity Boltzmann models. In [20] a fractional step method is used to prove a global existence result of Carleman’s model. In [5], the fluid dynamical limit of Broadwell’s model is studied numerically. In [16] uniform convergence results are proved under some Tartar’s type assumptions [19]. One can see also [9]. Note that all these papers deal with global solutions while our viewpoint is the approximation of possibly blowing up solutions. Systems of type (4) have also been numerically experimented, see for example [11]. In this paper we use a fractional step method where the linear part is solved exactly and the nonlinear part is discretized by a semi-implicit method. The convergence is obtained by proving local uniform stability in $L^\infty$ and consistency in $L^\infty$, locally uniformly in $W^{1, \infty}$.

$P(+1, -1)$ comes from the field theory (see [13] and related references for a survey) and the associated Cauchy problem may be interpreted as an intermediate one between $P(+1, +1)$ and $P(-1, -1)$. Actually, the long time behavior of solutions in the $\epsilon_1 \epsilon_2 > 0$ cases are better understood [13], but the question of the global existence in time for smooth enough solutions of $P(+1, -1)$ still remains open (see [14] for partial results). A numerical experimentation of the behavior of a Klein-Gordon equation with a homogeneous and supercritical semilinearity in the three dimensional case owning spherically symmetric data is done in [18]. These authors solve numerically an equivalent one dimensional problem. They use an implicit scheme, more precisely an explicit one for the linear wave equation part and an implicit one for the nonlinear part. In the three dimensional case with spherically symmetric data, algorithms devoted to semilinear wave equations are studied also in [17] in the subcritical case of a semilinearity. Here the problem is solved directly expressing the equation in polar coordinates, but with the same type of scheme. These authors prove a convergence result in the conservative case using abstract convergence theorem. The previous works are extended in the three dimensional case without spherically assumptions over the initial data in [6]. We also use the previous ideas, but our approach is a little bit different since we are interested also in the blow up cases. First we define a semi implicit scheme : we use the same discretization as in [18] for the linear part of the wave equation, but the nonlinear part is treated in such a way that we compute an explicit solution. This avoids some technical difficulties linked to the implicit nature of a scheme, while keeping its essential property of conservation. Fur-
thermore, we define energy type functional spaces of regular functions in which our algorithm naturally acts. The computed solution is then the values of a function onto the points of a regular grid. This improvement allows us, using an energy type approach to this problem, to give self contained proofs of convergence results.

The plan of the paper is the following: in section 2 we recall the needed theoretical results for (1) and (3) and present them in a synthetized and rather general form. The second part of this section is then devoted to a general framework of the numerical theory: we define a numerical maximal convergence time and we precise what stability and consistency conditions have to be satisfied in order to obtain the local convergence and the coincidence of numerical convergence time and theoretical maximal existence time (Theorem 2.5). Part 3 (resp. 4) is devoted to the specific study of (1) (resp. (3)). Numerical experiments are presented in the fifth part of this paper. In the annex we give some results for a three dimensional axisymmetric version of (3).

2. A general framework.

In this section we give sufficient conditions for a numerical scheme for a semilinear system of type (1) or (3) to converge. The solutions of the considered system as well as the numerical ones are involved, so that we first give some theoretical results. The local theory for semilinear hyperbolic problems is rather classical, see for example [12], [10] and references therein.

2.1. Local existence results

2.1.1. Local existence for system (1). – Consider system (1) where \( u = (u_i)_{1 \leq i \leq L} \) is real and the system is hyperbolic: the speeds \( c_i \) are real. Note that the diagonality is not restrictive because the interaction remains quadratic through a linear change of function. We take initial data \( \phi \in W^{1, \infty}(\mathbb{R})^L \):

\[
(5) \quad u(0, .) = \phi(.)
\]
For \( u \in W^{1, \infty}(\mathbb{R}^L) \) we denote:

\[
\|u\|_\infty = \max_{1 \leq i \leq L} \|u_i\|_\infty, \quad \|u\|_1, \infty = \|u\|_\infty + \|u'\|_\infty.
\]

**Theorem 2.1.** Take \( \phi \in L^\infty(\mathbb{R})^L \).

1) There exists a unique local solution \( u \) of and there exists a constant \( C_1 \) which depends only on the coefficients \( A_{jk} \) of the interaction such that for all \( \alpha > \|\phi\|_\infty \) one can take

\[
T = \frac{\alpha - \|\phi\|_\infty}{C_1 \alpha^2}
\]

and then

\[
\sup_{t \in [0, T]} \|u(t)\|_\infty \leq \alpha
\]

2) If \( u \) exists in \( L^\infty([0, T_1], L^\infty(\mathbb{R}^L)) \) and if moreover \( \phi \in W^{1, \infty}(\mathbb{R}^L) \) then \( u \in L^\infty([0, T_1], W^{1, \infty}(\mathbb{R}^L)) \cap C^0([0, T_1], L^\infty(\mathbb{R}^L)) \).

3) Let \( T^* = \sup \{T, u \text{ exists in } L^\infty([0, T], L^\infty(\mathbb{R}^L))\} \). Then either \( T^* = +\infty \) or \( \lim_{t \to T^*} \|u(t)\|_\infty = +\infty \).

2.1.2. Local existence for system (3) – All the results of this paragraph are available with the same statement in the three dimensional case, and we refer to [13] for a complete proof.

First we express the one dimensional Cauchy problem in the following alternate Hamiltonian form:

\[
P(\epsilon_1, \epsilon_2):
\]

\[
\begin{cases}
\frac{d}{dt} \begin{pmatrix} U \\ V \end{pmatrix} = \begin{pmatrix} V \\ \partial_x U + Q_\epsilon(U) \end{pmatrix}; \\
U(0, x) = U^0(x), \partial_x U(0, x) = V^0(x)
\end{cases}
\]

with \( U = U^T(u_1, u_2), V = V^T(\partial_x u_1, \partial_x u_2), \) and \( Q_\epsilon(U) = \begin{pmatrix} \epsilon_1 u_2^2 & 0 \\ 0 & \epsilon_2 u_1^2 \end{pmatrix} \).

We denote with \( W = W^T(U, V) \) the solution of (8) for initial data \( W^0 = W(0) = U^0, V^0 \). These initial conditions are chosen in the functional space \( Y^\mu = [H^\mu(\mathbb{R})]^2 \times [H^{\mu-1}(\mathbb{R})]^2 \), where \( H^\mu \) is the usual Sobolev space.
**Theorem 2.2.** Let $\mu \geq 1$ and $W^0 \in Y^\mu$. There exists $T > 0$ such that $P(\varepsilon_1, \varepsilon_2)$ defines a unique solution $W \in C^0([0, T]; Y^\mu)$.

Let $T^*$ be the supremum over all $T > 0$ for which $W \in C^0([0, T]; Y^\mu)$. Remark that $T^* = T^*[W^0, \varepsilon, \mu]$. For instance, we deduce from Sobolev injection $\mu \leq \mu' \Rightarrow T^*[\mu] \geq T^*[\mu']$. We precise in the next theorem the behavior of a solution in a neighborhood of a presupposed finite blow up time.

**Theorem 2.3.** Let $\mu \geq 1$ and $W^0 \in Y^\mu$. Suppose that $T^*[W^0, \varepsilon, \mu] < \infty$.

i) $T^*[\mu] = T^*[1] = T^*$

ii) $\lim_{t \to T^*} \sup\| (u_1, \partial_t u_1) ; H^1(R) \times L^2(R) \| (t) = +\infty \quad \text{and} \quad \lim_{t \to T^*} \sup\| (u_2, \partial_t u_2) ; H^1(R) \times L^2(R) \| (t) = +\infty$.

iii) $\|W; Y^\mu\| \leq 2\|W^0; Y^\mu\|$, for every $t \leq (C_0/\|W^0; Y^1\|^2) = T_S(\|W^0; Y^1\|)$.

2.1.3. Synthesis – The properties appearing in the above results can be synthetized in view of unifying the presentation of the numerical theory. We denote for (1):

(9) $E = W^1, \infty (R)^L$, $Y = Z = L^{\infty}(R)^L$.

Then we define for (3):

(10) $E = \{U \in Y^4, \text{supp } U \text{ compact}\}$, $Y = \{U \in Y^2, \text{supp } U \text{ compact}\}$, $Z = \{U \in Y^1, \text{supp } U \text{ compact}\}$.

We take compactly supported data for numerical purposes (see section 4 below). We have $E \subset Y \subset Z$ with continuous imbeddings. Both systems (1) and (3) may be written in the form

(11) $\partial_t u + Au = f(u)$

with initial condition

(12) $u(0, x) = \phi(x)$, $x \in R$.

In all what follows (11)(12) is considered as the unified representation of (1) and (3) with related functional spaces defined by (9) and (10).

**Theorem 2.4.** For all $\phi \in E$ there exists $T(\|\phi\|_Z) > 0$ and a unique
solution $u$ of (11)(12), $u \in L^\infty([0, T], E) \cap C^0([0, T], Z)$. Define

$$T^* = \sup \{ T, u \text{ exists in } C^0([0, T], Z) \}.$$ 

Either $T^* = +\infty$ or $\limsup_{t \to T^*} \|u(t)\|_Z = +\infty$. Moreover, $u \in L^\infty([0, T], E)$ for all $T < T^*$.

**Definition 2.1.** If the maximal existence time $T^*$ is finite it is called the blow up time of the solution.

In the following we denote $F$ the evolution operator associated to the problem: $u(t) = F_t \phi$.

### 2.2. The convergence theorem.

We discretize (11)(12) by a finite difference method. If $\tau$ and $h$ are the time step and the space step, they are in a fixed proportion $\sigma = \tau/h$ governed by a CFL condition. We denote $u^n$ the numerical solution at time $t_n = \tau n$ and $K_\tau$ the semidiscretization operator:

$$u^{n+1} = K_\tau u^n$$

**Definition 2.2.** Uniform convergence [7]. For $\phi \in Z$ the scheme $K_\tau$ converges uniformly on $[0, T]$ towards $c \in C^0([0, T], Z)$ if

$$\lim_{N \to \infty} \sup_{t \in [0, T]} \|K_{\phi N}^N \phi - c(t)\|_Z = 0.$$ 

**Definition 2.3.** Numerical blow up time. For $\phi \in Z$ the maximal convergence time $T^{**}(\phi)$ for the scheme $K_\tau$ is defined by:

$$T^{**}(\phi) = \sup \{ T \geq 0; K_\tau \text{ converges uniformly on } [0, T] \}.$$ 

If $T^{**}(\phi)$ is finite we call it the numerical blow up time.

We suppose that for $n \geq 0$, $u_n \in Y$ and that we can define on $Y$ a family of norms $X^{\tau}$ depending on $\tau$ and satisfying

$$\alpha \|u\|_Z \leq \|u\| \leq \beta \|u\|_Y.$$ 

We denote

$$B_E(A) = \{ \phi \in E; \|\phi\|_E < A \}$$
and similarly are defined $B_\gamma(A)$, $B_z(A)$, $B_r(A)$. Our main result is the following:

**THEOREM 2.5.** Consider $\phi \in E$ and the scheme (13). Suppose that the following conditions are satisfied:

A) Local uniform stability.

For all $A > 0$ there exists $T_S(A) > 0$ such that:

$$
A) \text{Local uniform stability.}
$$

For all $A > 0$ there exists $T_S(A) > 0$ such that:

$$
A) \text{Local uniform stability.}
$$

B) Local uniform consistency.

For all $M > 0$, there exist $C > 0$ and $\tau_1 > 0$ such that if $\tau < \tau_1$ then:

$$
(i) \text{The maximal convergence time and the maximal existence time for (11)(12) are identical.}
$$

(ii) Let $T^* \in [0, T_0]$ be a time of existence of the solution of (11)(12). We denote $T_S = \min(To, T_S(A))$.

PROOF OF THEOREM 2.5. The plan of the proof is the following: we first prove convergence for $T$ small enough. Then we prove convergence for every time of existence of the solution of (11)(12). Finally we prove $T^*(\phi) = T^{**}(\phi)$.

Let $T_0 \in [0, T^*]$ be a time of existence of the solution of (11)(12). Take $g_0 = \beta \sup_{t \in [0, T_0]} \|F_t \phi\|_Y$, $A > g_0$, $M = \sup_{t \in [0, T_0]} \|F_t \phi\|_E$, which is finite according to the Theorem 2. We denote $T_S = \min(T_0, T_S(A))$.

Actually we prove a little more than (14): we prove that

$$
\lim_{N \to \infty} \sup_{t \in [0, T]} \|K^N_{t-N} \phi - F_t \phi; X^UN\| = 0
$$

1) Local convergence. We estimate the global error by introducing the approximate solutions issued from each exact $F_{(N-n)} \phi$. For $N > 1$
and \( t \in [0, T_S^1] \) we have:
\[
F_t \phi - K_t^N \phi = F_{N \tau} \phi - K_t F_{(N-1) \tau} \phi \\
+ \ldots + \\
K_t^n F_{(N-n) \tau} \phi - K_t^{n+1} F_{(N-n-1) \tau} \phi \\
+ \ldots + \\
K_t^{N-1} F_t \phi - K_t^N \phi
\]
where
\[
\tau = \frac{t}{N},
\]
so that
\[
\left\| F_t \phi - K_t^N \phi ; X^\tau \right\| \leq \sum_{n=0}^{N-1} \left\| K_t^n F_{(N-n) \tau} \phi - K_t^n K_t F_{(N-n-1) \tau} \phi ; X^\tau \right\|.
\]
For \( 0 \leq n \leq N - 1 \), \( F_{(N-n) \tau} \phi \in B_t(A) \) and \( \left\| F_{(N-n) \tau} \phi \right\|_{B_t(A)} \leq M \). Moreover by (17), there exists \( \tau_1 \) such that for \( \tau < \tau_1 \)
\[
\left\| K_t F_{(N-n-1) \tau} \phi - F_{(N-n) \tau} \phi ; X^\tau \right\| \leq \beta C \tau^2.
\]
Thus \( K_t F_{(N-n-1) \tau} \phi \in B_t(A) \) for \( N \) large enough, depending on the choice of \( A \). Therefore by (16) we obtain:
\[
\left\| F_t \phi - K_t^N \phi ; X^\tau \right\| \leq \gamma \sum_{n=0}^{N-1} \left\| F_t F_{(N-n-1) \tau} \phi - K_t F_{(N-n-1) \tau} \phi ; X^\tau \right\|.
\]
Hence by (15):
\[
\left\| F_t \phi - K_t^N \phi ; X^\tau \right\| \leq \beta \gamma \sum_{n=0}^{N-1} \left\| F_t F_{(N-n-1) \tau} \phi - K_t F_{(N-n-1) \tau} \phi \right\|_Y.
\]
Then we use (17) to conclude that there exists \( \tau_2 > 0 \) depending only on \( A \) and \( M \) such that:
\[
\forall N > T_S^2 / \tau_2, \left\| F_t \phi - K_{2N}^N \phi ; X^{\tau N} \right\| \leq \beta \gamma C \frac{T_S^2}{N}.
\]
In fact by the same argument we also have for all $N > T_S / \tau_2$:

$$\forall s < T_0, \quad \forall t \in [s, \min (s + T'_S, T_0)],$$

$$\| F_{t-s} F_s \phi - K_{t-s}^N F_s \phi; X^{t-s} \| \leq \beta \gamma C \frac{T_S^2}{N}.$$  \hspace{1cm} (19)

An important remark is that no estimate of the $E$ norm of the approximated solution is needed but only the one of the exact solution.

Consequently the scheme converges uniformly on an interval of length $T'_S$ towards the solution of (1)(5).

2) Convergence on $[0, T_0]$. We have to consider the case $0 < T_S < T_0$. Take $T = \min (T_0, 2T_S)$. For $N > 1$ and $t \in [0, T]$, $K_{t2N} F_{t2} \phi$ exists and

$$\| F_{t} \phi - K_{t2N}^2 \phi; X^{t2N} \| \leq$$

$$\leq \| F_{t2} F_{t2} \phi - K_{t2N}^N F_{t2} \phi; X^{t2N} \| + \| K_{t2N} F_{t2} \phi - K_{t2N}^N K_{t2N}^N \phi; X^{t2N} \|.$$  \hspace{1cm} (1)

By (19)

$$\sup_{t \in [0, T]} \| F_{t2} F_{t2} \phi - K_{t2N}^N F_{t2} \phi; X^{t2N} \| < \beta \gamma C \frac{T_S^2}{N}.$$  \hspace{1cm} (2)

Also by the first part of the proof we know that

$$\lim_{N \to +\infty} \sup_{t \in [0, T]} \| F_{t2} \phi - K_{t2N}^N \phi; X^{t2N} \|= 0.$$  \hspace{1cm} (3)

Therefore, for $N \geq N_1(A, M)$, $K_{t2N}^N \phi$ remains in $B_{t2N}(A)$ and we can use

$$\| K_{t2N} F_{t2} \phi - K_{t2N}^N K_{t2N}^N \phi; X^{t2N} \| \leq \gamma F_{t2} \phi - K_{t2N}^N \phi; X^{t2N} \|.$$  \hspace{1cm} (4)

Applying (19) once again, we conclude that

$$\lim_{N \to +\infty} \sup_{t \in [0, T]} \| F_{t} \phi - K_{t2N}^2 \phi; X^{t2N} \| = 0.$$  \hspace{1cm} (5)

By a classical argument we obtain then the uniform convergence of the scheme towards the solution of (1)(5) on $[0, T]$.

If $T_0 \leq 2T_S$ the convergence part of the proof is complete. Otherwise we can repeat the above argument and reach $T_0$ in a finite number of steps.

3) Blow up times. At this point, we know that $T^\ast(\phi) \geq T^\ast(\phi)$. 
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Let us suppose $T^{**}(\phi) > T^{*}(\phi)$. For $T^{**}(\phi) > T > T^{*}(\phi)$ there exists $c \in C^{0}([0, T], Z)$ satisfying (14).

By Theorem 2.4 \( \lim \sup \|F_{t}\phi\|_{Z} = +\infty \). For $A > \sup_{t \in [0, T]} \|c(t)\|_{Z}$, there exists $t_{0} < T^{*}$ such that $\|F_{t_{0}}\phi\|_{Z} > A$. We obtain a contradiction because $c(t_{0}) = F_{t_{0}}\phi$.

3. A first order system.

In this section we study the convergence of a semi-implicit scheme for (1). Here $G_{i}$ is a (not necessarily symmetric) bilinear form associated to $q_{i}$:

$$G_{i}(u, v) = \sum_{1 \leq j, k \leq L} A_{jk} u_{j} v_{k}, \quad 1 \leq i \leq L.$$  

We discretize system (1) in time on a strip $[0, T] \times \mathbb{R}$ by splitting it into an ordinary differential system and a linear hyperbolic one. For a time step $T = \frac{T}{N}$ we denote $u^{n}$ the numerical solution at time $t_{n} = \tau n$ and $K_{r}$ the semidiscretization operator:

$$u^{n+1} = K_{r}u^{n}.$$  

We take $u^{0} = \phi$. For given $u^{n} = (u_{i}^{n})_{1 \leq i \leq L}$ and $x \in \mathbb{R}$, $u^{n+1/2}(x)$ is an approximate solution at time $t_{n+1}$ of:

$$\begin{aligned}
\begin{cases}
\nu' = G(\nu, \nu), \\
\nu(t_{n}) = u^{n}(x).
\end{cases}
\end{aligned}$$  

We use here a semi implicit scheme:

$$v^{n+1} = v^{n} + \tau[\theta G(v^{n}, v^{n+1}) + (1 - \theta) G(v^{n+1}, v^{n})]$$

where $\theta \in [0, 1]$ is a parameter to be chosen. Then $u^{n+1}$ is the exact solution at time $t_{n+1}$ of the system:

$$\begin{aligned}
\begin{cases}
\partial_{t} u_{i} + c_{i} \partial_{x} u_{i} = 0, \quad 1 \leq i \leq L, \\
u_{i}(t_{n}, x) = u_{i}^{n+1/2}(x).
\end{cases}
\end{aligned}$$

Denoting $R(\tau) u^{n+1/2} = u^{n+1}$ the associated group:

$$R(\tau) u^{n+1/2}(x) = \{u_{i}^{n+1/2}(x - c_{i}\tau)\}_{1 \leq i \leq L}$$
the scheme is finally written as:

$$R(-\tau)u^{n+1} = u^n + \tau[\partial G(u^n, R(-\tau)u^{n+1}) + (1 - \theta)G(R(-\tau)u^{n+1}, u^n)].$$

We do not consider here the space discretization. From a computational viewpoint, let us remark that if the speeds $c_i$ are in a rational proportion, which is usually the case, we are able to choose a space step for which we can compute the exact solution of (21) onto the points of a regular grid. In this case, notice also that the numerical domain of influence coincide with the theoretical one.

The choice of this scheme is motivated by the fact that for $L = 1$, (21) provides the exact solution of the problem:

$$\begin{align*}
\partial_t u + c \partial_x u &= u^2 \\
u(0,.) &= \phi.
\end{align*}$$

Actually (21) gives:

$$u^{n+1}(x + ct) = \frac{u^n(x)}{1 - \tau u^n(x)}$$

so that $u^n = u(t_n)$ and the numerical solution blows up exactly as the exact one. As we see in theorem 2.1 the blow up mechanism is due uniquely to the explosion of the $L^\infty$ norm of the solution: an explosion of the gradient letting a weak solution exist is not possible. Moreover in all known proofs of non existence of global smooth solutions of (1)(5) the equation $y' = y^2$ is involved either as a comparison tool or to provide blowing up solitary waves (see [2] and references therein). Hence one hopes a good detection of blow up phenomena for (1).

Moreover (21) can be written in a simple linear way:

**PROPOSITION 3.1.** For $x \in \mathbb{R}$ the solution $R(-\tau)u^{n+1}(x)$ of (21) is the solution of the linear system:

$$u^n(x) = [I - \tau \Lambda(u^n(x))]R(-\tau)u^{n+1}(x)$$

where $\Lambda(u^n(x))$ is a $L \times L$ matrix with coefficients given by

$$A_{ij}(u^n(x)) = \sum_{k=1}^{L} (\theta A^k_{ij} + (1 - \theta)A^k_{ik})u^n_k(x).$$

Hence if $\|\Lambda(u^n)\|_{\infty} < \tau^{-1}$, the numerical solution does exist and a nume-
rical blow up criterion is the singularity of $I - \tau A(u^n(x))$. In practice if $I - \tau A(u^n(x))$ is singular the numerical calculation must be stopped on the domain of influence of $x$ but may be continued elsewhere in the space-time domain. By this way we construct a maximal domain which boundary is the numerical blow up curve. See for example [4], [1] for studies on the theoretical blow up curve.

**Lemma 3.1.** There exists a constant $C > 0$, depending only on the $A_{jk}$ such that for $\tau < (C\|\phi\|_\infty)^{-1}$, $K_\tau \phi$ is defined. Moreover for all $g_0 > 0$ and $A > g_0$, there exist $\tau_0 > 0$ such that:

$$\forall \tau < \tau_0, \quad \|\phi\|_\infty \leq g_0 \Rightarrow \|K_\tau \phi\|_\infty < A.$$  

**Proof of Lemma 3.1.** There exists a constant $C$ depending only on the $A_{jk}$ such that

$$\forall v \in \mathbb{R}^L \quad |A(v)|_\infty \leq C \cdot |v|_\infty.$$  

Hence for $\tau < (C\|\phi\|_\infty)^{-1}$, $K_\tau \phi$ is defined and:

$$\|K_\tau \phi\|_\infty \leq \frac{\|\phi\|_\infty}{1 - \tau C\|\phi\|_\infty}.$$  

Consequently we have (24) with $\tau_0 = \min\left(1/Cg_0, A - g_0/ACg_0\right)$.

Of course if $G$ is symmetric ($A_{jk} = A_{kj}$) the value of $\theta$ is indifferent and it is the most common choice. In this case one obtains easily:

**Proposition 3.2.** Suppose that $G$ is symmetric and that there exists $\alpha \in \mathbb{R}^L$ such that:

$$\forall u \in \mathbb{R}^L \sum_{l=1}^L \alpha_l q_l(u) = 0.$$  

Then:

$$\sum_{l=1}^L \alpha_l \int_R u_i^{n+1}(x) \, dx = \sum_{l=1}^L \alpha_l \int_R u_i^n(x) \, dx.$$  

As a particular case if one considers a discrete velocity Boltzmann system, such an $\alpha$ exists. The above property insures a discrete mass conservation analogous to the continuous one. Numerical approximation of discrete velocity Boltzmann equations has been considered by many authors. See for example [16] and references therein.
But one may be interested in discretizing so-called conservative systems \cite{8}, that are systems such that there exist \( \beta_1, \ldots, \beta_L > 0 \) such that:

\[
\forall u \in \mathbb{R}^L, \sum_{i=1}^{L} \beta_i u_i q_i(u) = 0 .
\]

For such an interaction the quantity \( \sum_{R} \int \beta_i u_i^2(t, x) \ dx \) is conserved. It is convenient to write such systems in the canonical non symmetric form:

\[
G_i(u, v) = - \sum_{j=1}^{i-1} \beta_j v_j l_i^j(u) + \sum_{j=i+1}^{L} \beta_j v_j l_i^j(u)
\]

where \( \beta_j > 0 \) and \( l_i^q(u) = \sum_{k \leq q} a_i^q u_k \). By a straightforward calculation we can see that if \( \theta = 1 \) then the scheme (21) is dissipative:

\[
\sum_{i=1}^{L} \beta_i \int (u_i^{n+1})^2 \ dx \leq \sum_{i=1}^{L} \beta_i \int (u_i^n)^2 \ dx
\]

and if \( \theta = 0 \) then the inverse inequality holds:

\[
\sum_{i=1}^{L} \beta_i \int (u_i^{n+1})^2 \ dx \geq \sum_{i=1}^{L} \beta_i \int (u_i^n)^2 \ dx
\]

so that it seems to be convenient to choose \( \theta = 1/2 \) although this value does not insure discrete energy conservation. Actually, numerical tests show that it is the best choice.

Let us now study the convergence of (21). The following lemma ensures that the stability requirement of theorem 2.5 is fulfilled. We claim that on a small time interval \([0, T_S]\) the scheme is \( L^\infty \) stable, uniformly locally in \( L^\infty \) and that on this interval the numerical solution depends continuously on the data in \( L^\infty \), still uniformly locally in \( L^\infty \). Moreover the estimate on \( T_S \) is the analogue of that obtained on the local existence time for the continuous problem.

**Lemma 3.2.** Local uniform stability. For all \( A > 0 \) there exists \( T_S(A) > 0 \) such that for all \( \phi, \psi \in B_\infty(A) \):

\[
\forall N > 1, \forall n \leq N, \forall t \in [0, T_S(A)], \| K_N^\phi \phi - K_N^\psi \psi \|_\infty \leq \gamma \| \phi - \psi \|_\infty
\]

where \( \gamma \) is a uniform constant. Moreover we can choose \( T_S \) by the follow-
ing way:

\[ T_S(A) = (2AC)^{-1} \]

where \( C \) is a constant which depends only on the coefficients \( A_{jk} \) of the interaction.

**Proof of Lemma 3.2.** We prove first that for all \( A > 0 \) there exists \( T_S(A) > 0 \) such that:

\[ \forall t \in [0, T_S(A)], \quad \forall N > 1, \quad \forall n \leq N, \quad \sup_{\phi \in B_{\infty}(A)} \| K_{t/N}^n \phi \|_{\infty} < 2A. \]

Denoting \( \tau = t/N \), we deduce by a recurrence on (26):

\[ \| K_t^n \phi \|_{\infty} \leq (\| \phi \|_{\infty}^{-1} - Cn\tau)^{-1}, \]

from which we obtain the a priori estimate:

\[ \sup_{\phi \in B_{\infty}(A)} \| K_{t/N}^n \phi \|_{\infty} \leq (A^{-1} - Ct)^{-1}. \]

Consequently we can choose \( T_S < (AC)^{-1} \). If \( T_S = (2AC)^{-1} \), then the existence of \( K_{t/N}^n \phi \) is ensured for \( N > 1 \), i.e. \( \tau = (t/N) \leq (T_S/2) \) and (30) is satisfied.

Now, denoting \( u^n = K_{t/N}^n \phi \), \( v^n = K_{t/N}^n \psi \), by (22) we have:

\[ u^n - v^n = (I - \tau A(u^n))(R(-\tau) u^{n+1} - R(-\tau) v^{n+1}) - \]

\[ - \tau(A(u^n) - A(v^n))R(-\tau) v^{n+1}. \]

Taking into account the fact that

\[ (A(u^n) - A(v^n)) R(-\tau) v^{n+1} = A^{(1)}(R(-\tau) v^{n+1}) (u^n - v^n) \]

where \( A_{ij}^{(1)}(w) = \sum_{k=1}^{L} (\theta A_{jk} + (1 - \theta) A_{kj}) w_k \), one obtains for \( N > 1 \):

\[ \| u^{n+1} - v^{n+1} \|_{\infty} \leq (1 + \tau 8CA) \| u^n - v^n \|_{\infty} \]

which leads to

\[ \| u^n - v^n \|_{\infty} \leq e^4 \| \phi - \psi \|_{\infty} \]

and ends the proof of the lemma.

Let us now study the consistency. We prove here that the scheme is \( L^\infty \)-consistent with the problem (1) (5), uniformly locally in \( W^{1, \infty}(\mathbb{R}) \). Actually we prove explicitly that the scheme is first order accurate.
LEMMA 3.3. Uniform consistency. There exist two constants $B$ and $C_2$ which depend only on the coefficients $A_{jk}$ and the characteristic speeds $c_i$ such that:

\begin{equation}
\forall \phi \in W^{1, \infty}(\mathbb{R}^L), \quad \forall \tau \leq (C_2 \| \phi \|_{\infty})^{-1}, \quad \| K_\tau \phi - F_\tau \phi \|_{\infty} \leq B \tau^2 (1 + \| \phi \|_{1, \infty})^4.
\end{equation}

PROOF OF LEMMA 3. For all $\phi \in W^{1, \infty}(\mathbb{R}^L)$ and $1 \leq i \leq L$ we have:

\begin{equation}
u_i(\tau, x + c_i \tau) = \phi_i(x) + \int_0^\tau G_i(u(s, x + c_i s), u(s, x + c_i s)) \, ds
\end{equation}

and for $1 \leq j \leq L$: \[\nu_j(s, x + c_i s) = \phi_j(x) + \int_0^s \left[(c_i - c_j) \phi_j(x + (c_i - c_j) \sigma) + q_j(u(\sigma, x + (c_i - c_j) s + c_j \sigma))\right] \, d\sigma\]

which can be written

\[\nu_j(s, x + c_i s) = \phi_j(x) + \psi^{(i)}(s, x).\]

Choosing $\alpha = 2 \| \phi \|_{\infty}$ in Theorem 2.1 we see there exists $B_0 > 0$ such that for $s \leq \tau < (4C_1 \| \phi \|_{\infty})^{-1}$:

\[\| \psi^{(i)}(s) \|_{\infty} \leq B_0 s (1 + \| \phi \|_{1, \infty})^2.\]

From this and the equality

\[\nu_i(\tau, x + c_i \tau) = \phi_i(x) + \tau q_i(\phi(x)) + \int_0^\tau \left[G_i(\phi(x), \psi^{(i)}(s, x)) + G_i(\psi^{(i)}(s, x), \phi(x)) + q_i(\psi^{(i)}(s, x))\right] \, ds\]

we obtain:

\begin{equation}
\| R(-\tau) u(\tau) - [\phi + \tau q(\phi)] \|_{\infty} \leq B_1 \tau^2 (1 + \| \phi \|_{1, \infty})^4.
\end{equation}

Let us now examine the scheme under the form (22). If $C$ is the constant defined in (25) we have:

\[\forall \tau < (2C \| \phi \|_{\infty})^{-1} \| (I - \tau A(\phi))^{-1} \|_{\infty} \leq 2.\]
From the identity

\[ R(-\tau) K \phi = \phi + \tau A(\phi) \phi + \tau^2 A(\phi)^2 (I - \tau A(\phi))^{-1} \phi \]

and the fact that \( A(\phi) \phi = q(\phi) \), we deduce:

\[ \| R(-\tau) K \phi - [\phi + \tau q(\phi)] \|_\infty \leq B_2 \tau^2 \| \phi \|_\infty^3. \]

By (33) and (34) the proof is complete.

Lemmas 3.2 and 3.3 prove that for system (1) with \( E, Y, Z \) given by (9) and \( X^r = \| \cdot \|_\infty \), the assumptions of Theorem 2.5 are satisfied. We have then the following theorem:

**Theorem 3.1.** Consider \( \phi \in W^{1, \infty}(\mathbb{R})^L \) and the scheme (21).

(i) The maximal convergence time and the maximal existence time for (1)(5) are identical.

(ii) Let \( T^* \) be this time. For all \( T_0 < T^* \) the scheme converges uniformly on \([0, T_0]\) towards the solution of (1)(5):

\[ \lim_{N \to \infty} \sup_{t \in [0, T]} \| K_{\mu_N}^{N} \phi - F_t(\phi) \|_\infty = 0. \]

**Remark 3.1.** In the particular case of interaction (27) the following scheme

\[ R(-\tau) u^{n+1} = u^n + \tau G((R(-\tau) u^{n+1} + u^n)/2, (R(-\tau) u^{n+1} + u^n)/2) \]

is conservative:

\[ \sum_{l=1}^{L} \beta_l \int_{\mathbb{R}} (u_{l}^{n+1})^2 \, dx = \sum_{l=1}^{L} \beta_l \int_{\mathbb{R}} (u_{l}^{n})^2 \, dx. \]

In fact we have for \( x \in \mathbb{R} \):

\[ \sum_{l=1}^{L} \beta_l u_{l}^{n+1}(x + c_l \tau)^2 = \sum_{l=1}^{L} \beta_l u_{l}^{n}(x)^2. \]

Hence stability is immediate and our method applies without difficulty: the scheme converges towards the solution on any strip \([0, T] \times \mathbb{R}, T > 0\).
4. Approximation of semilinear systems of wave equations.

In this section, we study the convergence of a semi-implicit scheme for the following semilinear system of wave equations:

\[
P(\epsilon_1, \epsilon_2) \left\{ \begin{array}{l}
\partial_t^2 u_1 - \partial_x^2 u_1 = \epsilon_1 u_1 u_2^2 \\
\partial_t^2 u_2 - \partial_x^2 u_2 = \epsilon_2 u_2 u_1^2
\end{array} \right.
\]

with compactly supported Cauchy data:

\[
\begin{align*}
&u_1(0) = u_1^0; \quad \partial_t u_1(0) = v_1^0 \\
&u_2(0) = u_2^0; \quad \partial_t u_2(0) = v_2^0.
\end{align*}
\]

This section is organized as follows: in subsection 4.1 the scheme is introduced and we state its basic properties. These last results are applied in a following subsection to prove uniform stability and consistency. In the annex the three dimensional case owning spherically symmetric data is viewed as an application of the previous case.

4.1. The scheme and its first properties.

Let us introduce first the following notations: \( h \) and \( \tau \) hold respectively for the space and time step. \( \sigma = \tau / h \) is the C.F.L. number. For a function \( U(t, x) \) and a given regular grid \( (n\tau, i h)_{n \in \mathbb{Z}, i \in \mathbb{Z}}, U^n_i \) holds for \( U(n\tau, i h) \) and \( U^n \) for \( U(n\tau, .) \). We use the translation operator \( T_h : T_h U(x) = U(x - h) \) and introduce the discrete space derivation operator:

\[
U^n_x = \frac{U^n(., + h) - U^n(.,)}{h} = \frac{T_{-h} - 1}{h} U^n; \quad U^n_\tau = \frac{1 - T_h}{h} U^n;
\]

\[
U^n_\tau = \frac{T_{-h} - T_h}{2h} U^n
\]

and the discrete time derivation operator:

\[
U^n_t = \frac{U^{n+1} - U^n}{\tau}; \quad U^n_\tau = \frac{U^n - U^{n-1}}{\tau}; \quad U^n_\tau = \frac{U^{n+1} - U^{n-1}}{2\tau}.
\]

With this set of notations, the discretization of (3) consists in the follow-
ing scheme:

\[
\begin{align*}
U^n_{i,t} - U^n_{x,x} &= \frac{1}{2} Q_e(U^n)(U^{n+1} + U^{n-1}); \quad U^{-1} = U^0 - \tau V^0,
\end{align*}
\]

Fitted in a more usual form, the scheme (38) defines \((U^{n+1}, V^{n+1})\) as the explicit solution of the following system:

\[
\begin{align*}
U^{n+1} &= U^n + \tau V^n + \sigma^2 [T_h + T_{-h} - 2] U^n + \frac{\tau^2}{2} Q_e(U^n)(U^{n+1} + U^{n-1}), \\
V^{n+1} &= \frac{U^{n+1} - U^n}{\tau} = U^n_t
\end{align*}
\]

where \(U^{n-1} = U^n - \tau V^n\).

**Remark 4.1.** (39) is properly explicitly defined as long as \((I - (\tau^2/2) Q_e(U^n))\) is invertible.

We denote

\[
W^{n+1} = (U^{n+1}, V^{n+1}) = K_t(U^n, V^n),
\]

and

\[
\mathcal{K}_t W^n = (U^{L,n+1}, V^{L,n+1})(\tau) =
\]

\[
= \left( U^n + \tau V^n + \sigma^2 [T_h + T_{-h} - 2] U^n, V^n + \frac{\sigma^2}{\tau} [T_h + T_{-h} - 2] U^n \right)
\]

the linear part of this scheme. Remark that, when properly defined, the solution of this scheme owns a finite numerical propagation speed \(1/\sigma\). So, for compactly supported data \(W^0\), the solution is compactly supported too, and we can use of the homogeneous Sobolev norm for these solutions. \(K^n_t W^n\) is the approximation of the propagator \(F^n_t\). But, notice that this operator does not define an evolution group, while \(F^n_t\) does.

**Remark 4.2.** From a computational viewpoint (39) leads to compute at every point of a regular grid \((n\tau, i\Delta t)_{n \in \mathbb{Z}, i \in \mathbb{Z}}\) the solution of

\[
U^{n+1}_i = 2U^n_i - U^{n-1}_i + \sigma^2 [U^n_{i-1} + U^n_{i+1} - 2U^n_i] + \frac{\tau^2}{2} Q_e(U^n)(U^{n+1}_i + U^{n-1}_i).
\]
DISCRETE ENERGY CONSERVATION. We recall the following energy conservation, verified by any finite energy solutions of the systems of wave equations (8) (see [13] for a proof):

**Proposition 4.1.** Let $\mu \geq 1$ and $W(t) \in C^0([0, T^*[, Y^n)$ the unique solution of (8) with initial condition $W^0 \in Y^n$. Then for every $0 \leq t < T^*$

$$E[W(t)] = E[W^0] =$$

$$= -\varepsilon_1(||v_1||^2 + ||\partial_x u_1||^2) - \varepsilon_2(||v_2||^2 + ||\partial_x u_2||^2) + \int u_1^2 u_2^2 = C^{te}.$$

The essential property of our scheme is that a discrete functional similar to the energy functional defined above is kept constant:

**Proposition 4.2.** Let $(W^n)_{0 \leq n \leq M} = (U^n, V^n)_{0 \leq n \leq M}$ a solution of (39), then

$$E_t[W^n] = E_t[W^0] = -\varepsilon_1 \left(||v^n_1||^2 + \frac{1}{2} \left[||u^n_{1, x}||^2 + ||u^n_{1, -1}||^2\right] - \frac{\tau^2}{2} ||v^n_{1, x}||^2\right) -$$

$$-\varepsilon_2 \left(||v^n_2||^2 + \frac{1}{2} \left[||u^n_{2, x}||^2 + ||u^n_{2, -1}||^2\right] - \frac{\tau^2}{2} ||v^n_{2, x}||^2\right) +$$

$$+ \frac{1}{2} \int (u^n_1 u^n_{2, -1})^2 + (u^n_{1, -1} u^n_2)^2.$$

The following lemma states the basic tools used to prove this proposition. This lemma is in the spirit of a result obtained in [17] for the discrete case.

**Lemma 4.1.** We have the following properties:

(i) $2\langle u_i, u_{i\bar{i}} \rangle = (||u_i||^2)_t$

(ii) $2\langle u_i, u \rangle = (||u||^2)_t - (\tau^2 / 2)(||u_i||^2)_t$

(iii) $\langle -u_{x\bar{x}}, u \rangle = ||u_x||^2$

(iv) $-2\langle u_i, u_{\bar{x}x} \rangle = (||u_x||^2)_t - (\tau^2 / 2)(||u_{x\bar{i}}||^2)_t$

(v) $\langle \varepsilon U^n_i Q_i(U^n)(U^n_{i+1} + U^n_{i-1}) \rangle = \frac{1}{2} \left(\int (u^n_1 u^n_{2, -1})^2 + (u^n_{1, -1} u^n_2)^2\right)_t.$
PROOF OF LEMMA 4.1. Relations (i), (ii), (v) consist in direct computations, we let the demonstration to the reader.

First let us recall the following analogue of integration by part:

\[
\langle u_x, v \rangle = \left\langle \frac{u(\cdot + h) - u}{h}, v \right\rangle = - \left\langle u, \frac{v - v(\cdot - h)}{h} \right\rangle = - \langle u, v_x \rangle.
\]

So, one has just to replace \( \langle u_x, v \rangle \) in (40) with \( \langle -u_{x2}, u \rangle \) in order to get relation (iii). Now, if we replace \( \langle u_x, v \rangle \) in (40) with \( \langle -2u_{x2}, u_1 \rangle \) we get

\[
\langle -2u_{x2}, u_1 \rangle = \langle 2u_2, u_{x1} \rangle = \|u_2\|^2 - \frac{\tau^2}{2} \|u_{x1}\|^2,
\]

according to relation (ii). This last expression is an equivalent form of (iv).

PROOF OF PROPOSITION 4.2. Let us take the scalar product of (38) with \( 2\varepsilon U_1 \). We integrate using the i), ii), v) properties, and we obtain

\[
-\varepsilon_1 \left( \left\|u_{1,1}^n\right\|_i^2 + \left\|u_{1,2}^n\right\|_i^2 \right) + \left( \left\|u_{1,1}^n\right\|_i^2 + \left\|u_{1,2}^n\right\|_i^2 \right) \left( \varepsilon_2 \frac{\tau^2}{2} \left\|u_{1,2}^n\right\|_i^2 \right) + \frac{1}{2} \left( \int (u_1^n u_1^{n-1})^2 + (u_1^{n-1} u_1^n)^2 \right) = 0.
\]

This relation implies the proposition 4.2.

LINEAR STABILITY. Let us compare at this point the proposition 4.2 and the energy conservation given by the proposition 4.1: in the proposition 4.2, the character of the energy norm is played by

\[
\|v^n\|^2 + \frac{1}{2} \left( \left\|u_x^n\right\|^2 + \left\|u_x^{n-1}\right\|^2 \right) - \frac{\tau^2}{2} \|v_x^n\|^2.
\]

So that this remark introduces the following functional as a candidate for the analogue of the \( Y_0^{\mu+1} \)-norms:

DEFINITION 4.1. Let \( W = (U, V) \in H^n(\mathbb{R})^4 \). We define

\[
\|W; X^{r, \mu}\|^2 =

= \|V\|^2 + \frac{1}{2} \left( \left\|U_x\right\|^2 + \left\|U_x^{-1}\right\|^2 \right) - \frac{\tau^2}{2} \|V_x\|^2,
\]

with \( U^{-1} = U - \tau V \).
We state in this section the properties of such a functional and compare it to the \( Y^{\mu + 1} \)-norms. Mainly, we obtain that for \( \sigma = \tau / h < 1 \) this functional defines a norm. Remark also that it is a straightforward consequence of the proposition 4.2 that the linear part of the scheme keeps constant the functional \( \| \cdot ; X^{r, \ast} \|_2^2 \). This remains true for every real \( \mu \) and we have

\[
\| \partial_t^{\ast} W^0 ; X^{r, \mu} \| = \| W^0 ; X^{r, \mu} \| , \quad n \in \mathbb{N}, \: \mu \in \mathbb{R}.
\]

Hence, the linear part of the scheme defines a stable algorithm according to the \( X^{r, \mu} \) norms in the \( \sigma < 1 \) case. In this case, the proposition 4.2 implies also a numerical stability property if the discrete energy is positive defined.

**Lemma 4.2.** Let \( \mu \in \mathbb{R}, \: \sigma < 1 \). Then \( \| \cdot ; X^{r, \mu} \| \) defines a norm for compactly supported elements of \( H^\mu \) space. Moreover, we have for a compactly supported \( W = (U, V) \) function

\[
C_a \| W \|_\mu \leq \| W ; X^{r, \mu} \| \leq (1 + \sigma) \| W ; Y^{\mu + 1} \|
\]

\[
\frac{1 - \sigma^2}{2(1 + \sigma^2)} (\| V \|_\mu^2 + \| U \|_\mu^2) \leq \| W ; X^{r, \mu} \|^2 \leq (1 + \sigma) (\| V \|_\mu^2 + \| U \|_\mu^2)
\]

\[
\lim_{\tau \to 0} \| W ; X^{r, \mu} \|^2 = \| W ; Y^{\mu + 1} \|^2, \quad \sigma = \frac{\tau}{h} = C^\xi.
\]

where \( C_a \) is a positive real constant, depending only on the size of the support of \( W \).

**Proof of Lemma 4.2.** Consider a \( W = (U, V) \) function. It suffices to prove the \( \mu = 0 \) case of the Lemma 4.2. Remark first that for a real valued function \( u \):

\[
| \widehat{u}_x(\xi) |^2 = \left| \frac{1 - e^{ih\xi}}{h} \widehat{u}(\xi) \right|^2 = \frac{4 \sin^2(h\xi/2)}{h^2} | \widehat{u}(\xi) |^2.
\]

Hence, denoting \( U^{-1} = U - \tau V \):

\[
\| W ; X^{r, 0} \|^2 = \int_{\mathbb{R}} | \widehat{V} |^2 + \frac{4 \sin^2(h\xi/2)}{2h^2} [ | \widehat{U} |^2 + | \widehat{U}^{-1} |^2 - \tau^2 | \widehat{V} |^2 ] d\xi.
\]
We deduce from this last expression, for any real $0 < \theta^2$,

\begin{equation}
\|W; X^\tau, 0\|^2 = \int_R \left(1 - 2\theta^2 \sigma^2 \sin^2(h\xi/2)\right) |\hat{V}|^2 d\xi + \\
+ \int_R \frac{2 \sin^2(h\xi/2)}{h^2} \left[2 \left(1 + \frac{1}{2\theta^2}\right) |\hat{U}|^2 + \left|\theta \tau \hat{V} - \frac{1}{\theta} \hat{U}\right|^2\right] d\xi.
\end{equation}

Assigning $\theta^2 = 1/(1 + \sigma^2)$, we obtain

\begin{equation}
\|W; X^\tau, 0\|^2 = \int_R \left(1 - \frac{2\sigma^2}{1 + \sigma^2} \sin^2(h\xi/2)\right) |\hat{V}|^2 d\xi + \\
+ \int_R \frac{2 \sin^2(h\xi/2)}{h^2} \left[(1 - \sigma^2) |\hat{U}|^2 + \left|\theta \tau \hat{V} - \frac{1}{\theta} \hat{U}\right|^2\right] d\xi.
\end{equation}

Hence, for a compactly supported $W$ function and for $\sigma < 1$, (46) shows immediately the following relations: $\|W; X^\tau, 0\|^2 \geq 0$, $\|W; X^\tau, 0\|^2 = 0 \Rightarrow W \equiv 0$, and the triangular inequality $\|W_1 + W_2; X^\tau, 0\| \leq \|W_1; X^\tau, 0\| + \|W_2; X^\tau, 0\|$. So that $\|\cdot; X^\tau, 0\|$ is a norm in the case $\sigma < 1$. \(\blacksquare\)

Now, for $W = (U, V) \in Y^1$, (46) proves, using a dominated convergence argument

$$
\lim_{\tau \to 0} \|W; X^\tau, 0\|^2 = \|\partial_x U\|^2 + \|V\|^2.
$$

This is the lemma assertion (44) in the $\mu = 0$ case. \(\blacksquare\)

Now, remark that (46) implies the following relation

$$
\|W; X^\tau, 0\|^2 \geq \frac{1 - \sigma^2}{1 + \sigma^2} \left(\int_R |\hat{V}|^2 d\xi + \int_R \frac{2 \sin^2(h\xi/2)}{h^2} |\hat{U}|^2 d\xi\right) \geq \\
\geq \frac{1 - \sigma^2}{2(1 + \sigma^2)} (\|V\|^2 + \|U_x\|^2).
$$
We have also, due to (45), the relation
\[ \| W; X^{r,0} \|_{\ell} \leq (1 + 2\sigma^2 \theta^2) \int_\mathbb{R} \| \tilde{V} \| d\xi + \left( 1 + \frac{1}{2\theta^2} \right) \int_\mathbb{R} \frac{4 \sin^2(\theta h^2)}{h^2} \| \tilde{U} \|^2 d\xi. \]
So the particular setting \( 2\theta^2 = 1/\sigma \) gives us
\[ \| W; X^{r,0} \|_{\ell} \leq (1 + \sigma)(\| V \|^2 + \| U_x \|^2). \]
Hence we have proved (43) for the case \( \mu = 0 \).

Now, in order to prove (42), we have to compare the norm \( \| u_x \| \) versus the Sobolev norm \( \| u_x \|_1 \). So we consider \( \phi \in H^1(\mathbb{R}) \) a compactly supported function with support
\[ \text{supp } \phi \subset [-a, a], \quad a > 0. \]
First, using the Parseval identity we obtain
\[ \| \varphi_x \| = \left\| \frac{1 - T_h}{h} \varphi \right\| = \left\| \frac{2}{h} \sin \left( \frac{h \xi}{2} \right) | \tilde{\phi} | \right\| \leq \| \xi \| \| \tilde{\phi} \| = \| \varphi \|_1. \]
This last estimate, using (43) shows that \( \| W; X^{r,0} \|_{\ell} \leq (1 + \sigma)(\| V \|^2 + \| U \|^2) \) and the right inequality of (42) for the \( \mu = 0 \) case.

Second, we use the following analogue of the Poincaré inequality
\[ \| \phi \| \leq a \| \phi_x \| \]
in order to prove, using (43)
\[ (\| V \|^2 + \| U \|^2) \leq C_a (\| V \|^2 + \| U_x \|^2) \leq C_a \| W; X^{r,0} \|^2 \]
which is the left inequality of (42) for the \( \mu = 0 \) case.

**4.2. Main result.**

We state in this section our main convergence result.

**Theorem 4.1.** Let \( \sigma < 1 \), and \( W^0 \in Y^4 \). Then \( T^{**} = T^* \). Furthermore for all \( T < T^* \) the scheme \( K_{\ast\ast}^N W^0 \) converges uniformly on \( [0, T] \) towards \( F_t W^0 \):
\[ \lim_{N \to \infty} \sup_{0 \leq t \leq T} \| F_t W^0 - K_{\ast\ast}^N W^0; Y^1 \| = 0. \]
This theorem is the statement of the general convergence result.
(theorem 13) for the particular setting given in (10). To prove it, we verify in the next section the stability and consistence results as stated in theorem (13). For that aim, we recall the following definition

$$B_{t, \mu}(A) = \left\{ W \in (H^\mu(R))^4, \supp W \ \text{compact}, \ |W; X^{t, \mu}| < A \right\}.$$ 

REMARK 4.3. Actually we prove a better result than the one stated: we get

$$\forall T < T^*, \ \lim_{N \to \infty} \sup_{0 \leq t \leq T} \left\| F_t W^0 - K_{tN}^N W^0; X^{t/N, 1} \right\| = 0.$$ 

This has to be compared with (44). We note also that the straightforward generalization of the scheme (38) to the n dimensional case is stable under the C.F.L condition $\sigma < 1/\sqrt{n}$, using a similar demonstration. Due to this fact and from Sobolev injections we think that this result remains true in the higher dimensions under this C.F.L. condition and with added regularity assumptions over the initial conditions (see the annex for a result in this direction).

4.2.1. Stability. – We show in this part the stability of the scheme (39) uniformly with respect to the $X^{t, 1}$ norms.

LEMMA 4.3. Let $\sigma < 1$. For all $A > 0$ there exists $T_s(A) = C_0/A^2$ such that for all $N \geq 1$, $1 \leq n \leq N$ and $0 \leq t \leq T_s(A)$,

$$\sup_{(W^0_a, W^0_b) \in B_{tN, 1}(A)^2} \left\| K_{tN}^n W^0_a - K_{tN}^n W^0_b; X^{t/N, 1} \right\| \leq C \left\| W^0_a - W^0_b; X^{t/N, 1} \right\|.$$

PROOF OF LEMMA 4.3. Before proving this lemma, we shows the following stability result

$$\forall 1 \leq n \leq N$$

and $0 \leq t \leq T_s(A)$,

$$\sup_{W^0 \in B_{tN, 1}(A)} \left\| K_{tN}^n W^0; X^{t/N, 1} \right\| \leq 2 \left\| W^0; X^{t/N, 1} \right\|.$$ 

To prove this relation, we study first a one step in time $\tau = t/N$ of our scheme, for any data $W^i = (U^i, V^i)$ belonging to $B_{t, 1}(A)$. We note $W^{i+1} = (U^{i+1}, V^{i+1}) = K_t W^i, i \leq n$, which solves, according to (39), the equation

$$W^{i+1} = \mathcal{K}_t W^i + \mathcal{T}(\tau^2 H^i, \tau H^i),$$
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where $H^i$ stands for the two components vector valued function $\frac{1}{2}Q_\varepsilon(U^i)(U^{i+1} + U^{i-1})$. Now, we estimate the $X^{t,1}$ norm of $W^{i+1}$:

1: according to (41) we have $\|X_t W^i; X^{t,1}\| = \|W^i; X^{t,1}\|$.

2: going back to the expression of the $X^{t,\mu}$ norms, we compute

$$\|(\tau^2 H^i; \tau H^i); X^{t,1}\|^2 = \|\tau H^i\|^2.$$ 

So we obtain

(49) \[ \|W^{i+1}; X^{t,1}\| \leq \|W^i; X^{t,1}\| + \tau\|H^i\|_1. \]

Using the algebra's properties of the $H^\mu(\mathbb{R})$ spaces, $\mu > 1/2$, and the Lemma 4.2, we estimate the non linear part with:

$$\|H^i\|_1 \leq (\|U^{i-1}\|_1 + \|U^{i+1}\|_1)\|U^i\|_2 \leq \leq C(\|W^{i+1}; X^{t,1}\| + \|W^i; X^{t,1}\|)\|W^i; X^{t,1}\|^2.$$ 

So we include these estimates in (49) in order to obtain:

(50) \[ \|W^{i+1}; X^{t,1}\| \leq \|W^i; X^{t,1}\| \frac{(1 + C\tau\|W^i; X^{t,1}\|^2)}{(1 - C\tau\|W^i; X^{t,1}\|^2)}. \]

So, hypothesizing $W^i \in B_{t,1}(A_i)$, we get $W^i \in B_{t,1}(A_{i+1})$, with $A_{i+1} = A_i(1 + C\tau A_2^2)/(1 - C\tau A_2^2)$. Thus, we obtain recursively from this last point that $A_N \leq 2A_0$, provided that $t \leq 1/16CA_0^2$.

We turn out to the demonstration to the stability lemma. First choose data $W^i = (U^i, V^i)$ and $W^b = (U^b, V^b)$ belonging to $B_{t,1}(A)$. We denote $W^{i+1} = (U^{i+1}, V^{i+1}) = K_t W^i$, $H^i = \frac{1}{2}(U^{i+1} + U^{i-1}) Q_\varepsilon(U^i)$, and the same with the subscript $b$. We denote in the following $W^i = W^i - W^b$, $H^i = H^i - H^b$. Now, we estimate the $X^{t,1}$ norm of $W^{i+1}$, with $\tau = t/N$, and we obtain, as for (49):

(51) \[ \|W^{i+1}; X^{t,1}\| \leq \|W^i; X^{t,1}\| + \tau\|H^i\|_1. \]
We factorize $H^i$ in the following way:

\begin{equation}
H_a^i - H_b^i = \frac{1}{4} (Q_\epsilon(U_a^i) + Q_\epsilon(U_b^i))(U_a^{i+1} - U_b^{i+1} + U_a^{i-1} - U_b^{i-1}) + \frac{1}{4} (Q_\epsilon(U_a^i) - Q_\epsilon(U_b^i))(U_a^{i+1} + U_a^{i-1} + U_b^{i+1} + U_b^{i-1}).
\end{equation}

This factorization allows us to estimate:

$$\tau \|H^i\|_1 \leq C \tau(||W_a^i; X^{r,1}||^2 + ||W_b^i; X^{r,1}||^2)(||W^{i+1}; X^{r,1}|| + ||W^i; X^{r,1}||).$$

Now, suppose that $\tau A^2 \leq C_0$ and consider $i < N$. We estimate

$$C \tau(||W_a^i; X^{r,1}||^2 + ||W_b^i; X^{r,1}||^2) \leq C/N,$$

using (3.2). So we get inductively $||W^{i+1}; X^{r,1}|| \leq e_C||W^0; X^{r,1}||$. $\blacksquare$

### 4.2.2. Consistency. -
We show in this part the consistency of the scheme (39). This consistency is stated uniformly according to $Y^2$ space, locally uniformly for data belonging to the $Y^4$ space:

**Lemma 4.4.** Let $\sigma < 1$. For every $W^0 \in Y^4$, and $\tau \leq T_\sigma(||W^0; Y^2||)$,

$$\|K_\tau W^0 - F_\tau W^0; Y^2\| \leq C \tau^2 ||W^0; Y^4|| (1 + ||W^0; Y^2||).$$

**Proof of Lemma 4.4.** In this section, $*$ is the convolution operator relatively to the space variable. Moreover, for a bounded set $\Omega$, $\chi_\Omega(x)$ is the truncated function associated to $\Omega$ and we denote the function $\phi_\Omega(x) = \chi_\Omega/\text{mes}(\Omega)$.

First, remark that the condition $\tau \leq T_\sigma(||W^0; X^{r,1}||)$ allows us to use the propositions 2.3, and 4.3.

We remind now the following integral property of the solution of (8): let $(U, V)(t) = F_\tau W^0$, given by the Lemma 2.2 for data $(U^0, V^0)$ belonging to $Y^1$, then $W(\tau)$ solves the integral equation given by the Duhamel principle:

$$F_\tau W^0 = \mathcal{F}_\tau W^0 + \left[ \frac{1}{2} \int_{A_{\tau^*}} Q_\epsilon(U) U \right]$$

where $\mathcal{F}_\tau W^0 = \tau (\frac{1}{2}[T_\tau + T_{-\tau}] U^0 + \frac{1}{2} \chi_{[-\tau, \tau]} \nabla V^0; \frac{1}{2}[T_\tau + T_{-\tau}] V^0 + \frac{1}{2}[T_{-\tau} - T_\tau] \partial_x U^0)$ holds for the free wave equation, and $A_{\tau^*} = \{(t, y) / t > 0, t + |x-y| \leq |\tau|\}$, the wave cone issued from a $(\tau, x)$ point, $A_{\tau^*} =$
\[= \{ (t, y) / t > 0, t + |x - y| = |\tau| \} \text{ the upper edge of this cone. So we have}
\]
\[K_\tau W^0 - F_\tau W^0 =
\]
\[= \mathcal{K}_\tau W^0 - \mathcal{F}_\tau W^0 + \Bigg\{ \frac{\tau^2}{2} (U^1 + U^{-1}) Q_\tau(U^0) - \frac{1}{2} \int_{A_{\tau}} Q_\tau(U) \ U \\
+ \frac{\tau}{2} (U^1 + U^{-1}) Q_\tau(U^0) - \frac{1}{2} \sqrt{2} \int_{A_{\tau}} Q_\tau(U) \ U \Bigg\}.
\]

Let us hold first with the linear part. Using the Fourier transform, we get
\[
\mathcal{F}_\tau W^0 - \mathcal{K}_\tau W^0 =
\]
\[
= \tau^2 \left[ \left( 2 \frac{\sin^2 \tau \xi/2}{\tau^2} - 4 \sigma^2 \frac{\sin^2 \tau \xi/2 \sigma}{\tau^2} \right) \frac{1}{\tau} \left( \frac{\sin \tau \xi}{\tau \xi} - 1 \right) \right] \left( \frac{\tilde{U}^0}{\tilde{V}^0} \right).
\]

The following functions are uniformly bounded as \( \tau \) tends to zero
\[
\xi \to |\xi|^{-2} \left( 2 \frac{\sin^2 \tau \xi/2}{\tau^2} - 4 \sigma^2 \frac{\sin^2 \tau \xi/2 \sigma}{\tau^2} \right); \quad \xi \to |\xi|^{-1} \frac{\sin \tau \xi}{\tau \xi} - 1
\]
\[
\xi \to |\xi|^{-3} \left[ \frac{\xi}{\tau^2} \sin \tau \xi - \frac{4 \sigma^2}{\tau^3} \sin^2 \frac{\tau \xi}{2 \sigma} \right]; \quad \xi \to -2 |\xi|^{-2} \frac{\sin^2 \tau \xi/2}{\tau^2}.
\]

So we can estimate
\[
\|\mathcal{K}_\tau W^0 - \mathcal{F}_\tau W^0; Y^2\| \leq C \tau^2 \|W^0; Y^4\| \leq C \tau^2 \|W^0; Y^4\|
\]

For the nonlinear part, we estimate first roughly, using the proposition 2.3 iii),
\[
\left\| \frac{1}{2} \int_{A_{\tau}} Q_\tau(U) \ U \right\|_2 \leq C \tau^2 \sup_{0 \leq s \leq \tau} \|Q(U) \ U\|_2 \leq C \tau^2 \|W^0; Y^2\|^3
\]
and we have also
\[
\|Q_\tau(U^0)(U^1 + U^{-1})\|_2 \leq C \|W^0; Y^2\|^2 \|W^0; Y^4\|.
\]

Now let us hold with the second non linear estimate. We estimate its \( H^1 \)
norm by

\[ a_\tau \leq C \tau \sup_{0 \leq s \leq \tau} \left\| Q_\tau(U)U - \frac{1}{2} Q_\tau(U^0)(U^1 + U^{-1}) \right\|_1. \]

So

\[ a_\tau \leq C \tau^2 \left( \sup_{0 \leq s \leq \tau} \frac{Q_\tau(U)U - Q_\tau(U^0)U^0}{\tau} \right)_1 + \left\| \frac{Q_\tau(U^0)(2U^0 - U^1 - U^{-1})}{2\tau} \right\|_1 = C \tau^2 (a_1^\tau + a_2^\tau). \]

We estimate, using the factorization (52),

\[ a_1^\tau \leq C \left( \|U^0\|_2^2 + \sup_{0 \leq s \leq \tau} \|U\|_2^2 \right) \sup_{0 \leq s \leq \tau} \left\| \frac{U - U^0}{\tau} \right\|_1. \]

We estimate \( \sup_{0 \leq s \leq \tau} \|U - U^0/\tau\|_1 \leq C \|U\|_{C^1([0, \tau]; H^1)} \leq C \sup_{0 \leq s \leq \tau} \|U\|_2. \) This last estimate comes from the property of the continuous problem. So we estimate, using the proposition 2.3 iii),

\[ a_1^\tau \leq C \|W^0\|; Y^1 \|W^0\|; Y^2\| . \]

For \( a_2^\tau \), we estimate first \( a_2^\tau \leq C \tau \|Q_\tau(U^0)\|_1 \|2U^0 - U^1 - U^{-1}\|_1/2\tau \|1 = C \tau \|Q_\tau(U^0)\|_1 \|U^0\|_1. \) As \( \tau \|Q_\tau(U^0)\|_1 \leq C \tau \|U^0\|_2 \leq C \tau \|W^0\|; Y^1 \|2 \leq C \), we have \( a_2^\tau \leq C \|U^0\|_1 \). Now, using the expression of the scheme (38), we estimate

\[ a_2^\tau \leq C \|U^0\|_1 \leq C \left( \|U^0\|_1 + \|U^0\|_2^2 \right) \left( \|U^1\|_1 + \|U^{-1}\|_1 \right) \leq C \left( \|U^0\|_2 + \|W^0\|; Y^2\|_3 \right). \]

Blending all of these partial results and using the Sobolev injections, we obtain

\[ \|K, W^0 - F, W^0; Y^2\| \leq C \tau^2 \|W^0\|; Y^1(1 + \|W^0\|; Y^2\|_2^2). \]

5. Numerical experiments.

5.1. The first order system.

In all the experiments presented here we have fixed \( \theta = 1/2 \). We present three different tests on (1). First we consider a simple model of
It is well known that for positive data in $L^\infty_{loc}$ the solution of the Cauchy problem is global in time. But one can also construct exact explosive solutions by a solitary wave method, see [2] and references therein. We look for a solution of form:

$$u(t, x) = \phi(x - ct). \lambda$$

were $\lambda \in \mathbb{R}^3$ is constant and $c \in ]-\infty, -1[ \cup ] + 1, + \infty[$. In our case we obtain:

$$\lambda_1 = -a/(c + 1), \quad \lambda_2 = a/c, \quad \lambda_3 = -a/(c - 1)$$

where $a = -c^2(c^2 - 1)$, and then $\phi$ is solution of the blowing up equation

$$\phi' = \phi^2.$$  

By truncation and regularization one obtains a smooth compactly supported initial condition which is equal to $\phi. \lambda$ on a bounded interval, so that the solution of the problem is $\phi(x - ct). \lambda$ in the associated dependence domain. In this particular case the determinant of the matrix $I - r\Lambda(u^n(x))$ in (22) is $1 + h(u_1 + 2u_2 + u_3)/2$ where one recognizes the density $u_1 + 2u_2 + u_3$. Let us take as a blow up criterion:

$$u_1 + 2u_2 + u_3 = -2/h.$$  

If $u$ is the exact solution $\phi. \lambda$ then this condition reads as:

$$(\lambda_1 + 2\lambda_2 + \lambda_3) \phi(x - cT) = -2/h.$$  

As $\phi = (\phi_0^{-1} - (x - cT))^{-1}$, this criterion furnishes the following blow up value:

$$x - cT = \phi_0^{-1} + hc$$

instead of the theoretical $x - cT = \phi_0^{-1}$. Consequently such a criterion provides an error of order $h$ at least.

Figures 1 and 2 are the comparison between exact and numerical density $u_1 + 2u_2 + u_3$ at time $T = 2$. Here $c = 2$, $h = 0.02$. In figure 1 we focus on the smooth part of the solution far from the blow up point. The $L^1$ error has been computed to be less than 1% in this zone. In fig. 2 we show the blow up zone. $u_1 + 2u_2 + u_3 = -2/h$ for $x = -5.66$ while the
Fig. 1. – Broadwell’s equations: smooth part of the solution at $T = 2$.

Fig. 2. – Broadwell’s equations: Stiff part of the solution at $T = 2$. 
theoretical blow up is at \( x = -5.7 \). We find the computed value \( x = -5.58 \), that is an error of 2%.

Let us now study the blow up for:

\[
\begin{cases}
\partial_t u_1 = u_1 u_2 \\
\partial_t u_2 + \partial_x u_2 = u_1^2
\end{cases}
\quad u(0) = \varepsilon \phi .
\]

There exists a smooth compactly supported function \( \phi \) such that for all \( \varepsilon > 0 \) the solution of (55) blows up in finite time \( T^*_\varepsilon \). Moreover there exists two constants \( C_1, C_2 \) such that [2]:

\[ C_1 \leq \varepsilon^2 T^*_\varepsilon \leq C_2. \]

If \( \phi \) is chosen like in [2] with support in \([-1, 1]\), we know that

\[ 1 - \varepsilon - \varepsilon^2 \leq \varepsilon^2 T^*_\varepsilon \leq 2.3 + \varepsilon^2. \]

Taking the blow up criterion:

\[ T^*_\varepsilon = \min \{ t_n, \max (u_1, u_2) \geq h^{-1} \} \]

we obtain the following table:

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( \varepsilon^2 T^*_\varepsilon, h = 0.1 )</th>
<th>( \varepsilon^2 T^*_\varepsilon, h = 0.02 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.</td>
<td>1.08</td>
</tr>
<tr>
<td>( 2^{-1} )</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>( 2^{-2} )</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>( 2^{-3} )</td>
<td>0.99</td>
<td>1.</td>
</tr>
<tr>
<td>( 2^{-4} )</td>
<td>1.05</td>
<td>1.06</td>
</tr>
<tr>
<td>( 2^{-5} )</td>
<td>1.09</td>
<td>1.09</td>
</tr>
</tbody>
</table>

For the same problem (\( \varepsilon = 1 \)) we represent the space time isolines of \( u_1 \) and \( u_2 \). The maximal value for the isolines has been taken to 12.5 while \( h = 0.02 \). This process allows us to exhibit an approximate maximal existence domain and a blow up curve of the solution (figures 3 and 4).

The last test is concerned with global solutions. Figures 5 and 6 rep-
resent the space time isolines of the solutions $u_1$ and $u_2$ of the conservative system

$$\begin{align*}
\partial_t u_1 &= -u_1 u_2 \\
\partial_t u_2 + \partial_x u_2 &= u_1^2
\end{align*}$$

with the same initial data as above and the same time step. This system arises in nonlinear optics or plasmas physics. We observe a strong interaction zone out of which the waves propagate linearly.

5.2. The system of wave equations.

We present in this part computed solutions of $P(\epsilon_1, \epsilon_2)$ systems, using the schemes (39), (63), and the remark (4.2).

We have chosen for tests a C.F.L constant $\alpha$ equal to $\frac{1}{2}$. We compute the solution over regular dichotomous grids with shape $V_i = (t^j, x_k)_{0 \leq k \leq 2^i+1} = (\alpha j 2^{-i}, k2^{-i})_{0 \leq j \leq 2^i+1}$ that mesh both the domains

Fig. 3. – Space time isolines and blow up curve for the solution of a $2 \times 2$ system: first component.

Fig. 4. – Space time isolines and blow up curve for the solution of a $2 \times 2$ system: second component.
Fig. 5. – Space time isolines for the solution of a $2 \times 2$ conservative system: first component.

$(t, x) \in [0, 1] \times [0, 2]$ for 1-D computations or $(t, r) \in [0, 1] \times B(0, 2)$ for the spherical symmetric data 3-D case, where $B(0, 1)$ holds for the unit ball. When properly defined, the computed solution on such grids is noted $((u_{1}^{k})_{j}^{0}, (u_{2}^{k})_{j}^{0})_{0 \leq j \leq 2^{i} + 1}$. We need to compute the solution in a bounded domain, so we use Dirichlet condition at boundaries $(t^{j}, 0)_{0 \leq j \leq 2^{i}}$ and $(t^{j}, 2)_{0 \leq j \leq 2^{i}}$. The support of data has been chosen in order to ensure, using the numerical propagation speed of our scheme, that these boundary Dirichlet conditions do not perturb the solution.

Because we would like to have some indications on the time existence of solutions of $P(+1, -1)$, we define a numerical explosion criteria. It seems natural to define

$$T^{*, i} = \inf \left\{ t^{k} / \sup_{0 \leq j \leq 2^{i} + 1} \tau^{2} [(u_{1,j}^{k})^{2} + (u_{2,j}^{k})^{2}] > \frac{1}{2} \right\},$$

Fig. 6. – Space time isolines for the solution of a $2 \times 2$ conservative system: second component.
since for lower times, the solution can be explicitly deduced from the expression of our scheme (39).

The solution is represented on a three dimensional \((x, t, u(t, x))\) graphics for pictures 7 and 8.

We illustrate in picture 7 the behavior of the solution in a blow-up case of the \(P(+1, +1)\) system in one dimension for which we know that \(E[W^0] > 0 \Rightarrow T^* < +\infty\) ([13] and related bibliography). So we choose large enough initial data that lead to a blow up solution for the continuous problem in order to check that our explosion criteria is able to detect a finite existence time. For this computation we have chosen the same in-
Fig. 8. - $u$ solution of $P(+1, -1)$ in the one dimensional case.

Initial data for $u$ and $v$, so that the solution is a particular case of the scalar semilinear wave equation $\{ u_t + u_{xx} = u^3 \}$. Numerical results seem to show that $(T^*_{i\in\mathbb{N}})$ converges toward the blow up time of the continuous problem $T^*$. On picture 7, the numerical finite propagation speed of the solution is used to compute the solution after the blow up time.

The figure 8 is a computed solution of the system $P(+1, -1)$ in the one dimensional case. For this computation and also for the next one, we have chosen the same initial data for $u_1$ and $u_2$, but only the $u_1$ solution is showed here. This because the $u_2$ solution has an heavy oscillatory behavior that is hard to present with such a graphic. Interpretation of these oscillations are provided if one think that $u_2$ satisfies a Klein Gordon type equation with variable mass $(u_1)^2$. 
For these computations, it seems that \((T^{*,i})_{i \in \mathbb{N}}\) goes toward infinity. So we believe that for this case, every smooth enough data leads to define a global solution. Furthermore, this picture seems to show that the solution \(u_1\) stabilize itself linearly over large time.

In figure 9, we present a spherically symmetrical \(u\) solution of \(P(+1, -1)\) in the three dimensional case owning spherically symmetric data, for which the numerical study is overviewed in the annex of this paper. The solution is represented on a three dimensional \((r, t, u_r(t, r))\) graphics, where \(r\) denote the spherical variable. We have chosen a «large» initial data in order to illustrate the behavior of heavily interacting solutions of the \(P(+1, -1)\) system. For that aim, we use an adaptive mesher because for such initial data we have recorded finite blow up time on every regular grid \(V^i\) allowed by our computing capability. This adaptive mesher has the particularity to keep the C.F.L ratio constant throughout the computation. We refer to ([13]) for a description of the
one dimensional principle of this mesher, and indicate that a multi-di-
mensional version is available ([15]). We haven’t recorded any explosion for solutions computed with this adaptive mesher. So we believe that the three dimensional case still gen-
erate an unique globally defined solution what large ever the initial data are. Furthermore, this picture seems to show that the solution $u$ stabilize itself to a non zero constant.

6. Conclusion and remarks.

The approach proposed in [7] appears to be well adapted to the nu-
umerical study of some properties of semilinear hyperbolic systems. We analyze in a similar manner the continuous problem and the approximat-
ed one: the local existence time is like the local stability one, we retrieve for the discretization the continuous dependance on data property and we are able to define a maximal convergence time which is proved to co-
incide with the maximal existence time of the continuous solution. We find for two distinct applications, a first order and a second order sys-
tem, a discretization and a functional setting for this study. We want to point out that for our wave equation systems, we include the case where the natural space in which the evolution group acts is unstable for the discretization operator. For this problem, we had to introduce a specific norm. In fact, we own now a local convergence theory, insuring us that the scheme converges as long as the continuous solution exists. More-
over for the schemes we construct, we are able to define a numerical blow up time which appears to be coherent with the theoretical known re-
sults, and also to define numerical blow up curves. It would be of interest to prove the convergence of these numerical blow up times towards the theoretical one.


The three dimensional case with spherically symmetric data. – We overview in this part the numerical study devoted to the three dimen-
sional version of (36):

$P(\varepsilon_1, \varepsilon_2) \left\{ \begin{array}{ll}
\partial_t^2 u_1 - \Delta u_1 = \varepsilon_1 u_1 u_2^2 \\
\partial_t^2 u_2 - \Delta u_2 = \varepsilon_2 u_2 u_1^2
\end{array} \right.$
for Cauchy data \( \{ u_1(0) = u_1^0; \partial_t u_1(0) = v_1^0, u_2(0) = u_2^0; \partial_t u_2(0) = v_2^0 \} \) compactly supported and spherically symmetric. We assert in this case a theorem analogous to Theorem 4 for the three-dimensional case. For that aim, we study our systems in an equivalent form in the spirit of ([18]). We show that this equivalent form allows to deal with a C.F.L. condition \( \sigma < 1 \), that seems to us better that the usual C.F.L. condition \( \sigma < 1/\sqrt{3} \) needed to study the three dimensional case ([17], [6]).

First, let us give some notations: we denote with \( H^\mu_\sigma(\mathbb{R}^3) \) the closed subspace of \( H^\mu(\mathbb{R}^3) \) of spherically symmetric functions. We denote \( \mathcal{H}^\mu_\sigma(\mathbb{R}) \) the half Sobolev space made of even functions that belong to \( H^\mu_\sigma(\mathbb{R}) \), and \( \mathcal{Y}^\mu = \mathcal{H}^\mu_\sigma \times \mathcal{H}^{\mu-1}_\sigma(\mathbb{R}) \). Let \( r(x) = |x| = [(x_1)^2 + (x_2)^2 + (x_3)^2]^{1/2} \). For a function \( u \in H^\mu_\sigma(\mathbb{R}^3) \), we denote \( u_\sigma(r(x)) = u(x) \), and consider it as an odd function of the real variable \( r \). In the sequel, \( \Delta_\sigma = \partial_r^2 + (2/r) \partial_r \) is the Laplacian expressed in polar coordinates.

We recall also the following property of the Laplacian operating on spherically symmetric functions:

\begin{equation}
(58) \quad r(x) \Delta u(x) = (\partial^2_r (ru_\sigma))(r(x)).
\end{equation}

**The equivalent problem.** – A direct computation on the (57) using the property of commutation (58) leads formally to the following one dimensional system, with \( w_i = ru_{i,r}, i = 1, 2; \)

\begin{equation}
(59) \quad P_r(\varepsilon_1, \varepsilon_2) \begin{cases}
\partial^2_r w_1 - \partial^2_r w_2 = \frac{\varepsilon_1}{r^2} w_1 w_2^2 \\
\partial^2_r w_2 - \partial^2_r w_2 = \frac{\varepsilon_2}{r^2} w_2 w_1^2
\end{cases}
\end{equation}

with even Cauchy data. In the following lemma, we provide the basic tools used in this annex, studying the mapping \( R: u(x) \rightarrow ru_\sigma(r) \).

**Lemma 7.1.** Let \( \mu \geq 0 \) an integer. Let us consider \( H^\mu_\sigma(\mathbb{R}_x^3) \) and \( \mathcal{H}^\mu_\sigma(\mathbb{R}_r) \) with the norms

\[
\|u; H^\mu(\mathbb{R}^3)\|^2 = \frac{1}{8\pi} \sum_{\alpha \leq \mu} \|\Delta^\alpha u; L^2(\mathbb{R}^3)\|^2;
\]

\[
\|v; H^\mu(\mathbb{R})\|^2 = \sum_{\alpha \leq \mu} \|\partial^\alpha_r v; L^2(\mathbb{R})\|^2.
\]

i) \( R: u(x) \rightarrow ru_\sigma(r) \) realizes an isometrical bijection between \( H^\mu_\sigma(\mathbb{R}_x^3) \) and \( \mathcal{H}^\mu_\sigma(\mathbb{R}_r) \).
ii) We have the following estimations:

\[(60) \quad \left\| \frac{w(r)}{r}; L^\infty(R) \right\| \leq C \left\| w; H^2(R) \right\|, \quad w \in \tilde{H}^\mu(R), \quad \mu \geq 2.\]

\[(61) \quad \left\| \frac{w_1 w_2 w_2}{r^2}; H^\mu(R) \right\| \leq C \prod_{i=1,2,3} \left\| w_i; H^\mu(R) \right\|, \quad w_i \in \tilde{H}^\mu(R), \quad i = 1, 2, 3, \mu \geq 2.\]

Such a lemma must be known, but we haven’t find a precise reference. We let for short its demonstration. Now suppose that \((u_1, u_2) \in C^0([0, T], \tilde{H}^\mu(R^3))\) is a solution of (57), with \(\mu \geq 2\). According to the lemma, \((w_1, w_2) = R(u_1, u_2) \in \tilde{H}^\mu(R)\) satisfy (59) in a strong meaning. Conversely, if \((w_1, w_2) \in C^0([0, T], \tilde{H}^\mu(R))\) satisfies (59), then \((u_1, u_2) = R^{-1}(w_1, w_2) \in C^0([0, T], \tilde{H}^\mu(R^3))\) satisfy (57). So these problems are equivalent.

The scheme, main result. – First we express the equivalent Hamiltonian formulation of (59), as in (8):

\[(62) \quad P_r(\varepsilon_1, \varepsilon_2): \left\{ \frac{d}{dt} \begin{pmatrix} U \\ V \end{pmatrix} = \begin{pmatrix} V \\ \varepsilon_2^2 U + Q_{\varepsilon, r}(U) U \end{pmatrix}; U(0) = (Rw_1^0, Rw_2^0), V(0) = (Rv_1^0, Rv_2^0) \right\}.\]

with \(Q_{\varepsilon, r}(U) = \frac{1}{r^2} \begin{pmatrix} \varepsilon_1 u_2^2 & 0 \\ 0 & \varepsilon_2 u_1^2 \end{pmatrix}\). We denote in the sequel \(F_{\varepsilon, r}\) the evolution group linked to the problem (62).

Considering data \(W^n = (U^n, V^n)\), we use the following scheme in order to solve (62), which is similar to (38):

\[(63) \quad \left\{ U^n_{tt} - U^n_{xx} = \frac{1}{2} Q_{\varepsilon, r}(U^n)(U^{n+1} + U^{n-1}) \right\}\]

where \(U^{n-1} = U^n - \tau V^n\).
This scheme defines $W^{n+1} = (U^{n+1}, V^{n+1})$ as the solution of:

\[
\begin{aligned}
U^{n+1} &= U^n + \tau V^n + \sigma^2 (T_h + T_{-h} - 2) U^n + \frac{\tau^2}{2} Q_{\tau, r}(U^n)(U^{n+1} + U^{n-1}) \\
V^{n+1} &= \frac{U^{n+1} - U^n}{\tau} = U^n_t.
\end{aligned}
\]  

Remark here that the solution of this scheme is even and explicitly defined as long as $(1 - \frac{\tau^2}{2}) Q_{\tau, r}(U^n)$ is invertible. This is achieved for even data $W^n \in X^{r, \mu}, \mu \geq 2$, and small enough $\tau$, using the estimation (60) of the lemma 7.1 and (42). We denote in this case $W'$ the defined algorithm.

For numerical application, it is enough to consider an homogeneous Dirichlet condition at $x = 0$ for $W^{n+1}$ in order to compute the solution of (64) for $r \geq 0$.

The analogous of the energy conservation proposition 4.2 is

Let $(W^n)_{0 \leq n \leq M}$ a solution of (64), then

\[
E_t[W^0] = E_t[W^n] = -\varepsilon_1 \left( \|v_1^n\|^2 + \frac{1}{2} \left[ \|u_1^n, x\|^2 + \|u_1^{n-1}, x\|^2 \right] - \frac{\tau^2}{2} \|v_1^n, x\|^2 \right) - \\
- \varepsilon_2 \left( \|v_2^n\|^2 + \frac{1}{2} \left[ \|u_2^n, x\|^2 + \|u_2^{n-1}, x\|^2 \right] - \frac{\tau^2}{2} \|v_2^n, x\|^2 \right) + \\
+ \frac{1}{2} \int_{\mathbb{R}} \frac{[(u_1^n u_2^{n-1})^2 + (u_1^{n-1} u_2^n)^2](r)}{r^2} dr.
\]

We state now our main result, which is similar to the Theorem 4.1 with an added hypothesis of regularity over the initial conditions.

**Theorem 7.1.** Let $\sigma < 1$, and $W^0 \in \overline{Y}^5$. Then $T^{**} = T^*$. Furthermore

\[
\forall T < T^*, \lim_{N \to \infty} \sup_{0 < t \leq T} \|F_t, r W^0 - K_{U^{N}, r} W^0; X^{U/N, 2}\| = 0.
\]

The demonstration of this result follows exactly the same line that the Theorem 4.1: we show first stability for data that belong to $\{ W = (U, V) \text{ even}, \|W; X^{r, 2}\| < A \}$ for a stability time $T_S(A)$. Then we prove consistency for data in $\overline{Y}^5$. The demonstrations are the same as for the Lemmas 4.4 and 4.3 except that the relation (61) is used to estimate non
linear terms. This allows us to prove local and global convergence of the scheme towards the solution of (59).
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