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1. Introduction

This article deals with the scattering theory of the Nonlinear Schrödinger equat
one space dimension

iψt = −ψxx +F
(|ψ |2)ψ, x ∈ R, (1.0.1)

ψ(x,0) = ψ0(x) (1.0.2)

whereψ(x, t) is complex-valued function. We suppose that it possesses solitary
solutions of the form

ψ(x, t) = eiωtϕ(x,ω) (1.0.3)

whereϕ is the positive solution of the equation

ϕ′′ −ωϕ − F(ϕ2)ϕ = 0 (1.0.4)

vanishing exponentially at infinity. The problem of stability of solitary waves
nonlinear dispersive equations has been the object of numerous works [1,8,16].

We suppose that (1.0.1) possesses stable solitary wave solutions and we inv
their asymptotic stability, that is the long-time behavior of solutions whose in
conditions are close to a stable solitary wave. In the case of integrable non
equations (such as Korteweg–de Vries equation, cubic Schrödinger equation, Ben
Ono equation. . .), the inverse scattering method, under certain conditions, provid
asymptotic decomposition of the solution into a sum of solitary waves and a disp
component. In this paper, we deal with non-integrable equations and the appro
completely different and local.

Our method, initiated in [2], is based on the spectral decomposition of the soluti
the eigenspaces associated to the discrete and continuous spectrum of the lin
operator near the solitary wave. To present our result, we need to introduce
notations and state the hypothesis. It is convenient to rewrite the nonlinear Schrö
equation in the vectorial form

jψt = −ψxx + F
(|ψ |2)ψ, (1.0.5)

ψ(x,0) = ψ0(x) (1.0.6)

wherej =
(

0 −1
1 0

)
, ψ =

(
ψ1
ψ2

)
, ψ1 = Reψ , ψ2 = Imψ .

For technical reasons, we restrict ourselves toeven solutions.

Assumption(NL). – We suppose that the nonlinearityF(s) is aCr -function ofs � 0,
such thats = 0 is a root of multiplicityr with r � 4, and that fors > 1, it satisfies the
lower estimate

F(s) � −F1s
q, with F1 > 0, q < 2. (1.0.7)

Assumption (1.0.7) ensures that for an initial conditionψ0 in the Sobolev spac
H 1(R), the solutionψ(x, t) exists for all time as a continuous function oft with values
in H 1(R). In addition, if initially xψ0 ∈ L2(R), thenxψ(x, t) remains inL2(R) for all
time [6].
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Assumption(SL). – Further assumption is made in terms of

U(ϕ) = −ω

2
ϕ2 − 1

2

ϕ2∫
0

F(s) ds. (1.0.8)

We assume that, for allω in an interval centered at someω0, the mappingϕ →
U(ϕ) has a positive root and the smallest positive rootϕ0 is simple. We also assum
U ′(ϕ0) 	= 0.

Under this assumption there exists a unique, even solutionϕ(x,ω) of ϕxx = −Uϕ,
decreasing likeA(ω)e−√

ωx asx → +∞. Eq. (1.0.5) has solutions in the form of solita

waves ejωtφ, φ =
(

ϕ(x,ω)

0

)
.

The linearized operator near the solitary wave ejωtφ is

Bu = −∂xxu+ ωu+ F
(|φ|2)u+ 2F ′(|φ|2)(u,φ)φ, (1.0.9)

where(. , .) denotes the usual scalar product inC
2 defined by(u, v) = u1v̄1 + u2v̄2.

Let C = j−1B = j−1(−∂xx + ω) + V . In general, the spectrum ofC is located on
the real and imaginary axis. The continuous spectrum is located on the two ha
(−i∞,−iω] ∪ [iω, i∞). Because the potential decreases exponentially fast at infi
the discrete spectrum is composed of a finite number of eigenvalues. The corresp
invariant spaces are of finite dimension. The point 0 belongs to the discrete spectru
the dimension of its invariant subspace is at least 2. Recall that we restrict the opeC
to even solutions. We assume more specific conditions:

Assumption(SP). – There is no real eigenvalue exceptλ = 0, and the invarian
subspace associated to the eigenvalueλ = 0 is of dimension exactly 2. In addition, the
are 2 simple eigenvalues±iµ, which satisfy the property 2µ > ω. Their corresponding
eigenspaces are of dimension 1. We assume the generic condition that the edge
continuous spectrum±iω are not resonances, or equivalently, that there are no solu
bounded at infinity (virtual levels), nor bound states ofCu = ±iωu. We also assume th
there are no embedded eigenvalues in the continuous spectrum.

If Assumptions (SL) and (SP) are true for a fixed valueω0, they are also true fo
values ofω in a small interval centered atω0. A detailed analysis of the spectral theo
of the operatorC was developed in [2]. A key point in the analysis of the non self-adj
operatorC is that the coefficients of the matrix-potentialV decrease exponentially fa
at infinity. The hypothesis on the spectrum ofC(ω) ensures orbital stability of solitar
waves.

We consider initial conditionsψ0 in the form:

ψ0(x) = φ(x,ω0) + (z0u(x,ω0)+ z̄0u
∗(x,ω0)

)+ f0(x) (1.0.10)

whereu(x,ω0) andu∗(x,ω0) are the eigenvectors ofC(ω0) associated to the eigenvalu
±iµ(ω0), andf0 belongs to the eigenspace associated to the continuous spectr
C(ω0). We also assume a non-degeneracy condition. Let〈·, ·〉 denote the scalar produ
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2-valued functions:〈u, v〉 = ∫

R
(u, v) dx, andE2[f,f ] be the quadratic term

coming from the Taylor expansion of the nonlinearity:

E2[f,f ] = F ′(|φ|2)|f |2φ + 2F ′′(|φ|2)(φ, f )2φ + 2F ′(|φ|2)(φ, f )f. (1.0.11)

The condition has the form 〈
E2[u,u], u(2iµ0)

〉 	= 0, (1.0.12)

whereu(2iµ0) is the eigenfunction associated toλ = 2iµ0 = 2iµ(ω0). This condition
expresses that the interaction of the term of double frequency 2µ0 generated by th
nonlinearity with the continuous spectrum is nontrivial and is sometimes referred t
nonlinear version of the Fermi Golden rule.

Let |z0| = ε1/2 andN ≡ ‖f0‖H1 + ‖(1+ x2)f0‖2 � cε3/2 wherec is a constant. Forε
sufficiently small, we construct a solution in the form

ψ(x, t) = ej (
∫ t

0
ω(s) ds+γ (t))(

φ
(
x,ω(t)

)+w(x, t) + f (x, t)
)
, (1.0.13)

wherew(x, t) = z(t)u(x,ω(t)) + z̄(t)u∗(x,ω(t)), andf (x, t) belongs to the subspac
associated to the continuous spectrum ofC(ω(t)). The dependency ont of ω andγ is
defined by the structure of the solution. We show that, ast → +∞, ω(t) → ω+, and

ψ(x, t) = ej)+(t)
[
φ(x,ω+) + z+(t)u(x,ω+) + z̄+(t)u∗(x,ω+)

]+ ej
−1Lth+ + o(1)

(1.0.14)
in L2, where o(1) is taken with respect to the variablet ,

)+(t) = ω+t + c+ log(1+ k+εt) + γ+, (1.0.15)

ω+, c+, k+ andγ+ are constants,k+ > 0,L = − ∂2

∂x2 ,

z+(t) = ε1/2 ζ+eiµ+t

(1+ k+εt)1/2−iδ
, (1.0.16)

µ+ = µ(ω+), δ a real constant andζ+ = O(1) asε → 0, andh+ ∈ L2, independent oft .
Asymptotically int , f (x, t) reduces to a purely dispersive wave. We have ast → ∞,

‖f ‖2 = ∥∥ej−1Lth+
∥∥

2 + o(1). (1.0.17)

If x is bounded (i.e., whenf is estimated in a norm with a decreasing weight) t
f = O(( ε

1+εt
)3/2), while for largex, (f is then estimated inL∞-norm)f = O(( ε

1+εt
)1/2).

Furthermore, we have, for the conservation of mass∥∥ψ(., t)
∥∥2

2 = ‖ϕω+‖2
2 + ‖h+‖2

2. (1.0.18)

An analogous formula for the energy is also true.
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The result shows that in the neighborhood of a stable soliton state, the sys
equivalent to the direct sum of two systems: the first one is a Hamiltonian sy
with one degree of freedom and the second is the free Schrödinger equatio
linear dispersion works like dissipation, leading to a locally vanishing radiation
and eventually to an independent behavior of the localized soliton and the spre
radiative term. Under the Fermi Golden rule assumption, the interaction between
harmonics of the soliton and the radiative field remains always nontrivial.

The case where the discrete spectrum is reduced toλ = 0 was studied in [2]. In
a subsequent paper, the authors [3] proved the asymptotic stability of solitary
when the operatorC(ω0) satisfies the spectral properties (SP). Following their id
we develop a more transparent and explicit calculation of the splitting of motions
give a detailed description and explicit formulas for the correction terms. In partic
we calculate the period of oscillations of the phase as well as of the amplitu
the solution. An heuristic analysis of the phenomenon of amplitude oscillations
developed in [11].

The question of asymptotic stability has been investigated for various re
problems. Soffer and Weinstein [12] considered the nonlinear Schrödinger equatio
a potential term

iψt + .ψ = (
V (x) + λ|ψ |m−1)ψ, (1.0.19)

for x ∈ R
d , and 1< m < (d + 2)/(d − 2). Under the assumptions thatV (x) decays

fast enough at infinity and that the operator−. + V has exactly one bound sta
(isolated eigenvalue) inL2(R2), with strictly negative eigenvalueE∗, they proved that fo
a class of initial conditions, the solution of (1.0.19) is given byψ = e−i0(t)ϕE(t) + f (t),
0 = ∫ t

0 E(s) ds − γ (t), whereϕE is a spatially localized solitary wave andf a purely
dispersive wave. Ast → ±∞, E(t) → E± andγ (t) → γ±. The case where the opera
−. + V has 2 bound states was investigated recently by Tsai and Yau [17] using
that Soffer and Weinstein [13] developed in the context of resonance solutions
nonlinear Klein–Gordon equation.

The scattering theory of the Nonlinear Schrödinger equation

iψt +.ψ − ε|ψ |lψ = 0, l > 2, ε > 0, (1.0.20)

with respect to the free Schrödinger equation

iψt +.ψ = 0, (1.0.21)

was studied by Ginibre and Velo [6], Strauss [14], McKean and Shatah [9]. This
corresponds to the absence of bound states.

Deift and Zhou [5] considered a perturbation

iψt +ψxx − 2|ψ |2ψ − ε|ψ |lψ = 0, l > 2, ε > 0, (1.0.22)

of the defocusing one-dimensional cubic Schrödinger equation

iψt +ψxx − 2|ψ |2ψ = 0. (1.0.23)
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Since (1.0.23) is completely integrable, they viewed (1.0.22) as a perturbation
infinite dimensional integrable system on the line. They proved that ast → ∞, solutions
of (1.0.22) behave like solutions of (1.0.23) and that the long-time behavior is univ
for a large class of initial data.

Cuccagna [4] extended the analysis of [2] to the case of spatial dimension
or equal to 3. The method of decomposition of motion was recently used to
rigorously the blow-up properties of the nonlinear Schrödinger equation with cr
power nonlinearity in one space dimension [10] (see [15] for a review of the prop
of blowing-up solutions).

The paper is organized as follows. In Section 2, we recall basic facts abo
decomposition of motions and the linearized operator and we derive a syst
equations for the various components of the solution in the form

ω̇ = 2̄(ω, z, f ), γ̇ = 3̄(ω, z, f ), (1.0.24)

ż = iµz + Z̄(ω, z, f ), ḟ = C(ω)f + F̄ (ω, z, f ). (1.0.25)

In Section 3, we calculate the leading terms in the equations, and estima
remainders. In Section 4, we transform the evolution equations to a simpler, can
form using the idea of normal coordinates, with the purpose of keeping unchang
estimates for the remainders. In Section 5, we introduce the notion of majorants d
in terms of norms ofω(t), γ (t), z(t), andf (x, t), with appropriate time depende
weights in a fixed interval of time[0, T ] and establish uniform bounds independen
T , for initial conditions sufficiently close to a solitary wave. In Section 6, we find
precise long time behavior of the various components of the solution.

Notice that in general, it is not easy in practice to check the spectral propert
a given operator. For the purpose of examples, and for simplicity, let us restric
polynomial nonlinearity. The condition of orbital stability can be expressed in term
sign of the derivative of theL2-norm of the solitary wave with respect toω. In the case
of a power lawF(s) = −sp we have‖ϕω‖2

2 = ω2/p−1‖ϕ1‖2
2, and the condition for orbita

stability is that d
dω

‖ϕω‖2
2 > 0 or equivalentlyp < 2. The casep = 1 is the integrable cas

with a discrete spectrum of the linearized operator reduced toλ = 0 and the boundary o
the continuous spectrum±iω being resonances. For 1< p < 2, the linearized operato
has the required spectrum: one eigenvalue between 0 and the boundary of the con
spectrum, and no resonances. Ifp is close to 1, the eigenvalue is close to the boundar
the continuous spectrum. To satisfy that the nonlinearity has a root of high multiplic
0 (condition (NL)), one can perturbe slightly the nonlinearityF(s) only near the origin
The soliton will change slightly and it follows from the general theory of linear ordin
differential operators that the general structure of the spectrum will not be modifie
the eigenvalue remains close to its original location. Now we have to take care
nonlinearityF(s) at infinity. If we change the nonlinearity only for values that are lar
than the maximum value of the soliton solution, this does not affect the structure
soliton and therefore, the spectral properties of the linearized operator. Thus, b
modification of the nonlinearity, we can satisfy the conditions onF(s) for large s. As
for embedded eigenvalues, if they exist, a small perturbation of the nonlinearity
eliminate them.
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Grikurov [7] investigated numerically the spectral properties of the linearized ope
near a solitary wave of the NLS equation with a saturated nonlinearity:

iut + uxx + |u|2pu− α|u|2qu = 0, (1.0.26)

with p = 3, q = 6, for various small values of the coefficientα. He observed that th
point spectrum is composed, in addition to the eigenvalueλ = 0, of two opposite rea
eigenvalues whenα is smaller than a specific valueα∗, while for α > α∗, it is composed
of two complex conjugate imaginary eigenvalues.

We conclude this part by listing some open problems that can be seen as
extensions to this work. One could replace the hypothesis 2µ > ω of Assumption (SP
by nµ> ω, and also allow more than one pair of eigenvalues±iµ. One could also dro
the restriction to even solutions and consider general solutions. This would lead
additional equations to (1.0.24)–(1.0.25) for the center and the velocity of the so
wave. A more difficult problem is to allow the presence of resonances at the edge
continuous spectrum.

Notations. – All integrals are taken overR unless indicated otherwise. Norms inLp-
spaces are denoted‖ · ‖p and‖f ‖ρ = ‖ρf ‖2 denotes the weighted norm inL2(ρ) with
the decreasing weightρ(x) = (1+ x2)−α, whereα > 0 will be fixed later.

2. Decomposition of motion

2.1. The soliton and the linearization near the soliton

The linearized operator near the solitary wave ejωtφ, φ = ( ϕ
0

)
, whereϕ is the positive

solution, decreasing likeA(ω)e−√
ω|x| at infinity, of(

− d2

dx2
+ω

)
ϕ + F(ϕ2)ϕ = 0, (2.1.1)

is

Bu =
(

− ∂2

∂x2
+ ω + F

(|φ|2))u+ 2F ′(|φ|2)(u,φ)φ. (2.1.2)

Equivalently,

Bu =
(
D1u1

D2u2

)
,

whereD1 = − ∂2

∂x2 + ω + F(|φ|2) + 2F ′(|φ|2)|φ|2, andD2 = − ∂2

∂x2 + ω + F(|φ|2). The
operator

C = j−1B = j−1
(

− ∂2

∂x2
+ω

)
+ V (2.1.3)

is defined as

Cu =
(

D2u2

−D u

)
.

1 1
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We assume that the spectrum ofC has the structure described in Assumption (SP).
denote byX0 the invariant space associated toλ = 0, andX1 andXc, the eigenspace
associated toλ = ±iµ, and the continuous spectrum respectively. It is also usef
denoteXd = X0+X1. Note that, ifC∗ is the adjoint operator ofC, we haveC∗j = −jC,

while −Cσ3 = σ3C, whereσ3 =
(

1 0
0 −1

)
.

Defineχ0 = jφ. We haveCχ0 = 0. In addition,χ1 = ∂φ

∂ω
= φω satisfiesCχ1 = χ0. The

invariant spaceX0 associated toλ = 0 is spanned byχ0 andχ1. The spectral projectio
P0 of a vector valued functionf onX0 is defined by

P0f = 1

〈φ,φω〉
(〈f, jφω〉jφ + 〈f,φ〉φω

)
. (2.1.4)

Let u =
(

u1
u2

)
be the eigenvector ofC associated toiµ. We have

iµu1 = D2u2, and iµu2 = −D1u1. (2.1.5)

This implies thatD2D1u1 = µ2u1. SinceD2D1 is a real operator, it is possible to choo
the functionu1(x) real. From (2.1.5), we see thatu2 is then purely imaginary. This will b

our choice throughout this paper. We denote byu∗ =
(

u1
−u2

)
, the eigenvector associate

to −iµ. The spectral projectionP1 of an arbitrary vector-valued functionf onX1 is

P1f = 〈f, ju〉
〈u, ju〉u+ 〈f, ju∗〉

〈u∗, ju∗〉u
∗. (2.1.6)

Finally, the spectral projectionPc onXc is Pc = I −Pd = I − P0 − P1. It is easy to see
that the projection operators satisfy the property

jP0 = P ∗
0 j, jP1 = P ∗

1 j, jPc = P ∗
c j. (2.1.7)

Denote byu(iλ) andu∗(iλ) the solutions of

Cu = iλu, Cu∗ = −iλu∗, (2.1.8)

whereλ > ω. Forf ∈ Xc, we have the spectral representation

f =
∞∫
ω

dλ
(
θ+(λ)

〈
f, ju(iλ)

〉
u(iλ) + θ−(λ)

〈
f, ju∗(iλ)

〉
u∗(iλ)

)
. (2.1.9)

By orthogonality

θ+(λ)
〈
u(iλ), ju(iλ′)

〉= δ(λ − λ′),
θ−(λ)

〈
u∗(iλ), ju∗(iλ′)

〉= δ(λ − λ′) (2.1.10)

and θ+(λ) = θ−(λ). In the limit |x| → ∞, up to terms exponentially decreasing
infinity, we have, forλ > ω,

u1(iλ) ∼ N(λ)cos
(√

λ− ω |x| − ϑ(λ)
)

(2.1.11)
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where N(λ) is a real normalization constant, andϑ(λ) a phase factor. For larg
x, u2(iλ) ∼ iu1(iλ). The smallest exponential rate|β| of the decaying remainde
exp(−|β||x|) is equal to(2ω)1/2.

Calculating the improper scalar product〈u(iλ), ju(iλ)〉 in this limit, one gets

θ−(λ) = θ+(λ) = 1

i
θ(λ), with θ(λ) = 1

2πN2(λ)
√
λ− ω

, (2.1.12)

and the spectral decomposition (2.1.9) rewrites

Pcf = 1

i

∞∫
ω

θ(λ) dλ
(〈
f, ju(iλ)

〉
u(iλ) + 〈f, ju∗(iλ)

〉
u∗(iλ)

)
. (2.1.13)

Denoting byP+ andP− the projection operators on the spectral space associat
the positive and negative part of the continuous spectrum respectively, we have:

PROPOSITION 2.1 [3]. – For f ∈ Xc,∥∥(1+ x2)
(
Pcj

−1f − i(P+ −P−)f
)∥∥

2 � K(ω)‖f ‖ρ, (2.1.14)

whereρ(x) = (1+ x2)−α, α > 0 arbitrary, andK is a constant depending onω.

In Appendix A, we recall several properties of the spectral resolution (2.1.13) an
some remarks on the above proposition.

2.2. The dynamical equations

We look for a solution in the form

ψ(x, t) = ej (
∫ t

0
ω(s) ds+γ (t))

D(x, t), (2.2.1)

with

D = φ + χ. (2.2.2)

In (2.2.2),φ = (ϕ,0), with ϕ solution of(
− d2

dx2
+ω(t)

)
ϕ + F(ϕ2)ϕ = 0, (2.2.3)

andχ = w(x, t) + f (x, t) wherew = z(t)u + z̄(t)u∗ ∈ X1 andf ∈ Xc. Notice thatu
andu∗ depend onω and thus ont . Substituting (2.2.2) into (1.0.1), one gets

−γ̇ D + jḊ = Bχ +E[χ], (2.2.4)

whereB is the linearized operator defined in (2.1.2) andE[χ] contains all the remainde
terms which are at least quadratic. DefiningQ[χ] = j−1E[χ], (2.2.4) is rewritten

γ̇ jD + Ḋ = Cχ + Q[χ]. (2.2.5)
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We now apply the spectral projectionsP0, P1 andPc to (2.2.5) and get a system
coupled equations forω(t), γ (t), z(t) andf (x, t) in the form

PROPOSITION 2.2. –The functionsω(t), γ (t), z(t) andf (x, t) satisfy the system

ω̇ = 〈P0Q,D〉
〈(φω − P0ωχ),D〉 , (2.2.6)

γ̇ = 〈jP0(φω − P0ωχ),P0Q〉
〈(φω − P0ωχ),D〉 , (2.2.7)

〈u, ju〉(ż − iµz) = 〈Q,ju〉 − 〈wω − P1ωf, ju〉ω̇ − 〈χ,u〉γ̇ , (2.2.8)

ḟ = Cf + PcQ[χ] + ω̇Pcωχ − γ̇ Pc(jχ). (2.2.9)

Proof. –Taking the scalar product of (2.2.5) withP ∗
0 D leads to

γ̇ 〈jD,P ∗
0 D〉 + 〈Ḋ,P ∗

0 D〉 = 〈P0Q,D〉. (2.2.10)

Since

〈jD,P ∗
0 D〉 = 〈

jD,P ∗2
0 D

〉= 〈P0jD,P ∗
0 D〉 = 〈jP ∗

0 D,P ∗
0 D〉 = 0, (2.2.11)

we have,

〈P0Ḋ,D〉 = 〈P0Q,D〉. (2.2.12)

Notice also thatD = φ + χ and thatP0χ = 0. Therefore,

P0χ̇ + ω̇P0ωχ = 0, (2.2.13)

and

P0Ḋ = (φω − P0ωχ)ω̇. (2.2.14)

This immediately implies (2.2.6).
Taking the scalar product of (2.2.5) withjP0Ḋ, we get

γ̇ 〈D,P0Ḋ〉 = 〈Q,jP0Ḋ〉. (2.2.15)

Substituting (2.2.14) in the above equation leads to (2.2.7).
Applying P1 to (2.2.5) gives

P1Ḋ +P1(jD)γ̇ = Cw +P1Q[χ] (2.2.16)

with P1(jD) = P1(jχ) andP1Ḋ = P1ẇ +P1ḟ . SinceP1w = w, we have

ẇ = P1ωω̇w +P1ẇ. (2.2.17)

Using thatP 2
1 = P1, we haveP1ωw = 0, thusẇ = P1ẇ. FromP1f = 0, we get that

P1ḟ = −P1ωf ω̇ = −P1P1ωf ω̇. (2.2.18)
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bound
6)–
Finally, (2.2.16) is rewritten in the form

P1ẇ − P1P1ωf ω̇ + γ̇ P1jχ = Cw + P1Q[χ]. (2.2.19)

Using thatw = zu + z̄u∗, and thatu and u∗ depend ont throughω, we can write
ẇ = wt + ω̇wω. Eq. (2.2.16) becomes

wt + ω̇P1(wω − P1ωf )+ γ̇ P1(jχ) = Cw + P1Q[χ]. (2.2.20)

Using thatwt = żu+ ˙̄zu∗ andCw = iµ(zu− z̄u∗) in (2.2.20), we get, after taking th
scalar product of this equation withju,

〈u, ju〉(ż − iµz) = 〈Q,ju〉 − 〈wω −P1ωf, ju〉ω̇ − 〈χ,u〉γ̇ . (2.2.21)

Finally, when the projectionPc is applied to (2.2.5), one gets

γ̇ Pc(jD) + PcḊ = Cf + PcQ. (2.2.22)

Notice thatPcjφ = 0 andPcφ̇ = Pcφωω̇ = 0. Therefore

γ̇ Pc(jχ) + Pcχ̇ = Cf +PcQ. (2.2.23)

Furthermore,Pcẇ = −Pcωwω̇, Pcḟ = ḟ −Pcωf ω̇ , andPcχ̇ = ḟ −Pcωχω̇. Substituting
Pcχ̇ in (2.2.22) by the above expression, we get (2.2.9).✷

3. Leading terms and remainders

3.1. Preliminaries

This section is devoted to some preliminary useful estimates. We start with a
for the denominator〈P0(φω −P0ωχ),D〉 that appears in the equations of motion (2.2.
(2.2.9). We have

〈
P0(φω −P0ωχ),D

〉= 〈φω,φ〉
(

1− 〈P0ω(w + f ),φ〉
〈φω,φ〉

)
(3.1.1)

with

〈P0ωχ,φ〉
〈φω,φ〉 =R(ω)

(
|z| +

∫
e−√

ω |x|∣∣f (x)
∣∣dx) (3.1.2)

whereR(ω) is a general notation for functions which remain bounded ifω is close toω0.
It could be unbounded and even infinite ifω is outside some vicinity ofω0. The formula
f = Rg implies that|f | �Rg. We have

〈P0ωχ,φ〉
〈φ ,φ〉 = R(ω)

(|z| + ‖f ‖ρ

)
(3.1.3)
ω
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of

hen it
whereρ(x) = (1+ x2)−α , α arbitrary. Forα > 1/4, ‖f ‖ρ � C‖f ‖∞, and

〈P0ωχ,φ〉
〈φω,φ〉 = R(ω)

(|z| + ‖f ‖∞
)
. (3.1.4)

In the following, we will always assumeα > 1/4 in the definition ofρ. We also need
to expand the nonlinear termF(|ψ |2)ψ near the solitary wave. The Taylor expansion
F(|ψ |2ψ nearφ is

F
(|ψ |2)ψ = F

(|φ|2)φ +F
(|φ|2)χ + 2F ′(|φ|2)(χ,φ)φ + E[χ], (3.1.5)

whereE[χ] contains all the higher order terms which are at least quadratic inχ , as
χ → 0. Recalling thatr is the order of the zero ofF(s) at s = 0, we expandE[χ] in the
form

E[χ] = E2 + · · · +E2r +ER (3.1.6)

whereEj is of orderj in χ andER the remainder. Forj � 2r , all the termsEj contain
powers ofϕ (which decreases exponentially fast), thus

Ej =R(x,ω)|χ |j , (3.1.7)

whereR(x,ω) denotes functions that satisfy the estimate∣∣R(x,ω)
∣∣� R(ω)e−√

ω |x|. (3.1.8)

However forER , we have only

|ER| = R
(
ω,
∣∣χ(x)

∣∣)|χ |2r+1 = R
(
ω, |z| + ‖f ‖∞

)|χ |2r+1. (3.1.9)

The notationR whenR depends on several variables has the same meaning as w
depends on one variable only.

More explicitly, the quadratic terms have the form

E2[χ,χ] = F ′(|φ|2)|χ |2φ + 2F ′′(|φ|2)(φ,χ)2φ + 2F ′(|φ|2)(φ,χ)χ (3.1.10)

and the cubic terms

E3[χ,χ,χ] = 4

3
F ′′′(|φ|2)(φ,χ)3φ + 2F ′′(|φ|2)(φ,χ)2χ + F ′(|φ|2)|χ |2χ

+ 2F ′′(|φ|2)(φ,χ)|χ |2φ. (3.1.11)

It is also useful to defineE2[χ1, χ2] as a symmetric quadratic form

E2[χ1, χ2] = 1

2
F ′(|φ|2)((χ1, χ2) + (χ2, χ1)

)
φ + 2F ′′(|φ|2)(φ,χ1)(φ,χ2)φ

+ F ′(|φ|2)((φ,χ2)χ1 + (φ,χ1)χ2
)
. (3.1.12)

Notice thatE2 satisfies the following property〈
E2[X,Y ],Z〉= 〈

X,E2[Y ∗,Z]〉 (3.1.13)
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2.2.8)
ers.
whereX,Y,Z are complex valued vector functions andX∗ = (X̄1, X̄2).

3.2. Leading terms and remainders for γ̇ , ω̇ and ż

Using the calculations of the previous section, we can now rewrite Eqs. (2.2.6)–(
describing the time evolution ofγ , ω andz and separate leading terms and remaind
We get

γ̇ = −〈E2[w,w] + 2E2[w,f ], φω〉
〈φ,φω〉

− 〈φ,φω〉−2[(〈E3[w,w,w], φω

〉− 〈E2[w,w],P0ωw
〉)〈φ,φω〉

+ 〈E2[w,w], φω

〉(〈P0ωw,φ〉 − 〈w,φω〉)]+ 3R, (3.2.1)

where

3R =R
(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)2
. (3.2.2)

In the above equation,R(ω, |z| + ‖f ‖∞) is a quantity that remains bounded ifω is in
the vicinity ofω0 and if |z| + ‖f ‖∞ is bounded. Similarly, Eq. (2.2.6) forω is rewritten

ω̇ = 〈E2[w,w] + 2E2[w,f ], jφ〉
〈φ,φω〉

+ 〈φ,φω〉−2[(〈E3[w,w,w], jφ〉+ 〈E2[w,w],P0jχ
〉)〈φ,φω〉

+ 〈E2[w,w], jφ〉(〈P0ωw,φ〉 − 〈φω,w〉)]+ 2R, (3.2.3)

where

2R = R
(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)2
. (3.2.4)

It is useful to notice that〈
E2[w,w], jφ〉= z2〈E2[u,u], jφ〉+ z̄2〈E2[u∗, u∗], jφ〉+ 2zz̄

〈
E2[u,u∗], jφ〉.

(3.2.5)
Using the definition ofE2, and thatu = (u1, u2) with u1 real andu2 pure imaginary, we
have that 〈

E2[u,u∗], jφ〉= 0. (3.2.6)

Thus, 〈
E2[w,w], jφ〉= (z2 − z̄2)

〈
E2[u,u], jφ〉 (3.2.7)

and 〈
E2[u,u], jφ〉= 1

〈φ,φω〉2
∫

F ′(|φ|2)(u,φ)(u, jφ) dx (3.2.8)

is purely imaginary.
Finally, we rewrite (2.2.8) in the form:

ż − iµz = −〈E2[w,w] + 2E2[w,f ] +E3[w,w,w], u〉
〈u, ju〉

− 〈wω, ju〉〈E2[w,w], jφ〉 − 〈w,u〉〈E2[w,w], φω〉
〈φ,φ 〉〈u, ju〉 + ZR, (3.2.9)
ω
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ative
where

ZR = R
(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)2
. (3.2.10)

PROPOSITION 3.1. –〈u, ju〉 = iδ, with δ > 0.

Proof. –Indeed,

〈u, ju〉 =
∫
R

u1(u2 − u∗
2) dx = 2

∫
R

u1u2dx. (3.2.11)

Using (2.1.5),

〈u, ju〉 = 2

iµ

∫
u2D2u2 dx = 2

iµ

∫
u2

(
− d2

dx2
+ω + F

(|φ|2))u2dx. (3.2.12)

Sinceu2 is purely imaginary andφ is the only eigenfunction of the operator− d2

dx2 +ω+
F(|φ|2) corresponding to the minimal spectral point 0, the integral is strictly neg
and the result follows. ✷

Remark. – It is shown in [2] that under Assumption (SP),〈φ,φω〉 > 0 for ω = ω0 and
consequently forω close toω0.

3.3. Leading terms and remainders for ḟ

We now turn to Eq. (2.2.9) forf that we rewrite in the form

ḟ = Cf −PcjE2[w,w] + γ̇ i(P+ −P−)f +FR (3.3.1)

where the remainderFR is

FR = −Pcj
(
E[χ] − E2[w,w])− ω̇Pdωχ + γ̇ Pcj

−1w + γ̇
(
Pcj

−1 − i(P+ − P−)
)
f.

(3.3.2)
As we have seen before,

PcQ[χ] = −PcjE[χ] (3.3.3)

and

E[χ] =E2[w,w] +R
(
x;ω, |z| + ‖f ‖∞

)(|z|3 + |z||f | + |f |2)
+R

(
ω, |z| + ‖f ‖∞

)|χ |2r+1. (3.3.4)

DenotingER = R(ω, |z| + ‖f ‖∞)|χ |2r+1 we have

PcjER = jER −PdjER (3.3.5)

with

PdjER = R
(
x;ω, |z| + ‖f ‖∞

)(|z|2r+1 + ‖f ‖2r−1
∞ ‖f ‖2

ρ

)
. (3.3.6)

We rewrite the remainderFR as
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FR = −Pcj
(
E[χ] − E2[w,w])− ω̇Pdωχ + γ̇ Pcj

−1w

+ γ̇
(
Pcj

−1 − i(P+ −P−)
)
f. (3.3.7)

To estimateFR , we separate it in several parts as follows:

FR = F1 +F2 + F3 + F4 +F5 (3.3.8)

with

F1 = −Pcj
(
E2[χ] + · · · +E2r [χ] −E2[w,w]), (3.3.9)

F2 = −PcjER, (3.3.10)

F3 = ω̇Pcωχ = −ω̇Pdωχ, (3.3.11)

F4 = γ̇ Pcjw = γ̇ jw − γ̇ Pdjw, (3.3.12)

F5 = γ̇
[
Pcj

−1 − i(P+ − P−)
]
f. (3.3.13)

It is convenient to separateF2 in two parts,

F2 = F ′
2 +F ′′

2 (3.3.14)

with

F ′
2 = −jER, (3.3.15)

F ′′
2 = PdjER. (3.3.16)

PROPOSITION 3.2. –We have the following estimates:∥∥(1+ x2)F1
∥∥

2 = R
(
ω, |z| + ‖f ‖∞

)(|z|3 + |z|‖f ‖ρ + ‖f ‖∞‖f ‖ρ

)
, (3.3.17)∥∥(1+ x2)F ′′

2

∥∥
2 = R

(
ω, |z| + ‖f ‖∞

)(|z|2r+1 + ‖f ‖∞‖2r‖f ‖ρ

)
, (3.3.18)∥∥(1+ x2)F3

∥∥
2 = ∣∣R(ω)

∣∣|ω̇|(|z| + ‖f ‖∞
)
, (3.3.19)∥∥(1+ x2)F4

∥∥
2 = R(ω)|γ̇ ||z|, (3.3.20)∥∥(1+ x2)F5
∥∥

2 = R(ω)|γ̇ |‖f ‖ρ. (3.3.21)

Proof. –Estimates forF1, F ′′
2 , F3, F4, are straightforward. Inequality (3.3.21) forF5

is a consequence of Proposition 2.1.✷
PROPOSITION 3.3. –The termF ′

2 is estimated as follows:
‖F ′

2‖2 = R
(
ω, |z| + ‖f ‖∞

)(|z|2r + ‖f ‖2r
L∞
)
, (3.3.22)∥∥(1+ x2)F ′

2

∥∥
1 = R

(
ω, |z| + ‖f ‖∞

)
(1+ t)

(|z| + ‖f ‖∞
)2r−1

. (3.3.23)

Proof. –First consider‖F ′
2‖2. We have

‖F ′
2‖2

2 =R
(
ω, |z| + ‖f ‖∞

) ∫ |χ |2(2r+1) dx

�R
(
ω, |z| + ‖f ‖∞

)(|z| + ‖f ‖∞
)4r‖χ‖2

2. (3.3.24)

Using the conservation of theL2-norm ofψ , we have

‖χ‖L2 � C +R(ω). (3.3.25)
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After substitution in the estimate for‖F ′
2‖2, we get (3.3.22). To obtain (3.3.23), we u

the classical estimate on the weightedL2-norm of the solution [6]

(∫
(1+ x2)|ψ |2dx

)1/2

� C
(‖ψ0‖H1

)
(1+ t)

∥∥(1+ |x|)ψ0
∥∥

2. (3.3.26)

It follows that∥∥(1+ x2)F ′
2

∥∥
1 = R

(
ω, |z| + ‖f ‖∞

)
(1+ t)

(|z| + ‖f ‖∞
)2r−1

. (3.3.27)

These estimates are sufficient to bound‖f ‖∞, but not ‖f ‖ρ , ω, γ and z. For the
latter, we need to consider the leading terms more carefully. This is done in the
section. ✷

We conclude by summarizing the results of this section. Let us rewriteFR = FI +FII ,
with

FI = F1 + F ′′
2 +F3 + F4 + F5, and FII = F ′

2. (3.3.28)

PROPOSITION 3.4. –The evolution equation forf is

ḟ = C(ω)f −PcjE2[w,w] + iγ̇ (P+ −P−)f +FR (3.3.29)

with a remainderFR = FI + FII satisfying∥∥(1+ x2)FI
∥∥

2 = R
(
ω, |z| + ‖f ‖∞

)(|z|3 + (|z| + ‖f ‖∞)‖f ‖ρ

)
, (3.3.30)

‖FII‖2 + ∥∥(1+ x2)FII
∥∥

1 = R
(
ω, |z| + ‖f ‖∞

)
(1+ t)

(|z| + ‖f ‖∞
)2r−1

. (3.3.31)

4. Transformation of the evolution equations

Our goal is to transform the evolution equations forγ , ω, z andf to a more simple
canonical form. We will use the idea of normal coordinates, trying to keep uncha
the estimates for the remainders.

4.1. Equation for ω

Eq. (3.2.3) can be represented in the form

ω̇ =220(ω)z2 +211(ω)zz̄+202(ω)z̄2 + 230(ω)z3 +221(ω)z2z̄

+ 212(ω)zz̄2 + 203z̄
3 + z〈f,2′

10〉 + z̄〈f,2′
01〉 +2R. (4.1.1)

Notice that2ij = 2̄ji . Furthermore,

220 = 2̄02 = 〈E2[u,u], jφ〉
〈φ,φ 〉 = 2

〈φ,φ 〉
∫

dx F ′(|φ|2)(φ,u)(u, jφ) (4.1.2)

ω ω
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ty

bsti-
is purely imaginary and211 = −〈E2[u,u∗],jφ〉
〈φ,φω〉 = 0 (see (3.2.6)). Using the proper

(3.1.13), we find that the coefficients2′
10 and2′

01 are given by

2′
10 = 2̄′

01 = 2
E2[u∗, jφ]

〈φ,φω〉 . (4.1.3)

Let us now consider the equation forz. It has the form

ż= i
(
µz +Z20z

2 + Z11zz̄ +Z02z̄
2 + Z30z

3 + Z21z
2z̄ + Z12zz̄

2 + Z03z̄
3)

+ z〈f,Z′
10〉 + z̄〈f,Z′

01〉 + ZR. (4.1.4)

We have

Z20 = 〈E2[u,u], u〉
〈u, ju〉 , Z11 = 〈E2[u,u∗], u〉

〈u, ju〉 , Z02 = 〈E2[u∗, u∗], u∗〉
〈u, ju〉 ,

Z′
10 = −2

E2[u∗, u]
〈u, ju〉 , Z′

01 = −2
E2[u,u]
〈u, ju〉 . (4.1.5)

PROPOSITION 4.1. –There exist coefficientsbij (ω), 0 � i, j � 3, and vector-func-
tionsb′

ij (x,ω), such that the new functionω1 defined as

ω1 =ω + b20(ω)z2 + b02(ω)z̄2 + b30(ω)z3 + b21(ω)z2z̄ + b12zz̄
2

+ b03z̄
3 + z〈f, b′

10〉 + z̄〈f, b′
01〉 (4.1.6)

obeys the differential equation

ω̇1 = 2̂R (4.1.7)

and2̂R satisfies the same estimate(3.2.4)as2R.

Proof. –The calculation follows the classical method of normal coordinates. Su
tuting ω̇, ż, ˙̄z, andḟ from (4.1.1), (4.1.4), (3.3.29) into the equation forω̇1, we get

ω̇1 = (1+ b20ωz
2 + b02ωz̄

2 + b30ωz
3 + b21ωz

2z̄ + b12ωzz̄
2 + b03z̄

3

+ z〈f, b′
10ω〉 + z̄〈f, b′

01ω〉)ω̇ + (2b20z + 3b30z
2 + 2b21zz̄ + b12z̄

2 + 〈f, b′
10〉
)
ż

+ (2b02z̄ + b21z
2 + 2b12zz̄+ 3b03z̄

2 + 〈f, b′
01〉
) ˙̄z + z〈ḟ , b′

10〉 + z̄〈ḟ , b′
01〉

=220z
2 + 202z̄

2 + 230z
3 +221z

2z̄ + 212zz̄
2 +203z̄

3 + z〈f,2′
10〉

+ z̄〈f,2′
01〉 +2R + 2b20z

(
iµz + iZ20z

2 + iZ11zz̄+ iZ02z̄
2)

+ (3b30z
2 + 2b21zz̄ + b12z̄

2 + 〈f, b′
10〉
)
(iµz)

+ 2b02z̄
(−iµz̄ − iZ20z̄

2 − iZ11z̄z − iZ02z
2)

+ (b21z
2 + 2b12zz̄+ 3b03z̄

2 + 〈f, b′
01〉
)
(−iµz̄)

+ z
〈
Cf + iγ̇ (P+ −P−)f +F20z

2 +F11zz̄ +F02z̄
2 +FR, b

′
10

〉
+ z̄
〈
Cf + iγ̇ (P+ −P−)f +F20z

2 +F11zz̄ +F02z̄
2 +FR, b

′
01

〉
+R

(
ω, |z| + ‖f ‖∞

)(|z|4 + |z|2‖f ‖ρ

)
= 2̂R. (4.1.8)
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Comparison of the coefficients ofz2, z̄2, z3, z2z̄, zz̄2, z̄3 , zf and z̄f , leads to a system
of equations for the coefficientsbij andb′

ij . In particular,

b20 = i

2µ
220, b02 = − i

2µ
202, (4.1.9)

230 + 2iZ20b20 + 3iµb30 + 〈F02, b
′
10〉 = 0, (4.1.10)

221 + 2iZ11b20 + iµb21 − 2iZ02b02 + 〈F11, b
′
10〉 + 〈F20, b

′
10〉 = 0, (4.1.11)

2′
10 − iµb′

10 + C∗b′
10 = 0 (4.1.12)

and thus,

b′
10 = −(C∗ − iµ)−12′

10. (4.1.13)

The coefficient2′
10 ∈ Xc and we can require thatb′

10 belongs toXc.
Equations forb30 and b21 can be solved onceb02 and b′

10 have been calculated.
follows that

2̂R =2R +R
(
ω, |z| + ‖f ‖∞

)(|z|4 + |z|2‖f ‖ρ

)
=R

(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)2
. ✷ (4.1.14)

Remark. – If we apply the same method to the equation forz (see (4.1.4)), a chang
of variables similar to (4.1.9)–(4.1.12) leads to a system of equations for the coeffi
cij of z. The analogous equation of (4.1.13) for the coefficientsc′

01 has now the form

(C∗ + 2iµ)c′
01 = −iZ′

10. (4.1.15)

Note that−2iµ is a point in the continuous spectrum ofC∗, thus the functionc′
01 does

not vanish at infinity. This implies that in the expression for the new variablez1, the term
z̄〈f, c′

01〉 can have a complicated structure. The functionf itself does not decrease we
enough at infinity. To proceed with the equation forz, we have to analyze carefully th
behavior off .

4.2. Transformation of the equation for f

4.2.1. Decomposition of f
In Section 3.3, we transformed the evolution equation (2.2.9) forf into (3.3.29) with

estimates on the remainder. The difficulty however is thatω is not a constant (it is
function of t) andC(ω) andPcj are not in simple relation. For this reason, let us co
back to (2.2.9) rewritten in the form

ḟ = C(ω)f + γ̇ Pcj
−1f − PcjE2[w,w] + F̂R, (4.2.1)

whereF̂R = F̂I + FII andF̂I = F1 + F ′′
2 + F3 + F4. Let us fix a time interval[0, T ] and

decomposef into

f = g + h (4.2.2)

with g ∈ Xd
T and h ∈ Xc

T , whereXd
T = P d

T X is the spectral space associated to
discrete spectrum at timeT and Xc

T = PTX the spectral space associated to
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s

continuous spectrum at timeT , PT = Pc(ω(T )) andP d
T = I − PT . In the following,

we denoteωT = ω(T ) andCT = C(ωT ). Notice thatg|t=T = 0.
One has

Pd(ω)f = 0, (4.2.3)

which implies that

g + (Pd −P d
T

)
g + (Pd − P d

T

)
h = 0. (4.2.4)

This will be used to estimateg in terms ofh, sincePd − P d
T is a ‘small’ operator in any

reasonable norm.
Introducing the notationR1(ω) =R(‖ω −ω0‖C[0,T ]), we have

PROPOSITION 4.2. – The functiong is estimated in terms ofh as follows:
‖g‖ρ = R1(ω)|ωT −ω|‖h‖ρ, (4.2.5)

‖g‖∞ = R1(ω)|ωT −ω|‖h‖ρ. (4.2.6)

Notice that

‖h‖ρ = ‖PT f ‖ρ = ∥∥(1− P d
T

)
f
∥∥
ρ

= R1(ω)‖f ‖ρ. (4.2.7)

Applying the projectionPT to (4.2.1), we get

ḣ = CT h + σ (t)PT j
−1h −PT jE2[w,w] + H ′

R (4.2.8)

with σ (t) = ω − ωT + γ̇ , and

H ′
R = PT

[
F̂R + σ (t)j−1g + (V −V (ωT )

)
f + (Pd −P d

T

)
j
(
E2[w,w] + γ̇ f

)]
. (4.2.9)

Recall thatV is the potential defined in (2.1.3). The remainderH ′
R can be rewritten a

H ′
R = H ′

I + FII , with

H ′
I = −P d

T FII + H1 −P d
T H1 and

H1 = F̂I + σ (t)j−1g

+ (V − V (ωT )
)
f + (Pd −P d

T

)
j
(
E2[w,w] + γ̇ f

)
. (4.2.10)

LEMMA 4.1. –For any functionα such that‖(1+ x2)α‖2 < ∞, we have that∥∥(1+ x2)Pdα
∥∥

2 = R(ω)
∥∥(1+ x2)α

∥∥
2. (4.2.11)

PROPOSITION 4.3. –The remainderH1 satisfies∥∥(1+ x2)H1
∥∥

2 =R1
(
ω, |z| + ‖f ‖∞

)(|z3| + ‖f ‖ρ(|z| + ‖f ‖∞)
)

+ (|ωT −ω| + (|z| + ‖f ‖ρ)
2)(|z|2 + ‖f ‖ρ

)
. (4.2.12)

Proof. –Considering the different terms inH1, we have∥∥(1+ x2)FI
∥∥

2 = R
(
ω, |z| + ‖f ‖∞

)(|z|3 + ‖f ‖ρ(|z| + ‖f ‖∞)
)
,∥∥(1+ x2)σ (t)jg

∥∥
2 = ∣∣σ (t)

∣∣∥∥(1+ x2)jP d
T f
∥∥

2 =R1
(
ω, |z| + ‖f ‖∞

)∣∣σ (t)
∣∣‖f ‖ρ,
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e

∥∥(1+ x2)
(
V − V (ωT )

)
f
∥∥

2 = R1
(
ω, |z| + ‖f ‖∞

)|ωT − ω|‖f ‖ρ,∥∥(1+ x2)
(
Pd −P d

T

)
jE2[w,w]∥∥2 = R1

(
ω, |z| + ‖f ‖∞

)|ωT − ω||z|2,∥∥(1+ x2)
(
Pd −P d

T

)
jf
∥∥

2 = R
(
ω, |z| + ‖f ‖∞

)|ωT − ω|‖f ‖ρ,∣∣σ (t)
∣∣� |ωT − ω| + (|z| + ‖f ‖ρ

)2
. ✷ (4.2.13)

PROPOSITION 4.4. –The remainderH ′
I satisfies∥∥(1+ x2)H ′

I

∥∥
2 =R1

(
ω, |z| + ‖f ‖∞

)(|z3| + ‖f ‖ρ

(|z| + ‖f ‖∞
))

+ (|ωT − ω| + (|z| + ‖f ‖ρ

)2)(|z|2 + ‖f ‖ρ

)
. (4.2.14)

Proof. –Notice first that the estimate (4.2.14) is also valid forH1, and due to
Lemma 4.1 forP d

T H1. From Section 3, we have∥∥(1+ x2)P d
T FII

∥∥
2 = R

(
ω, |z| + ‖f ‖∞

)(|z|2r+1 + ‖f ‖2r
∞‖f ‖ρ

)
. (4.2.15)

Combining these estimates, we get the proposition.✷
Coming back to Eq. (4.2.8) forh, we replace it by

ḣ = CMh −PT jE2[w,w] + HR (4.2.16)

where

CM = CM(t) = CT + iσ (t)(P+
T −P−

T ), (4.2.17)

HR = FII + HI and

HI = H ′
I + σ (t)

[
PT j

−1 − i(P+
T − P−

T )
]
h. (4.2.18)

PROPOSITION 4.5. –In the remainderHR = HI + FII , the termHI satisfies the sam
estimate(4.2.14)asH ′

I , that is:∥∥(1+ x2)HI
∥∥

2 =R1
(
ω, |z| + ‖f ‖∞

)(|z|3 + (|z| + ‖f ‖∞
)‖f ‖ρ

+ (∣∣ω(T ) −ω
∣∣+ (|z| + ‖f ‖ρ

)2)(|z|2 + ‖f ‖ρ

))
. (4.2.19)

For the proof, notice that∥∥(1+ x2)
(
PT j

−1 − i(P+
T − P−

T )
)
h
∥∥

2 = R(ωT )‖h‖ρ = R1(ω)‖f ‖ρ. (4.2.20)

4.2.2. Further decomposition
We rewrite (4.2.16) in a more detailed form as

ḣ = CMh +H20z
2 + H11zz̄ +H02z̄

2 + HR. (4.2.21)

Here, the coefficientsHij are defined by

H20 = −PT jE2[u,u], H11 = −2PT jE2[u,u∗], H02 = −PT jE2[u∗, u∗].
(4.2.22)
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n of
We now introduce a new functionh1 defined by

h = h1 + k + k1 (4.2.23)

where

k = a20z
2 + a11zz̄ + a02z̄

2, k0 = k|t=0, (4.2.24)

k1 = −exp
( t∫

0

CM(τ) dτ

)
k0 (4.2.25)

with someaij ≡ aij (ω, x) satisfyingaij = āj i . The purpose here is to extract fromf
the contribution which is quadratic inz. Note thath10 = h1(t = 0) = h0. We look for
coefficientsaij such that the resulting equation forh1 has the form

ḣ1 = CM(t)h1 + ĤR (4.2.26)

with an appropriate estimate for̂HR.
Substituting (4.2.24) into (4.2.21), we get

ḣ1 = ḣ− (a20ωz
2 + a11ωzz̄+ a02ωz̄

2)ω̇ − (2a20z + a11z̄)ż − (a11z + 2a02z̄) ˙̄z − k̇1

= [CT + iσ (P+
T − P−

T )
]
h+ H02z

2 + H11zz̄+ H02z̄
2 + HR

− (a20ωz
2 + a11ωzz̄+ a02ωz̄

2)R(ω, |z| + ‖f ‖ρ

)(|z| + ‖f ‖ρ

)2
− (2a20z + a11z̄)

(
iµz +R

(
ω, |z| + ‖f ‖ρ

)(|z| + ‖f ‖ρ

)2)
− (a11z + 2a02z̄)

(−iµz̄ +R
(
ω, |z| + ‖f ‖ρ

)(|z| + ‖f ‖ρ

)2)− CMk1

= [CT + iσ (t)(P+
T −P−

T )
]
(h− k − k1)+ ĤR, (4.2.27)

where we have used thatω̇ = R(ω, |z|+‖f‖∞)(|z|+‖f ‖ρ)
2 andż− iµz = R(ω, |z|+

‖f ‖∞)(|z| + ‖f ‖ρ)
2. It is convenient to replace in (4.2.27)µ(ω) by µT = µ(ω(T ))

and include the correction in the remainder. This will avoid later the differentiatio
(CT − 2iµT )

−1 with respect tot .
Equating the coefficients of the quadratic powers ofz, we get

H20 − 2iµT a20 = −CT a20,

H11 = −CT a11,

H02 + 2iµT a02 = −CT a02 (4.2.28)

and

ĤR = HR +HII (4.2.29)

whereHII is defined as

HII =∑aijωR(ω)|z|2(|z| + ‖f ‖ρ

)2 +∑aijR(ω)|z|(|z| + ‖f ‖ρ

)2
+∑aijR(ω)|z|2|µT −µ| − iσ (P+

T −P−
T )k. (4.2.30)
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The dependency inx appears here through the coefficientsaij = aij (ω, x). Notice that
Hij ∈ Xc

T are smooth, exponentially vanishing functions at infinity. Let us solve foa11

as

a11 = −C−1
T H11. (4.2.31)

The functiona11 is also smooth and exponentially decreasing at infinity. Furtherm
we have to invertCT ± 2iµ, with both points±2iµ in the continuous spectrum ofCT .
It implies that, in general, the functions

a20 = −(CT − 2iµT )
−1H20, and a02 = ā20 = −(CT + 2iµT )

−1H02 (4.2.32)

do not decrease at infinity. They behave like solutions of the homogeneous eq
(C−2iµT )a = 0, and thus oscillate at infinity. Nevertheless, there exists a special c
for these inverse operators that leads to preferable properties ofh1. This choice is

a20 = −(CT − 2iµT − 0)−1H20, a02 = ā20 = −(CT + 2iµT − 0)−1H02. (4.2.33)

The property is reflected in Lemma 5.2 that claims that fort � 0,∥∥eCT t (CT ± 2iµT − 0)−1P±
T h
∥∥
ρ

� c(1+ t)−3/2(‖h‖2 + ∥∥(1+ x2)3/2h
∥∥

1

)
. (4.2.34)

It corresponds to the classical fact that(iλ − 0)−1eiλt → 0 ast → ∞, in the sense o
distributions. The weightρ(x) = (1 + x2)−α here must satisfy the stronger conditi
α � 2 (see Lemma 5.2).

The remainderHII can be written as

HII =∑aijωR(ω)|z|2(|z| + ‖f ‖ρ

)2

+∑aijR(ω)|z|[(|z| + ‖f ‖ρ

)2 + |z||ωT −ω|]. (4.2.35)

More explicitly, it takes the form

HII =∑
m,n

(CT − 2iµT m − 0)−1Pn
T Amn (4.2.36)

with m ∈ {−1,0,1} andn ∈ {+,−}.
PROPOSITION 4.6. –The coefficientsAmn that appear in(4.2.36)satisfy the estimate:

‖Amn‖2 + ∥∥(1+ x2)3/2Amn

∥∥
1 =R

(
ω, |z| + ‖f ‖ρ

)|z|(|z||ωT − ω|
+ (|z| + ‖f ‖ρ

)2)
. (4.2.37)

4.3. Transformation of the equation for z

Finally, let us consider Eq. (3.2.9) forz. We first replace the terms containingf by
their local leading order wheref is replaced byk. Indeed,k is also the leading orde
compared tok1. This follows from (4.2.34) that claims that, for example inL2(ρ),

‖k1‖ρ � c|z0|2 1

(1+ t)3/2
. (4.3.1)
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t from

t

On the other hand,k is of order|z|2. We will see later that if we assume that|z0| = ε1/2,
then |z|2 = Cε

1+εt
. We will see that a relatively weak smallness ofk1 compared tok will

be sufficient to neglect it in the leading terms of the equation forz.

‖k1‖ρ � c
ε

(1+ t)3/2
� c

ε

1+ εt

1√
1+ t

. (4.3.2)

We write (3.2.9) in the form

ż= i
(
µz +Z20z

2 + Z11zz̄ +Z02z̄
2 + Z30z

3 + Z21z
2z̄ + Z12zz̄

2 + Z03z̄
3)

+ i
(
Z′

30z
3 +Z′

21z
2z̄ +Z′

12zz̄
2 +Z′

03z̄
3)+ Z̃R (4.3.3)

where the coefficientsZij are defined given in (4.1.5) are real. We have

iZ′
30 = 〈a20,Z

′
10〉, iZ′

21 = 〈a11,Z
′
10〉 + 〈a20,Z

′
01〉,

iZ′
03 = 〈a02,Z

′
01〉, iZ′

12 = 〈a02,Z
′
10〉 + 〈a11,Z

′
01〉. (4.3.4)

We are specially interested in the coefficientZ′
21, which is given by the formula

iZ′
21 = −

〈
C−1

T 2PT jE2[u,u∗],2
E2[u∗, u]
〈u, ju〉

〉
−
〈
(CT − 2iµT − 0)−1PT jE2[u,u],2

E2[u,u]
〈u, ju〉

〉
. (4.3.5)

PROPOSITION 4.7. – Suppose that the non-degeneracy condition|〈E2[u,u],
u(2iµ)〉|2 	= 0 is satisfied, then

ReiZ′
21 < 0. (4.3.6)

Proof. –We first notice that the coefficient〈C−1
T PT jE2[u,u∗],E2[u,u∗]〉 that appears

in the expression (4.3.5) foriZ′
21 is real. Indeed, it is easy to check thatE2[u,u∗] is real,

and all the operators in the above scalar product are also real. Recall also tha
Proposition 4.1〈u, ju〉 = iδ, with δ > 0. It follows that ReiZ′

21 reduces to

ReiZ′
21 = −Re2

〈(CT − 2iµT − 0)−1PT jE2[u,u],E2[u,u]〉
〈u, ju〉

= −2

δ
Im
〈
(CT − 2iµT − 0)−1PT jE2[u,u],E2[u,u]〉. (4.3.7)

Using thatPT commutes withC−1
T , we haveC−1

T PT = PT C
−1
T PT . We have also tha

P ∗
T = j−1PT j . It follows that

ReiZ′
21 = −2

δ
Im
〈
(CT − 2iµT − 0)−1α, jα

〉
(4.3.8)

with α = PT jE2[u,u].
From the spectral representation (2.1.9), we have forα ∈ XT ,〈

(CT − 2iµ − 0)−1α, jα
〉
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i

∞∫
ω

θ(λ) dλ

(〈u(iλ), jα〉〈u(iλ), jα〉
iλ − 2iµ − 0

+ 〈u∗(iλ), jα〉〈u∗(iλ), jα〉
−iλ − 2iµ − 0

)

= −
∞∫
ω

θ(λ) dλ

(〈u(iλ), jα〉〈u(iλ), jα〉
λ− 2µ+ i0

− (u∗(iλ), jα)〈u∗(iλ), jα〉
λ+ 2µ − i0

)
. (4.3.9)

Using that

1

λ+ i0
= p.v.

1

λ
− iπδ(λ) (4.3.10)

where p.v. is the Cauchy principal value andδ the Dirac distribution, we have〈
(CT − 2iµ − 0)−1α, jα

〉
= −

∞∫
ω

θ(λ) dλ

(〈u(iλ), jα〉〈u(iλ), jα〉
λ − 2µ

− 〈u∗(iλ), jα〉〈u∗(iλ), jα〉
λ + 2µ

)
+ iπθ(2µ)〈u(i2µ), jα〉〈u(i2µ), jα〉. (4.3.11)

The integral term in (4.3.11) is real. Thus,

Im
〈
(CT − 2iµ − 0)−1α, jα

〉= Im
(
iπθ(2µ)

)∣∣〈u(2iµ), jα
〉∣∣2, (4.3.12)

with

θ(2µ) = 1

2π
√

2µ− ωN2(2µ)
. (4.3.13)

Assuming the non-degeneracy condition that|〈E2[u,u], u(2iµ)〉|2 	= 0, we get

ReiZ′
21 = −2

δ
πθ(2µ)

∣∣〈E2[u,u], u(2iµ)
〉∣∣2 < 0. ✷ (4.3.14)

We now need an estimate on the remainderZ̃R .

PROPOSITION 4.8. –The remainder̃ZR has the form

Z̃R = ZR + |z|R1(ω)
(|ω(T )− ω|‖h‖ρ + ‖h1‖ρ

)
(4.3.15)

whereZR satisfies estimate(3.2.10).

Proof. –The remainder̃ZR is given by

Z̃R = ZR + z〈f − k,Z′
10〉 + z̄〈f − k,Z′

01〉. (4.3.16)

Sincef − k = g + k1 + h1, we have∣∣〈f − k,Z′
10〉
∣∣�R(ω)

(‖g‖ρ + ‖k1‖ρ + ‖h1‖ρ

)
�R1(ω)

(|ωT − ω|‖h‖ρ + ‖k1‖ρ + ‖h1‖ρ

)
. (4.3.17)

Therefore
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Z̃R =ZR +R1(ω)|z|[|ωT − ω|‖h‖ρ + ‖k1‖ρ + ‖h1‖ρ

]
=R1

(
ω, |z| + ‖f ‖∞

)[(|z|2 + ‖f ‖ρ

)2 + |z||ωT

− ω|‖h‖ρ + |z|‖k1‖ρ + |z|‖h1‖ρ

]
. ✷ (4.3.18)

We can apply now the method of normal coordinates to (4.3.3).

PROPOSITION 4.9. –There exist coefficientscij such that the new functionz1 defined
by

z1 = z + c20z
2 + c11zz̄ + c02z̄

2 + c30z
3 + c12zz̄

2 + c03z̄
3, (4.3.19)

satisfies an equation of the form

ż1 = iµ(ω)z1 + iK(ω)|z1|2z1 + ẐR (4.3.20)

whereẐR satisfies estimates of the same type asZ̃R, and

ReiK = ReiZ′
21 < 0. (4.3.21)

Proof. –Substitutingz1 in Eq. (3.2.9) forz, we get

ż1 = (c20ωz
2 + c11ωzz̄ + c02ωz̄

2 + c30ωz3 + c12ωzz̄
2 + c03ωz̄

3)ω̇
+ (1+ 2c20z + c11z̄ + 3c30z

2 + c12z̄
2)ż + (c11z + 2c02z̄ + 2c12zz̄ + c03z̄

2) ˙̄z
=R

(
ω, |z| + ‖f ‖∞

)(|z| + ‖f ‖ρ

)2 + i
(
µz + Z20z

2 +Z11zz̄+ Z02z̄
2 +Z30z

3

+ Z21z
2z̄ + Z12zz̄

2 + Z03z̄
3 +Z′

21z
2z̄ +Z′

12zz̄
2 +Z′

30z
3 +Z′

03z̄
3 + Z̃R

)
+ (2c20z + c1z̄)i

(
µz +Z20z

2 + Z11zz̄ +Z02z̄
2 +R(ω)|z|3 + Z̃R

)
+ (3c30z

2 + c12z̄
2)
(
iµz +R(ω)|z|2 + Z̃R

)
+ (c11z + 2c02z̄)(−i)

(
µz̄ + Z̄20z̄

2 + Z̄11zz̄ + Z̄02z
2 +R(ω)|z|3 + Z̃R

)
+ (3c03z̄

2 + c21z
2)(−i)

(
µz +R(ω)|z|2 + ˜̄

ZR

)
= iµ

(
z + c20z

2 + c11z+̄c02z̄
2 + c30z

3 + c12zz̄
2 + c03z̄

3)
+ iKz̄z2 +R(ω)|z|4 + ẐR. (4.3.22)

Equating the coefficients, we get

c20 = − 1

µ
Z20, c11 = 1

µ
Z11, c02 = 1

3µ
Z02,

iZ21 + iZ′
21 + ic11Z20 + 2ic20Z11 − ic11Z̄11 − 2ic02Z̄02 = iK. (4.3.23)

The remainder̂ZR is defined by

ẐR =R
(
ω, |z| + ‖f ‖∞

)|z|2(|z| + ‖f ‖ρ

)2 + Z̃R

=R1
(
ω, |z| + ‖f ‖∞

)[(|z|2 + ‖f ‖ρ

)2 + |z||ωT

−ω|‖h‖ρ + |z|(‖k1‖ρ + ‖h1‖ρ

)]
. ✷ (4.3.24)
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is the
DenotingKT = K(ωT ), the equation forz1 is rewritten as

ż1 = iµz1 + iKT |z1|2z1 + ̂̂
ZR, (4.3.25)

where ̂̂
ZR = ẐR +R1

(
ω, |z| + ‖f ‖∞

)|z|3|ωT −ω|
=R1

(
ω, |z| + ‖f ‖∞

)[(|z|2 + ‖f ‖ρ

)2 + |z|(‖k1‖ρ + ‖h1‖ρ

)
+ |z||ωT − ω|(|z|2 + ‖h‖ρ

)]
. (4.3.26)

It is easier to deal withy = |z1|2 rather thatz1 becausey decreases at infinity whilez1

is oscillating. The equation satisfied byy is simply obtained by multiplying (4.3.20) b
z1 and taking the real part:

ẏ = Re(iKT )y
2 + YR, (4.3.27)

where

YR =R1
(
ω, |z| + ‖f ‖∞

)|z|[(|z|2 + ‖f ‖ρ

)2 + |z|(‖k1‖ρ + ‖h1‖ρ

)
+ |z||ωT − ω|(|z|2 + ‖h‖ρ

)]
. (4.3.28)

4.4. Summary of transformed equations

We summarize the main formulas of Sections 4.1–4.3. The first equation
evolution ofω1 given in Proposition 4.1:

ω̇1 = 2̂R, (4.4.1)

where

2̂R = R
(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)2
, (4.4.2)

andω1 andω are related by (see (4.1.6))

ω1 − ω = R(ω)|z|(|z| + ‖f ‖ρ

)
. (4.4.3)

The second equation describes the evolution ofz1 (see (4.3.20))

ż1 = iµ(ω)z1 + iKT |z1|2z1 + ̂̂
ZR, (4.4.4)

with estimate (4.3.26) for̂̂ZR . From (4.3.19),z andz1 are related by that

z1 − z = R(ω)|z|2. (4.4.5)

The third equation is the evolution ofy = |z1|2

ẏ = Re(iKT )y
2 + YR, (4.4.6)
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osi-

ms of
ations
ill
state
where

|YR| � |z1|| ̂̂ZR|. (4.4.7)

The negativity of Re(iKT ) is a key point in the analysis and was proved in Prop
tion 4.7. As for the initial data, we will discuss them in Section 4.5.3.

We need also two additional equations forh andh1. We recall that

f = g + h, g = P d
T f, h = PT f, (4.4.8)

andh is decomposed into

h = k + k1 + h1 (4.4.9)

wherek andh1 are defined in (4.2.24)–(4.2.25). The equations satisfied byh andh1 are
respectively (see (4.2.21) and (4.2.26))

ḣ = CM(t)h− PT jE2[w,w] +HR, (4.4.10)

ḣ1 = CM(t)h1 + ĤR. (4.4.11)

The operatorCM is defined in (4.2.17),HR = HI + FII and ĤR = HR + HII . The
remaindersFII andHI are estimated in (3.3.31) and (4.2.19) respectively, and,HII is
estimated in (4.2.36) and (4.2.37).

4.5. Estimates of remainders and initial conditions

In the next parts, we will study majorants for four functions (see Section 5.1)|ωT −ω|,
|z|, ‖f ‖∞, and‖h1‖ρ . For this purpose we need to estimate these quantities in ter
ω̇1, z1, h andh1. Also, we need to estimate the remainders in the transformed equ
in terms of|ωT −ω|, |z|, ‖f ‖∞, and‖h1‖ρ . This is the purpose of this section. This w
allow us to obtain later a closed system of equations for the majorants. We will also
the hypothesis on initial conditions, and control the initial conditions forz1, h andh1.

4.5.1. Bounds for |ωT − ω|, ‖h‖ρ , ‖f ‖ρ and |z|
We have

|ωT − ω| � |ω1T − ω1| + |ω1T −ωT | + |ω1 − ω|

�
T∫
t

|ω̇1|dτ +R
(
ωT , |zT | + ‖fT ‖∞

)(|zT |2 + |zT |‖fT ‖ρ

)
+R

(
ω, |z| + ‖f ‖∞

)(|z|2 + |z|‖f ‖ρ

)
� max

0�t�T
R
(
ω, |z| + ‖f ‖∞

)
×
[ T∫

t

(|z|2 + ‖f ‖ρ

)2
dτ + (|zT | + ‖fT ‖ρ

)2 + (|z| + ‖f ‖ρ

)2]
. (4.5.1)

Assuming thatω0 is fixed and using that

|ω| � |ω0| + |ω0 −ωT | + |ω − ωT | (4.5.2)



446 V.S. BUSLAEV, C. SULEM / Ann. I. H. Poincaré – AN 20 (2003) 419–475
we have

max
0�t�T

R
(
ω, |z| + ‖f ‖∞

)= R
(

max
0�t�T

|ω −ωT |, max
0�t�T

(|z| + ‖f ‖∞
))
. (4.5.3)

Such quantities will be denoted by the symbolR2(ω, |z| + ‖f ‖∞). Using this notation,

|ωT −ω| = R2
(
ω, |z|+‖f‖∞

)[ T∫
t

(|z|2+‖f ‖ρ

)2
dτ +(|zT |+‖fT ‖ρ

)2+(|z|+‖f‖ρ

)2]
.

Turning to the functionf , we have

‖f ‖ρ = R2
(
ω, |z| + ‖f ‖∞

)‖h‖ρ. (4.5.4)

Also, from (4.2.23),h = k + k1 + h1, therefore

‖h‖ρ = R(ω)
(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
. (4.5.5)

It implies that

‖f ‖ρ = R2
(
ω, |z| + ‖f ‖∞

)(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
(4.5.6)

and also that

|z|2 + ‖f ‖ρ = R2
(
ω, |z| + ‖f ‖∞

)(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
, (4.5.7)

and

|z| + ‖f ‖ρ =R2
(
ω, |z| + ‖f ‖∞

)(‖k1‖ρ + |z| + ‖h1‖ρ

)
. (4.5.8)

It is obvious also that

‖g‖∞ = R1(ω)|ωT − ω|‖h‖ρ (4.5.9)

and

‖f ‖∞ � ‖h‖∞ +R1(ω)|ωT −ω|‖h‖ρ

� ‖h‖∞ +R1(ω)|ωT −ω|(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
. (4.5.10)

We will use these estimates to evaluate the right-hand side of (4.5.1). Forz we have

|z| � |z1| +R
(
ω, |z|)|z|2, |z|2 � y +R

(
ω, |z|)|z|3,

y � |z1|2 +R
(
ω, |z|)|z|3. (4.5.11)

4.5.2. Remainders
Consider the remainder̂̂ZR in Eq. (4.3.25) forz1. It satisfies

| ̂̂ZR| =R2
(
ω, |z| + ‖f ‖∞

)[(|z|2 + ‖f ‖ρ

)2
+ |z|(‖k1‖ρ + ‖h1‖ρ + |ωT −ω|(|z|2 + ‖h‖ρ

))]
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r

=R2
(
ω, |z| + ‖f ‖∞

)[(‖k1‖ρ + |z|2 + ‖h1‖ρ

)2
+ |z|(‖k1‖ρ + ‖h1‖ρ + |ωT −ω|(‖k1‖ρ + |z|2 + ‖h1‖ρ

))]
=R2

(
ω, |z| + ‖f ‖∞

)[(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
× (‖k1‖ρ + |z|2 + ‖h1‖ρ + |z||ωT −ω|)+ |z|(‖k1‖ρ + ‖h1‖ρ

)]
. (4.5.12)

In Eq. (4.4.6) fory, the remainderYR satisfies

|YR| =R2
(
ω, |z| + ‖f ‖∞

)|z|[(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
× (‖k1‖ρ + |z|2 + ‖h1‖ρ + z|ωT − ω|)+ |z|(‖k1‖ρ + ‖h1‖ρ

)]
. (4.5.13)

Consider now the remainderHR in Eq. (4.4.10) forh. We recall thatHR = HI + FII

whereHI andFII are given and estimated in (3.3.31) and (4.2.19). The estimate foFII

has already its final form

‖FII ‖2 + ∥∥(1+ x2)FII
∥∥

1 = R2
(
ω, |z| + ‖f ‖∞

)
(1+ t)

(|z| + ‖f ‖∞
)2r−1

. (4.5.14)

ForHI , we have∥∥(1+ x2)HI
∥∥

2 =R2
(
ω, |z| + ‖f ‖∞

)[|z|3 + (|z| + ‖f ‖∞
)‖f ‖ρ

+ (|ωT − ω| + (|z| + ‖f ‖ρ

)2)(|z|2 + ‖f ‖ρ

)]
=R2

(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)
× [|z| + ‖f ‖∞ + |ωT − ω| + (|z| + ‖f ‖ρ

)2]
=R2

(
ω, |z| + ‖f ‖∞

)(|z|2 + ‖f ‖ρ

)(|z| + ‖f ‖∞ + |ωT −ω|)
=R2

(
ω, |z| + ‖f ‖∞

)(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
× (|z| + ‖f ‖∞ + |ωT − ω|). (4.5.15)

The last remainder to estimate iŝHR = FII + HI + HII . We have

HII =∑
m,n

(CT − 2iµT m − 0)−1Pn
T Amn (4.5.16)

and

‖Amn‖2 + ∥∥(1+ x2)3/2Amn

∥∥
1 =R2

(
ω, |z| + ‖f ‖∞

)|z|[|z| |ωT − ω| + (|z| + ‖f ‖ρ

)2]
=R2

(
ω, |z| + ‖f ‖∞

)|z|[|z||ωT −ω|
+ (‖k1‖ρ + |z| + ‖h1‖ρ

)2]
. (4.5.17)

4.5.3. Initial conditions
We suppose that att = 0,

z(0) = z0, |z0| = ε1/2, (4.5.18)

f (x,0) = f0(x), N ≡ ‖f0‖H1 + ∥∥(1+ x2)f0
∥∥

2 � cε3/2. (4.5.19)

Since|z1|2 � |z|2 +R(ω, z)|z|3, we have also, denotingz10 = z1(0),

y0 = |z10|2 � ε +R
(
ω, |z0|)ε3/2. (4.5.20)
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re
From the formulah = PT f = f + (Pd − P d
T )f , we see that

‖h0‖H1 � ‖f0‖H1 +R1(ω)|ωT − ω|‖f0‖ρ, (4.5.21)∥∥(1+ x2)h0
∥∥

2 �
∥∥(1+ x2)f0

∥∥
2 +R1(ω)|ωT − ω|‖f0‖ρ. (4.5.22)

Therefore,

‖h0‖H1 + ∥∥(1+ x2)h0
∥∥

2 � cε3/2 +R1(ω)|ωT − ω|‖f0‖ρ. (4.5.23)

Finally, att = 0, h1(x,0) = h10(x) = h0(x).

5. Majorants

5.1. Majorants and remainders

5.1.1. Definition
We define the quantities

M0(T ) = sup
0�t�T

∣∣ωT −ω(t)
∣∣( ε

1+ εt

)−1

, (5.1.1)

M1(T ) = sup
0�t�T

∣∣z(t)∣∣( ε

1+ εt

)−1/2

, (5.1.2)

M2(T ) = sup
0�t�T

∥∥f (t)
∥∥∞

(
ε

1+ εt

)−1/2

log−1(2+ εt), (5.1.3)

M3(T ) = sup
0�t�T

∥∥h1(t)
∥∥
ρ

(
ε

1+ εt

)−3/2

log−1(2+ εt), (5.1.4)

referred to as ‘majorants’, and denoteM the 4-dimensional vector(M0, . . . ,M3). The
goal of this section is to prove that ifε is sufficiently small, all these quantities a
bounded uniformly inT .

5.1.2. Estimates of remainders in terms of majorants
PROPOSITION 5.1. – The majorantM0(T ) satisfies

M0(T ) = R(ε1/2
M)
[
(1+ M

2
1)

2 + ε1/2(1+ M
2)3/2]. (5.1.5)

Proof. –To estimate|ωT −ω(t)|, we need first to evaluate|z|+‖f ‖ρ and|z|2 +‖f ‖ρ

(see (4.5.1). Starting with estimates (4.5.7)–(4.5.8), we obtain:

|z| + ‖f ‖ρ =R2
(
ω, |z| + ‖f ‖∞

)(‖k1‖ρ + |z| + ‖h1‖ρ

)
=R(ε1/2

M)

(
ε

(1+ t)3/2
+
(

ε

1+ εt

)1/2

M1 +
(

ε

1+ εt

)3/2

log(2+ εt)M3

)

=R(ε1/2
M)

(
ε

)1/2(
M1 + ε1/2(1+ M3)

)
, (5.1.6)
1+ εt
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and similarly

|z|2 + ‖f ‖ρ = R(ε1/2
M)

ε

1+ εt

(
1+ M

2
1 + ε1/2

M3
)
. (5.1.7)

Therefore∣∣ωT −ω(t)
∣∣=R(ε1/2

M)
ε

1+ εt

[(
1+ M

2
1 + ε1/2

M3
)2 + (M1 + ε1/2(1+ M3)

)2]
=R(ε1/2

M)
ε

1+ εt

[
(1+ M

2
1)

2 + ε1/2(1+ M
2)3/2]. ✷ (5.1.8)

PROPOSITION 5.2. –The remainderYR defined in(4.3.28)satisfies the estimate

|YR| =R(ε1/2
M)

ε5/2

(1+ εt)2
√
εt

log(2+ εt)(1+ M
2)5/2. (5.1.9)

Proof. –The remainderYR is bounded as follows:

|YR| =R(ε1/2
M)

(
ε

1+ εt

)1/2

M1

[(
ε

(1+ t)3/2
+ ε

1+ εt
M

2
1

+
(

ε

1+ εt

)3/2

log(2+ εt)M3

)(
ε

(1+ t)3/2
+ ε

1+ εt
M

2
1

+
(

ε

1+ εt

)3/2

log(2+ εt)M3 +
(

ε

1+ εt

)3/2

M0M1

)
+
(

ε

1+ εt

)1/2

M1

(
ε

(1+ t)3/2
+
(

ε

1+ εt

)3/2

log(2+ εt)M3

)]

=R(ε1/2
M)

(
ε

1+ εt

)2

M1

[(
ε

1+ εt

)1/2

(1+ M
2
1 + ε1/2

M3)

× (1+ M
2
1 + ε1/2(M3 + M0M1)

)
+
(

1√
1+ t

+
(

ε

1+ εt

)1/2

log(2+ εt)M3

)
M1

]
=R(ε1/2

M)M1
ε5/2 log(2+ εt)

(1+ εt)2
√
εt

[
M1(1+ M3)

+ (1+ M
2
1 + ε1/2

M3)
(
1+ M

2
1 + ε1/2(M3 + M0M1)

)]
=R(ε1/2

M)
ε5/2

(1+ εt)2
√
εt

log(2+ εt)(1+ M
2)5/2. ✷ (5.1.10)

Let us turn now to remaindersHR = FII +HI andĤR = FII +HI +HII in Eqs. (4.4.10)
and (4.4.11) forh andh1 respectively. We combine these results in

PROPOSITION 5.3. –The remaindersFII andHI satisfy the upper bounds

‖FII ‖2 + ∥∥(1+ x2)FII
∥∥

1 = R(ε1/2
M)

(
ε

)3/2

(M2
1 + M

2
2)

3 (5.1.11)

1+ εt
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and ∥∥(1+ x2)HI
∥∥

2 =R(ε1/2
M)

(
ε

1+ εt

)3/2

log(2+ εt)

× ((1+ M
2
1)(M1 + M2) + ε1/2(1+ M

2)3/2). (5.1.12)

Proof. –It follows from (3.3.23) that

‖FII ‖2 + ∥∥(1+ x2)FII
∥∥

1 =R2
(
ω, |z| + ‖f ‖∞

)
(1+ t)

(|z| + ‖f ‖∞
)2r−1

=R(ε1/2
M)

(
ε

1+ εt

)3/2

(M2
1 + M

2
2)

3. (5.1.13)

ForHI , see (4.2.19), we have∥∥(1+ x2)HI
∥∥

2 =R2
(‖k1‖ρ + |z|2 + ‖h1‖ρ

)(|z| + ‖f ‖∞ + |ωT −ω|)
=R(ε1/2

M)

(
ε

(1+ t)3/2
+ ε

1+ εt
M

2
1 +

(
ε

1+ εt

)3/2

log(2+ εt)M3

)

×
((

ε

1+ εt

)1/2

M1 +
(

ε

1+ εt

)1/2

log(2+ εt)M2 + ε

1+ ε
M0

)

=R(ε1/2
M)

(
ε

1+ εt

)3/2

log(2+ εt)

× ((1+ M
2
1)(M1 + M2)+ ε1/2(1+ M

2)3/2). ✷
The right-hand side of Eq. (4.4.10) forh contains also−PT jE2[w,w] whose bound

can be given as follows

PROPOSITION 5.4. –∥∥(1+ x2)PT jE2[w,w]∥∥2 = R(ε1/2
M)

ε

1+ εt
M

2
1. (5.1.14)

The last remainder to examine iŝHR = FII +HI +HII . We have already estimatedFII

andHI and need only to considerHII which is given represented in (4.5.16).

PROPOSITION 5.5. –

‖Amn‖2 + ∥∥(1+ x2)3/2Amn

∥∥
1 = R(ε1/2

M)

(
ε

1+ εt

)3/2

M1
(
M

2
1 + ε1/2(1+ M

2)
)
.

(5.1.15)

Proof. –Estimate (4.5.17) shows that

‖Amn‖2 + ∥∥(1+ x2)3/2Amn

∥∥
1

= R2|z|[|z||ωT −ω| + (‖k1‖ρ + |z| + ‖h1‖ρ

)2]
= R(ε1/2

M)

(
ε

1+ εt

)1/2

M1

[(
ε

1+ εt

)3/2

M0M1

+
(

ε

(1+ t)3/2
+
(

ε

1+ εt

)1/2

M1 +
(

ε

1+ εt

)3/2

log(2+ εt)M3

)2]
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e now
, we

me that

n

= R(ε1/2
M)

(
ε

1+ εt

)3/2

M1
(
M

2
1 + ε1/2(1+ M

2)
)
. ✷ (5.1.16)

We have completed the estimations of the remainders in terms of majorants. W
write similar estimates for initial data. Coming back to formulas of Section 4.5.3
have

y0 = y|t=0 = ε +R(ε1/2
M)ε3/2 = ε

(
1+R(ε1/2

M)ε1/2) (5.1.17)

‖h0‖H1 + ∥∥(1+ x2)h0
∥∥

2 � N +R1(ω)|ωT − ω|‖f0‖ρ � c0ε
3/2 +R(ε1/2

M)ε2
M0

× (1+ M
2
1 + ε1/2

M3). (5.1.18)

5.2. Estimates for solutions of the canonical system

5.2.1. Canonical equations
This section is devoted to the study the system

Ṅ = 2Re(iKT )N
2 +L(t), (5.2.1)

α̇ = CMα + A(x, t), (5.2.2)

β̇ = CMβ +B(x, t), (5.2.3)

where

CM = CT + iσ (t)(P+
T − P−

T ), (5.2.4)

and under some assumptions on initial data and the source terms. We assu
Re(iKT ) < 0 is a given constant. The operatorCT = C(ωT ) does not depend ont and
the structure of its spectrum is known. The functionσ is a smooth, real-valued functio
of t .

We suppose that the initial conditions satisfy

N(0) = ε|N0| > 0, (5.2.5)∥∥α(0)∥∥
H1 + ∥∥(1+ x2)α(0)

∥∥
2 � ε1/2|α0|, (5.2.6)∥∥β(0)∥∥

H1 + ∥∥(1+ x2)β(0)
∥∥

2 � ε3/2|β0|. (5.2.7)

As for the source terms, we assume that

∣∣L(t)
∣∣� |L| ε5/2

(1+ εt)2
√
εt

log(2+ εt) (5.2.8)

and thatA = A1 + A2 with the following hypothesis:

∥∥(1+ x2)A1
∥∥

2 � |A′
1|

ε

1+ εt
+ |A′′

1|
(

ε

1+ εt

)3/2

log(2+ εt), (5.2.9)

‖A2‖2 + ∥∥(1+ x2)A2
∥∥

1 � |A2|
(

ε

1+ εt

)3/2

(5.2.10)

andB = B1 +B2 + B3 satisfies



452 V.S. BUSLAEV, C. SULEM / Ann. I. H. Poincaré – AN 20 (2003) 419–475

tions
e final

has
o

4)

e

∥∥(1+ x2)B1
∥∥

2 � |B1|
(

ε

1+ εt

)3/2

log(2+ εt), (5.2.11)

‖B2‖2 + ∥∥(1+ x2)B2
∥∥

1 � |B2|
(

ε

1+ εt

)3/2

, (5.2.12)

B3 =∑
kl

(CT − 2iµT k − 0)−1P l
T Bkl with (5.2.13)

‖Bkl‖2 + ∥∥(1+ x2)Bkl

∥∥
1 � |Bkl|

(
ε

1+ εt

)3/2

, (5.2.14)

where all the quantities|.| are supposed to be given constants. All these assump
are motivated by the estimates of the remainders (see Section 5.1) and by th
estimates we intend to prove onω, z, f andh1. The evolution equation (5.2.1) forN
corresponds to Eq. (4.4.6) fory and the assumption (5.2.8) on the source term
the form of estimate (5.1.9) for the remainderYR. Similarly, (5.2.2) corresponds t
Eq. (4.4.10) forh and assumptions (5.2.9)–(5.2.10) on the source termA have the
form of estimates (5.1.11)–(5.1.14) for the remainderHR = FII + HI − PT jE2[w,w].
Finally, Eq. (5.2.3) corresponds to Eq. (4.4.11) forh1 and assumptions (5.2.11)–(5.2.1
to inequality (5.1.15).

5.2.2. A Ricatti equation
Eq. (5.2.1) forN is of Ricatti type. Introducing the new variables = 2 ImKT t , and

denotingq(s) = 1
2 ImKT

L(t), it becomes

dN

ds
= −N2 + q(s) (5.2.15)

with the assumption onq that

∣∣q(s)∣∣� |L| 1

2 ImKT

ε5/2

(1+ εt)2

1√
εt

log(2+ εt). (5.2.16)

PROPOSITION 5.6. –The solution of(5.2.1)with an initial condition and a sourc
term satisfying(5.2.5)and (5.2.8)respectively is bounded as follows:∣∣∣∣N− ε|N0|

1+ ε|N0|s
∣∣∣∣� β3|q1|

1− ε3/2‖O‖
(

ε

1+ ε|N0|s
)3/2

log
(
2+ ε|N0|s). (5.2.17)

Proof. –Define a new functionu by N = u′/u, with u′ = du
ds

. The equation foru is

u′′ = qu. (5.2.18)

Assuming thatu|s=0 = 1, the initial condition onN implies thatu′|s=0 = ε|N0|. The
functionu satisfies the integral equation

u(s) = 1+ ε|N0|s +
s∫
(s − s1)q(s1)u(s1) ds1. (5.2.19)
0
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e

It is convenient to introduceσ = 1+ ε|N0|s. Then,

u(σ ) = σ + ε1/2

σ∫
1

(σ − σ1)q̃(σ1)u(σ1) dσ1, (5.2.20)

where ∣∣q̃(σ )
∣∣� |q0| 1

σ 2
√
σ − 1

log
(

2+ σ − 1

m

)
, (5.2.21)

wherem = min{1, (2|N0| ImKT )
2} � 1 and

|q0| � |L| |N0|1/2(2 ImKT )
3/2

m
. (5.2.22)

We now rewrite the integral equation (5.2.20) in the form

u = u0 + ε1/2Ou, u0 = σ. (5.2.23)

Consider the space of continuous functions onσ ∈ [1,∞) equipped with the norm

‖u‖ = max
|u(σ )|

σ
. (5.2.24)

In this space,O is a bounded operator, whose norm is bounded by

‖O‖ � β0|q1| (5.2.25)

where|q1| = |q0| log(1 + 1
m
), andβ0 is a constant. Therefore, for sufficiently smallε,

there exists a solutionu such that

|u| � σ

1− ε1/2‖O‖ . (5.2.26)

To get an estimate onN, we need both an estimate onu andu′. For this purpose, we writ
(5.2.20) in the form

u = Dσ + ε1/2v (5.2.27)

where

D = 1+ ε1/2

∞∫
1

dσ1 q̃(σ1)u(σ1) = 1+ ε1/2D1, (5.2.28)

v = −σ

∞∫
σ

dσ1 q̃(σ1)u(σ1)−
σ∫

1

dσ1σ1q̃(σ1)u(σ1). (5.2.29)

It is clear that

v′ = −
∞∫
dσ1 q̃(σ1)u(σ1). (5.2.30)
σ
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Notice that

|D1| � β2|q1|
1− ε1/2‖O‖ . (5.2.31)

We have

|v′| � β2|q1|
1− ε1/2‖O‖σ

−1/2 log(1+ σ ), (5.2.32)

|v| � β2|q1|
1− ε1/2‖O‖σ

1/2 log(1+ σ ), (5.2.33)

whereβ2 is a constant. Coming back toN, we have

N = us

u
= εN0

uσ

u
= ε|N0|

σ

(
1+ ε1/2(vσ − v/σ )

D + ε1/2v/σ

)
. (5.2.34)

It follows thatN satisfies the estimate∣∣∣∣N− ε|N0|
σ

∣∣∣∣� ε3/2

σ 3/2

β3|q1|
1− ε3/2‖O‖ log(1+ σ ). ✷ (5.2.35)

5.2.3. Eqs. (5.2.6)–(5.2.7) for α and β
The projectionsP±(ω) are bounded operators inL2, uniformly inω for ω in a compact

interval where Assumptions (SP) and (SL) hold.
Define the weighted norms

‖h‖W1 = ∥∥(1+ x2)h
∥∥

1, and ‖h‖W2 = ∥∥(1+ x2)h
∥∥

2. (5.2.36)

LEMMA 5.1. – ∥∥eCT tP±
T α
∥∥

2 � c(ωT )‖α‖2, (5.2.37)∥∥eCT tP±
T α
∥∥∞ � c(ωT )

{
t−1/2

(‖α‖2 + ‖α‖W

)
(1+ t)−1/2

(‖α‖H1 + ‖α‖W

) (5.2.38)

where‖h‖W stands for either‖h‖W1 or ‖h‖W2, and the constantc(ωT ) depends onCT

and thus onωT .
We have also ∥∥eCT tP±

T h
∥∥
ρ

� c(ωT )(1+ t)−3/2[‖h‖2 + ‖h‖W

]
, (5.2.39)

whereρ(x) = (1+ x2)−q , q � 2.

LEMMA 5.2. – ∥∥eCT tC−1
T P±

T h
∥∥
ρ

� c(1+ t)−3/2∥∥(1+ x2)h
∥∥

2, (5.2.40)∥∥eCT t (CT ± 2iµ − 0)−1P±
T h
∥∥
ρ

� c(1+ t)−3/2[‖h‖2 + ∥∥(1+ x2)3/2h
∥∥

1

]
, (5.2.41)

whereρ(x) = (1+ x2)−q , q � 2.
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ts are

other
Proofs of Lemmas 5.1 and 5.2 can be found in [2]. Some additional commen
given in Appendix A.

LEMMA 5.3. – We have the upper bounds for the following integrals:
t∫

0

ds

(t − s)1/2

(
ε

1+ εs

)γ

� c

(
ε

1+ εt

)1/2

εγ−1 for γ > 1, (5.2.42)

t∫
0

ds

(1+ t − s)3/2

(
ε

1+ εs

)γ

� c

(
ε

1+ εt

)3/2

εγ−3/2 for γ � 3/2, (5.2.43)

t∫
0

ds

(t − s)1/2

ε

1+ εs
� c

(
ε

1+ εt

)1/2

log(2+ εt), (5.2.44)

t∫
0

ds

(1+ t − s)3/2

(
ε

1+ εt

)3/2

log(2+ εs) � c

(
ε

1+ εt

)3/2

log(2+ εt). (5.2.45)

We give the details of the proof only for inequalities (5.2.44) and (5.2.43). The
upper bounds are obtained in a similar way.

Let us denote

I =
t∫

0

1

(t − s)1/2

ε

1+ εs
ds. (5.2.46)

If εt � 1, we immediately get

I � Cε1/2, (5.2.47)

Whenεt � 1, we separateI into I = I1 + J , into I1 = ∫ 1/ε
0 andJ = ∫ t

1/ε. Then

I1 � ε

[
t1/2 −

(
t − 1

ε

)1/2]
� C

(
ε

1+ εt

)1/2

(5.2.48)

and

J � t−1/2

1∫
1/εt

dσ

(1− σ )1/2σ
(5.2.49)

leading to

I � C

(
ε

1+ εt

)1/2(
1+ log(εt)

)
� C

(
ε

1+ εt

)1/2

log(2+ εt). ✷ (5.2.50)

Denote

I =
t∫

ds

(1+ t − s)3/2

(
ε

1+ εs

)γ

. (5.2.51)
0
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ate

5.2 on
If εt � 1,

I � εγ
t∫

0

ds

(1+ t − s)3/2
= Cεγ

[
1− 1√

1+ t

]
� Cεγ . (5.2.52)

Whenεt � 1, we separate againI into I = I1 + J , with I1 = ∫ 1/ε
0 andJ = ∫ t

1/ε

I1 = εγ
[

1√
1+ t

− 1√
1+ t − 1/ε

]
� Cεγ−1 1

(1+ t)3/2
. (5.2.53)

On the other hand, we rewriteJ in the form (s = tσ )

J =
1∫

1/εt

t1−γ dσ

(1+ t (1− σ ))3/2σ γ

�C

1/2∫
1/εt

t1−γ dσ

(1+ t)3/2σ γ
+

1∫
1/2

t1−γ dσ

(1+ t (1− σ ))3/2
� C

εγ−1

t3/2
+C

1

tγ
. (5.2.54)

Thus,

I � C
εγ−1

t3/2
+ 1

tγ
� C

εγ

(εt)3/2
. (5.2.55)

Estimate (5.2.43) follows. ✷
PROPOSITION 5.7. –The functionα(x, t) solution of (5.2.2)is expressed as

α = eCT t+i
∫ t

0
σ(t1) dt1(P

+
T

−P−
T
)
α0 +

t∫
0

eCT (t−s)+i
∫ t

s
σ (t1) dt1(P

+
T

−P−
T
)
A(s) ds (5.2.56)

and satisfies

‖α‖∞ � c(ωT )

(
ε

1+ εt

)1/2

log(2+ εt)
(|α0| + |A′

1| + ε1/2(|A′′
1| + |A2|)). (5.2.57)

Proof. –In the integral representation (5.2.56), we have first to estim

ei
∫ t

s
σ (t1) dt1(P

+
T

−P−
T
). Notice first that, denotingν = ∫ t

s σ (t1) dt1, we have

eiνP+ = P+eiν + P−, (5.2.58)

eiν(P+−P−) = (P+eiν + P−)(P−e−iν + P+) = P+eiν +P−e−iν , (5.2.59)

and

e
∫ t

0
CM(t1) dt1 = (

eiνP+
T + e−iνP−

T

)
eCT t . (5.2.60)

Sinceσ is a real function, both exponentials are bounded. Using Lemmas 5.1 and
the linear evolution, we get



V.S. BUSLAEV, C. SULEM / Ann. I. H. Poincaré – AN 20 (2003) 419–475 457

-

‖α‖∞ � c(ωT )

[
|α0|

(
ε

1+ t

)1/2

+
t∫

0

1

(t − s)1/2

(
|A′

1|
ε

1+ εs

+ |A′′
1|
(

ε

1+ εs

)3/2

log(2+ εs) + |A2|
(

ε

1+ εs

)3/2)
ds

]
. (5.2.61)

Computing the integrals with the help of Lemma 5.3, we get

‖α‖∞ � c(ωT )

[
|α0|

(
ε

1+ εt

)1/2

+ |A′
1|
(

ε

1+ εt

)1/2

log(2+ εt)

+ |A′′
1|
(

ε

1+ εt

)1/2

ε1/2 + |A2|
(

ε

1+ εt

)1/2

ε1/2

]
. (5.2.62)

We finally obtain that

‖α‖∞ � c(ωT )

(
ε

1+ εt

)1/2

log(2+ εt)
[|α0| + |A′

1| + ε1/2(|A′′
1| + |A2|)]. ✷

(5.2.63)

PROPOSITION 5.8. –The functionβ solution of (5.2.3)has the integral representa
tion

β = eCT t+i
∫ t

0
σ(t1) dt1(P

+
T

−P−
T
)
β0 +

t∫
0

eCT (t−s)+i
∫ t

s
σ (t1) dt1(P

+
T

−P−
T
)
B(s) ds (5.2.64)

and satisfies

‖β‖ρ � c(ωT )

(
ε

1+ εt

)3/2

log(2+ εt)
[
|β0| + |B1| + |B2| +

∑ |Bmn|
]
. (5.2.65)

Proof. –From the integral representation, we have

‖β‖ρ � c(ωT )

[
|β0|

(
ε

1+ t

)3/2

+
t∫

0

ds

(1+ s − t)3/2

(
|B1|

(
ε

1+ εs

)3/2

log(2+ εs)

+ |B2|
(

ε

1+ εs

)3/2

+∑ |Bmn|
(

ε

1+ εs

)3/2)]
. (5.2.66)

As above, we get

‖β‖ρ � c(ωT )

[
|β0|

(
ε

1+ t

)3/2

+ |B1|
(

ε

1+ t

)3/2

log(2+ εt)

+
(
|B2| +

∑ |Bmn|
)( ε

1+ εt

)3/2
]

(5.2.67)

and thus (5.2.65). ✷
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tion

tion
5.3. Estimates for majorants

In this section, we establish inequalities for theMi . The equation satisfied byω1 is

ω̇1 = 2̂R (5.3.1)

and the estimate forM0 was obtained in Proposition 5.1

M0(T ) � R(ε1/2
M)
[
(1+ M

2
1)

2 + ε1/2(1+ M
2)3/2]. (5.3.2)

The equation satisfied byy is

ẏ = Re(iKT )y
2 + YR (5.3.3)

and the remainderYR satisfies the inequality (5.1.9). which is exactly the condi
(5.2.8) assumed on the source term of the model Ricatti equation (5.2.1) with|L| =
R(ε1/2

M)(1 + M
2)5/2. Using (5.2.35) as well as (5.1.17) to bound the initial condi

y0, it follows that

y �R(ε1/2
M)

{
ε + ε3/2

1+ εt
+
(

ε

1+ εt

)3/2

log(2+ εt)(1+ M
2)5/2

}
. (5.3.4)

Using that|z|2 � y +R(ω, |z|)|z|3, we get

|z|2 �R(ε1/2
M)

{
ε + ε3/2

1+ εt
+
(

ε

1+ εt

)3/2

log(2+ εt)(1+ M
2)5/2

}
+R(ε1/2

M)M3
1

ε3/2

(1+ εt)3/2
(5.3.5)

which yields

PROPOSITION 5.9. –We have

M
2
1 �R(ε1/2

M)
(
1+ ε1/2F5(M)

)
(5.3.6)

whereFα(r) = (1+ r2)α/2.

We now turn to‖f ‖∞. From (4.5.10), we have

‖f ‖∞ � ‖h‖∞ +R2|ωT − ω|(‖k1‖ρ + |z|2 + ‖h1‖ρ

)
� ‖h‖∞ +R(ε1/2

M)M0
ε

1+ εt

[
ε

1+ t
+ M

2
1

ε

1+ εt

+ M3

(
ε

1+ εt

)3/2

log(2+ εt)

]

� ‖h‖∞ + ε1/2R(ε1/2
M)

(
ε

1+ εt

)1/2

M0
(
1+ M

2
1 + ε1/2

M3
)
. (5.3.7)

To bound‖h‖∞, we apply the result of Proposition 5.8. Indeed, Eq. (4.4.10) forh has
the form (5.2.2) withA = −PT jE2[w,w] +HI +FII . More precisely,PT E2[w,w], HI ,
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,

th
andFII satisfy the hypothesis (5.2.9)-(5.2.10) onA′
1, A′′

1 andA2 respectively. Indeed
using (5.1.11)–(5.1.14), we have

|A′
1| =R(ε1/2

M)M2
1, (5.3.8)

|A′′
1| = R(ε1/2

M)
(
(1+ M

2
1)(M1 + M2)+ ε1/2(1+ M

2)3/2), (5.3.9)

|A2| =R(ε1/2
M)(M2

1 + M
2
2)

3. (5.3.10)

As for the initial condition, we have from (5.1.18)

|α0| � c0ε +R(ε1/2
M)ε3/2

M0
(
1+ M

2
1 + ε1/2(1+ M

2)1/2). (5.3.11)

It follows that

‖h‖∞ = R(ε1/2
M)

(
ε

1+ εt

)1/2

log(2+ εt)
[
(M2

1 + ε1/2)F3(M)
]
. (5.3.12)

PROPOSITION 5.10. –The quantityM2 satisfies

M2 = R(ε1/2
M)
(
M

2
1 + ε1/2F3(M)

)
. (5.3.13)

Let us consider at lasth1 solution of (4.4.11). It has the form of (5.2.3) wi
B = ĤR = HI + FII + HII , whereHI , FII andHII identify respectively toB1, B2, B3.
More precisely, using (5.1.11), (5.1.12) and (5.1.15), we have

|B1| =R(ε1/2
M)
(
(1+ M

2
1)(M1 + M2) + ε1/2(1+ M

2)3/2), (5.3.14)

|B2| =R(ε1/2
M)(M1 + M2)

6, (5.3.15)

|Bmn| = R(ε1/2
M)M1

(
M

2
1 + ε1/2(1+ M

2)
)
. (5.3.16)

Concerning the initial conditions, we know thath10 = h0. Thus

|β0| = c0 +R(ε1/2
M)ε1/2

M0
(
1+ M

2
1 + ε1/2(1+ M

2)1/2). (5.3.17)

Applying Proposition 5.8, we have

‖h‖ρ =R(ε1/2
M)

(
ε

1+ εt

)3/2

log(2+ εt)

× [(1+ M
2
1)(M1 + M2) + (M2

1 + M
2
2)

3 + ε1/2(1+ M
2)3/2]. (5.3.18)

PROPOSITION 5.11. –The functionh1 satisfies the estimate

M3 = R(ε1/2
M)
[
1+ (M2

1 + M
2
2)

3 + ε1/2F3(M)
]
. (5.3.19)

5.4. Uniform bounds for M

The aim of this section is to prove that ifε is sufficiently small, all theMi are bounded
uniformly in T andε.

We now have the system (5.1.5),(5.3.6), (5.3.13) and (5.3.19) for theMi , i = 0,1,2,3,
rewritten in the form
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t

s,
m

us

e
by
M0 = R(ε1/2
M)
[
(1+ M

2
1)

2 + ε1/2F3(M)
]
, (5.4.1)

M
2
1 = R(ε1/2

M)
[
1+ ε1/2F5(M)

]
, (5.4.2)

M2 = R(ε1/2
M)
[
M

2
1 + ε1/2F3(M)

]
, (5.4.3)

M3 = R(ε1/2
M)
[
1+ (M2

1 + M
2
2)

3 + ε1/2F3(M)
]
. (5.4.4)

PROPOSITION 5.12. –For ε sufficiently small, there exists a constantM independen
of T andε, such that, ∣∣M(T )

∣∣� M. (5.4.5)

Proof. –Combining the inequalities for theMi , one get a estimate of the form

M
2 � R(ε1/2

M)
[
(1+ M

2
1 + M

2
2)

6 + ε1/2F3(M)
]
. (5.4.6)

ReplacingM
2
2 in the right-hand side of (5.4.6), by its bound (5.4.3) in terms ofM

2
1, and

againM1 by its upper bound (5.4.2), we get an inequality in the form

M
2 � R(ε1/2

M)
(
1+ ε1/2F(M)

)
, (5.4.7)

whereF(r) is a function with finite power growth. From this inequality, it follow
that M is either bounded independently ofε or M belongs to a set separated fro
the origin |M| > k(ε), with k(ε) → ∞ as ε → 0. Indeed, suppose thatM(T ) is such
that ε1/2

M(T ) → 0 asε → 0. Then, from inequality (5.4.7), we see thatM(T ) � K ,
independently ofε andT . On the other hand, ifε1/2

M(T ) does not tend to 0 asε → 0,
then M(T ) is outside a large ball centered at the origin. However, att = 0, M(0) is
bounded independently ofε. This would lead to a discontinuity ofM as a function of
time. We conclude that estimate (5.4.5) is true for allt , t � T . ✷

PROPOSITION 5.13. –The functionω(t) has a limitω+ as t → ∞. Furthermore, we
have the estimates for allt > 0,∣∣ω+ −ω(t)

∣∣� M0
ε

1+ εt
, (5.4.8)

∣∣z(t)∣∣� M1

(
ε

1+ εt

)1/2

, (5.4.9)

∥∥f (t)
∥∥∞ � M2

(
ε

1+ εt

)1/2

log(2+ εt), (5.4.10)

∥∥h1(t)
∥∥
ρ

� M3

(
ε

1+ εt

)3/2

log(2+ εt). (5.4.11)

In particular,|ωT − ω(t)| � ε
1+εt

and thus|ωT − ω(t)| is a decreasing function oft .
Applying this result to|ω(t1) − ω(t2)|, we see thatω(t) is a Cauchy sequence. It th
has a limit, denotedω+. We denote byMi the limiting valueMi (T ) asT → ∞.

Notice that in decomposition (4.4.9)f = g + h = g + h1 + k + k1, a fixed timeT has
been chosen, and all the components depend onω(T ). From the above proposition, w
know thatω(t) has a limitω+ ast → ∞. So we can reformulate the decomposition
choosingT = ∞ and have the dependency of the various components off onω+. Let
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us denoteP∞ = Pc(ω+) andP d∞ = I − P∞. We definef = g + h whereg = P d∞f and
h = P∞f . We also decomposeh = k + k1 + h1 as in (4.4.9)

k = a20z
2 + a11zz̄ + a02z̄

2, k0 = k|t=0, (5.4.12)

k1 = −exp

( t∫
0

C+(τ ) dτ
)
k0, (5.4.13)

where aij = aij (ω+, x) and C+ = C(ω+) + i(ω(t) − ω+ + γ̇ )(P+∞ − P−∞). All the
estimates previously obtained in Sections 4 and 5 under the hypothesis thatT is a fixed
finite time can be carried out without modification toT = ∞ andωT = ω+.

We now state the main result of this paper:

THEOREM 1. –Consider the nonlinear Schrödinger equation(1.0.1).
(i) Assume that the nonlinearity satisfies Assumptions(NL) and(SL) and that there

exist solutions in the form of solitary wavesejω0tφ(ω0).
(ii) DenotingB the linearized operator near the solitary wave, assume thatC =

j−1B satisfies the condition(SP) describing the structure of its spectrum.
(iii) Assume the non-degeneracy condition〈E2[u,u], u(2iµ0)〉 	= 0.
(iv) Take an initial conditionψ0 in the form of a perturbation of the solitary wave:

ψ0 = φ(x,ω0) + (z0u(x,ω0)+ z̄0u
∗(x,ω0)

)+ f0(x) (5.4.14)

satisfying|z0| = ε1/2 andN ≡ ‖f0‖H1 + ‖(1+ x2)f0‖2 � cε3/2.
For ε small enough, one can write the solution in the form

ψ(x, t) = ej (
∫ t

ω(s) ds+γ (t))(
φ(x,ω) + z(t)u(x,ω)+ z̄(t)u∗(x,ω) + f (x, t)

)
(5.4.15)

with the following properties. There exists a constantω+ such thatω+ = lim t→∞ ω(t).
In addition, for all t > 0, there exit constantsM0, . . . ,M3 such that∣∣ω+ − ω(t)

∣∣� M0
ε

1+ εt
, (5.4.16)

∣∣z(t)∣∣�M1

(
ε

1+ εt

)1/2

, (5.4.17)

∥∥f (t)
∥∥∞ � M2

(
ε

1+ εt

)1/2

log(2+ εt). (5.4.18)

Furthermore, we decomposef = g + h, whereg = P d∞f , h = P∞f = k + k1 + h1,
k = a20z

2 + a11zz̄ + a02z̄
2, k0 = k|t=0, and k1 = −exp(

∫ t

0 C+(τ ) dτ)k0. In the above
equations,aij = aij (ω+, x) are defined in(4.2.31)and (4.2.33), and C+ = C(ω+) +
i(ω+ −ω(t) + γ̇ )(P+∞ −P−∞).

The functionh1 satisfies the estimate

∥∥h1(t)
∥∥
ρ

�M3

(
ε

1+ εt

)3/2

log(2+ εt). (5.4.19)
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6. Asymptotic behavior of the solution for large time

6.1. Long time behavior of z(t) and ω(t)

We start with Eq. (4.3.20) forz1 that we rewrite

ż1 = iµz1 + iK+|z1|2z1 + ̂̂
ZR (6.1.1)

with K+ = K(ω+), and
̂̂
ZR satisfies the estimate

̂̂|ZR| =R2
(
ω, |z| + ‖f ‖∞

)
× [(‖k1‖ρ + |z|2 + ‖h1‖ρ

)(‖k1‖ρ + |z|2 + ‖h1‖ρ + |z||ωT − ω|)
+ |z|(‖k1‖ρ + ‖h1‖ρ

)]
=R(ε1/2

M)
ε2 log(2+ εt)

(1+ εt)3/2
√
εt

(1+ M
4) � cε2 log(2+ εt)

(1+ εt)3/2
√
εt

. (6.1.2)

On the other hand, we have, from (5.2.17) and (5.1.17),

∣∣∣∣y − y0

1+ 2 ImK+y0t

∣∣∣∣� c

(
ε

1+ εt

)3/2

log(2+ εt) (6.1.3)

with |y0 − ε| � cε3/2.
With estimate (5.4.17) for|z| and obviously the same one for|z1|, we have

ż1 = iµz1 + iK+
y0

1+ 2 ImK+y0t
z1 + Z1 (6.1.4)

with

|Z1| � c
ε2 log(2+ εt)

(1+ εt)3/2
√
εt

. (6.1.5)

Sincey0 = ε + O(ε3/2), we have that the coefficient 2 ImK+y0 = k+ε. We also denote
δ = ReK+

ImK+ . The solutionz1 of (6.1.4) is written in the form

z1 = ei
∫ t

0
µ(t1) dt1

(1+ k+εt)1/2−iδ

[
z1(0) +

t∫
0

e−i
∫ s

0
µ(t1) dt1(1+ k+εs)1/2−iδZ1(s) ds

]

= z∞
ei
∫ t

0
µ(t1) dt1

(1+ k+εt)1/2−iδ
+ zR, (6.1.6)

where

z∞ = z1(0) +
∞∫

e−i
∫ s

0
µ(t1) dt1(1+ k+εs)1/2−iδZ1(s) ds (6.1.7)
0



V.S. BUSLAEV, C. SULEM / Ann. I. H. Poincaré – AN 20 (2003) 419–475 463

ow that
and

zR = −
∞∫
t

ei
∫ t

s
µ(t1) dt1

(
1+ k+εs
1+ k+εt

)1/2−iδ

Z1(s) ds. (6.1.8)

For simplicity, we have denotedµ(t1) = µ(ω(t1)) in the above formulas.
It follows from the bound (6.1.5) onZ1 that

|zR| � c
ε log(2+ εt)

(1+ εt)
. (6.1.9)

Thereforez1(t) satisfies the estimate

z1(t) = z∞
exp
(
i
∫ t

0 µ(t1) dt1
)

(1+ k+εt)
1
2−iδ

+ O
(

ε

1+ εt
log(2+ εt)

)
. (6.1.10)

Herez∞ = z1(0) + O(ε), z = z1 + O( ε
1+εt

), and|z(0)| = ε1/2. Thus|z∞| = ε1/2 + O(ε).
Consequently, the functionz(t) satisfies the estimate

z(t) = z∞
ei
∫ t

0 µ(t1) dt1

(1+ k+εt)
1
2−iδ

+ O
(

ε

1+ εt
log(2+ εt)

)
. (6.1.11)

From the formulas forz, we can easily deduce the asymptotic behavior ofω. Indeed,
from (4.1.14) and (5.1.6),

|2̂R| � c

(
ε

1+ εt

)2

. (6.1.12)

Eq. (5.4.16) shows that

ω1(t) = ω1(∞)+ O
(

ε

1+ εt

)
. (6.1.13)

It follows from (4.1.6) that

ω(t) = ω+ + O
(

ε

1+ εt

)
. (6.1.14)

In fact, one could develop a change of variables more precise than (4.1.6) and sh

ω = ω+ − b20(ω+)z2 − b02(ω+)z̄2 + O
((

ε

1+ εt

)3/2)
(6.1.15)

which leads to

ω = ω+ − i

2µ+
a(ω+)(z2 − z̄2) + O

((
ε

1+ εt

)3/2)
, (6.1.16)

wherea(ω) = 220(ω) is given in (3.2.3) and is purely imaginary. More precisely,
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ough

ns.
to

n

nt

-

ω =ω+ − i

µ+
a(ω+)

1+ k+εt

× Re
[
z2
+e2i

∫ t

0
µ(t1) dt1eiδ log(1+ k+εt)

]+ O
((

ε

1+ εt

)3/2)
. (6.1.17)

In the integral
∫ t

0 µ(t1) dt1, we replaceµ(t1) = µ(ω(t1)) by

µ
(
ω(t1)

)= µ+ + µ′(ω+)
(
ω(t1) − ω+

)+ · · · (6.1.18)

whereµ+ = µ(ω+). We then see that the integral of the correction converges, alth
not absolutely. Therefore the dependency ofω upont becomes more explicit.

PROPOSITION 6.1. –Under the hypothesis of Theorem1, the functionω(t) has the
following asymptotic behavior ast → ∞

ω ∼ ω+ + b+ε
1+ k+εt

cos
(
2µ+t + b1 log(1+ k+εt) + b2

)
, (6.1.19)

whereb+, b1 andb2 are some constants.

PROPOSITION 6.2. –Under the hypothesis of Theorem1, the functionz(t) has the
asymptotic behavior ast → ∞

z(t) ∼ ζ+ε1/2 eiµ+t

(1+ k+εt)
1
2−iδ

, |ζ+| = 1+ O(ε1/2). (6.1.20)

6.2. Asymptotic behavior of γ

Until now, the functionγ did not play any essential role in our computatio
However, it enters in the main formula forψ (see (5.4.15)) and therefore, we have
find its asymptotic behavior. In fact, we can repeat the calculation performed forω in
Section 4.1. The starting point for the representation ofγ is equation (3.2.1) that we ca
rewrite

γ̇ =320(ω)z2 + 311(ω)zz̄+ 302(ω)z̄2 + 330(ω)z3 + 321(ω)z2z̄ + 312(ω)zz̄2 + 303z̄
3

+ z〈f,3′
10〉 + z̄〈f,3′

01〉 + 3R (6.2.1)

and 3R satisfies estimate (3.2.2), which is the same as the one for2R. The only
difference between the equations forω and γ is that, in general the coefficie
311(ω) 	= 0. We can nevertheless perform the same change of variables as forω and
get

PROPOSITION 6.3. –There exist coefficientsdij (ω), 0 � i, j � 3, and vector func
tionsd ′

ij (x,ω) such that the new functionγ1 defined as

γ1 = γ + d20z
2 + d02z̄

2 + d30z
3 + d21z

2z̄ + d12zz̄
2 + d03z̄

3

+ z〈f, d ′
10〉 + z̄〈f, d ′

01〉 (6.2.2)
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with dij = d̄j i is solution of the differential equation

γ̇1 = 311(ω)zz̄+ 3̂R (6.2.3)

and 3̂R satisfies the same estimate(3.2.2)as3R .

Notice that

311(ω) = −2E2[u,u∗]
〈φ,φω〉 (6.2.4)

is real. From (6.2.3), it follows that

γ̇1 = 311(ω+)
|z+|2

1+ k+εt
+ O

((
ε

1+ εt

)2)
, (6.2.5)

and

γ1(t) ∼ γ+ + 311(ω+)
k+

log(1+ k+εt). (6.2.6)

Coming back to the original variable, we get the asymptotic behavior ofγ (t).

PROPOSITION 6.4. –The long time behavior of the phase factorγ (t) is given by

γ (t) = γ+ + c+ log(1+ k+εt)+ O
(

ε

1+ εt

)
. (6.2.7)

6.3. Asymptotic behavior of f

We finally turn to the functionf . We know from (5.4.18) and (5.4.19) that in the nor
‖ · ‖ρ and‖ · ‖∞, f tends to 0 ast → ∞. However, this radiative part carries non-ze
energy and other integrals of motion, and from this point of view it is not negligible
control the contribution off to the integrals of motion, we have to study its asympt
behavior in the usualL2 norm. We recall the representation

f = g + h, g = Pd(ω+)f, h = Pc(ω+)f. (6.3.1)

Proceeding in the same way as in (4.2.5), we have

‖g‖2 � R1(ω)|ω+ − ω|‖h‖ρ � c

(
ε

1+ εt

)2

, (6.3.2)

and therefore,

‖f ‖2 = ‖h‖2 + O
((

ε

1+ εt

)2)
. (6.3.3)

The functionh is solution of

ḣ = C+h −Pc(ω+)jE2[w,w] + HR. (6.3.4)
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all that
Therefore, from

h = e
∫ t

0
C+(t1) dt1(h0 + h2 + h∞) + .2 + .∞, (6.3.5)

where

h2 = −
∞∫

0

ds e−
∫ s

0
C+(t1) dt1Pc(ω+)jE2[w,w], (6.3.6)

h∞ =
∞∫

0

ds e−
∫ s

0
C+(t1) dt1HR(s), (6.3.7)

.2 =
∞∫
t

ds e−
∫ s

t
C+(t1) dt1Pc(ω+)jE2[w,w], (6.3.8)

.∞ = −
∞∫
t

ds e−
∫ s

t
C+(t1) dt1HR(s). (6.3.9)

From (5.1.11) and (5.1.12), we know that

‖HR‖2 � c

(
ε

1+ εt

)3/2

log(2+ εt). (6.3.10)

This implies that the integrals (6.3.7) and (6.3.9) converge and, in addition

‖.∞‖2 = O
((

ε

1+ εt

)1/2

log(2+ εt)

)
. (6.3.11)

The integrals in (6.3.6) and (6.3.8) also converge and define elements ofL2, although
they do not converge absolutely. Similarly to Lemma 5.2, one can prove

PROPOSITION 6.5. –We haveh2 ∈ L2 and

.2 = O
(

ε

1+ εt

)
. (6.3.12)

Comments on this proposition are given in Appendix A.
Finally, we turn to

f (t) = e
∫ t

0
C+(t1) dt1

[
h0 + h2 + h∞ + O

((
ε

1+ εt

)1/2

log(2+ εt)

)]
. (6.3.13)

The leading term here can be treated by the methods of scattering theory. Rec
from (5.2.60)

e
∫ t

0
C+(t1) dt1 = (

eiνP+
∞ + e−iνP−

∞
)
eC(ω+)t . (6.3.14)
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From (6.1.19), we see that the integral
∫∞

0 (ω − ω+) dt1 converges (not absolutely
Therefore, ast → ∞,

ν(t) ∼
∞∫

0

(ω − ω+) dt1 + γ (t)− γ (0). (6.3.15)

Without loss of generality, we can suppose thatγ (0) = 0. The operatorC(ω+) is not
anti-selfadjoint, sinceC(ω+) = iD andD 	= D∗, because the potentialV is complex.
Therefore, eC(ω+)t is not a unitary group. Nevertheless,

C(ω+) = j−1
(

− ∂2

∂x2
+ ω+

)
+ V (ω+, x) (6.3.16)

andV is exponentially decreasing at infinity. Thus we can apply standard resu
spectral theory to eC(ω+)t h̃, whereh̃ = h0 + h2 + h∞.

PROPOSITION 6.6. –We have the asymptotic formula

eC(ω+)t h̃ = eC0th+ + o(1) (6.3.17)

ast → ∞, whereh+ = Wh̃ andW is a bounded operator inL2(R), that can be seen a
a wave operator: W is the strong limit inL2 of e−C0teC(ω+)t , and

C0 = j−1
(

− ∂2

∂x2
+ ω+

)
. (6.3.18)

The proof of this result is standard. We write that

eC(ω+)tf (x) = 1

i

∞∫
ω+

(〈
f,u(iλ)

〉
u(x, iλ)eiλt

+ 〈f,u∗(iλ)
〉
u∗(x, iλ)

)
e−iλt θ(λ) dλ. (6.3.19)

As t → ∞, the asymptotic behavior of the above integral inL2 is determined by the
asymptotic behavior ofu(x, iλ) asx → ∞ (see (A.4) of Appendix A). The long tim
behavior is the same as for the group ej−1(L+ω+)t .

PROPOSITION 6.7. –We have

f = ej
−1νeC0th+ + o(1). (6.3.20)

Proof. –SinceW satisfies the standard property

Wϕ
(
C(ω+)

)= ϕ(C0)W, (6.3.21)

we have that(
eiνP+

∞ + e−iνP−
∞
)
eC(ω+)t h̃ = (

eiνP+
0 + e−iνP−

0

)
eC0th+ + o(1). (6.3.22)
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In the above equation,P±
0 are the projection operators onto the positive/nega

imaginary parts of the continuous spectrum ofC0. It is obvious that

ej
−1ν = eiνP+

0 + e−iνP−
0 , (6.3.23)

therefore, (
eiνP+

∞ + e−iνP−
∞
)
eC(ω+)t h̃ = ej

−1νeC0th+ + o(1). ✷ (6.3.24)

Combining the asymptotic formulas forω, γ ,z, andf , we get

THEOREM 2. –Suppose that the hypothesis of Theorem1 are satisfied. Then fo
ε small enough the solution of the nonlinear Schrödinger equation(1.0.5) have the
following behavior ast → ∞

ψ(x, t)= ej (ω+t+γ+(t)+U)
[
φ(x,ω+)+ z+(t)u(x,ω+)+ z̄+(t)u∗(x,ω+)

]
+ ej

−1Lth+ + o(1) (6.3.25)

in L2, where

U =
∞∫

0

(
ω(t1)− ω+

)
dt1 + γ∞, L = − ∂2

∂x2
. (6.3.26)

The operatorL is self-adjoint inL2 with its usual domain.
This result can be rewritten in terms of the original complex notation. Ast → ∞, the

solution of the nonlinear Schrödinger equation behaves as follows

ψ = ei(ω+t+γ+(t)+U)
[
ϕ(x,ω+)+ z+(t)v+(x,ω+) + z̄+(t)v−(x,ω+)

]
+ e−iLth+ + o(1) (6.3.27)

with v±(x,ω) = u1(x,ω)± iu2(x,ω) andh+ = (h+)1 + i(h+)2.
In conclusion, let us compute the classical integrals of motion for the nonl

Schrödinger equation in terms of the limiting parametersω+ andh+. We will restrict
the calculation to the conservation of theL2-norm. The conservation of the energy
treated similarly. We have

‖ψ0‖2
2 = ∥∥ψ(·, t)∥∥2

2 = ∥∥φ(·,ω) +w(·, t,ω)+ f (·, t)∥∥2
2 (6.3.28)

with w(x, t,ω) = z(t)u(x,ω) + z̄(t)u∗(x,ω). We compute the limit of the right-han
side ast → ∞. We can replaceφ(·,ω) by φ(·,ω+), w(·, t,ω) by w(·, t,ω+) andf by
e−j (ω+t+γ++δ+)ej

−1L(ω+)th+. It is clear that∥∥φ(·,ω+)+ w(·, t,ω+)+ f
∥∥2

2

= ‖φ‖2
2 + ‖w‖2

2 + ‖f ‖2
2 + 2〈φ,f 〉 + 2〈φ,w〉 + 2〈w,f 〉. (6.3.29)

Whent → ∞, ‖w‖2 → 0, and‖f ‖2
2 = ‖h+‖2

2. Also,∣∣〈φ,w〉∣∣� ‖φ‖2‖w‖2,
∣∣〈φ,f 〉∣∣� ‖ρ−1φ‖2‖f ‖ρ → 0,∣∣〈w,f 〉∣∣� ‖ρ−1w‖2‖f ‖ρ � c|z|∥∥ρ−1u(·,ω+)

∥∥
2‖f ‖ρ → 0. (6.3.30)
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Therefore,‖φ + w + f ‖2
2 → ‖φ(·,ω+)‖2 + ‖h+‖2

2, and finally,

∥∥ψ(·, t)∥∥2
2 = ∥∥ψ(·,0)

∥∥2
2 = ∥∥φ(·,ω+)

∥∥2
2 + ‖h+‖2

2. (6.3.31)

Acknowledgements

V.B. acknowledges support from INTAS grant 97-10812. V.B. thanks the Depart
of Mathematics at the University of Toronto for its support and hospitality during
spring semesters of 2000 and 2001. C.S. acknowledges support from NSERC op
grant OGP0046179.

Appendix A. Properties of eigenfunctions u(x,λ)

In this appendix, we recall some analytical properties of the spectral reso
(2.1.13). Some of these properties were described in detail in [2] where this dec
sition was justified, some of them were discussed in [3]. Here, we give some add
comments, and for this purpose, it is necessary to state more precisely the prope
u(x,λ). The results in [2] were obtained in terms of an operatorH related toC by the
similarity C = iUHU−1 whereU is a constant 2× 2 matrix. They were developed in
more general context where the authors did not restrictC to even functions. In that cas
the dimension of the invariant subspace corresponding toλ = 0 is, at least, 4, and th
multiplicity of the continuous spectrum is equal to 2.

Due to the exponential decay of the potentialV at infinity, the properties of th
eigenfunctions ofC are very close to the properties of simple exponentials and
resolution is similar to the Fourier transform.

First, the solutions of the unperturbed equation

C0u = iλu, C0 = j−1(−∂xx + ω), (A.1)

are

f1 = eik1xv1, f2 = e−ik1xv1,

g1 = eik2xv2, g2 = e−ik2xv2,

where k1 = √
λ− ω, k2 = i

√
λ+ω, v1 =

(
1
i

)
, v2 =

(
1
−i

)
. In this case, (2.1.13) i

nothing else but the classical cos-Fourier transform for even functionsf :R → C
2.

The basis inC2 is chosen from the eigenvectors ofj :

u(x,λ) = cos(k1x)v1 andjv1 = −iv1,

u(x, λ) = cos(k2x)v2 andjv2 = iv2. (A.2)

In [2], it was shown (it is a general fact) that the perturbed equation

Cu = iλu, C = C0 + V,
∥∥V (x,ω)

∥∥� k(ω)e−γ |x|, γ = 2
√
ω r, (A.3)
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has a solutiong+
1 (x, k1) that is uniquely defined on the setR×D where D =

{k1: | Im(k1)| � γ1}, γ1 < γ by the asymptotic condition

g+
1 ∼ g1, x → +∞. (A.4)

This solution is also an analytic function ofλ, including the pointλ = ω. More precisely,
g+

1 is analytic on a suitable parabolic vicinity of the semi-axisλ � ω.
The second solutionf +

1 is rapidly decreasing asx → +∞ (modulo the solutiong+
1 )

if Im k1 > 0. It is also defined onD as an analytic function ofλ and can be written

f +
1 (x, k1) = eik1x[v1 + R1] + R2, (A.5)

with uniform estimates on any set[a,∞)×D, a is fixed, in the form:

|R1| � const
(
1+ |k1|)−1

e−γ x, |R2| � const
(
1+ |k1|)−1|eik2x |. (A.6)

In general, this solution is not analytic atλ = ω, and is analytic on a double-she
Riemann surface of the functionk1 = √

λ −ω. It is convenient to see the semi-ax
as the cut on this surface.

Finally, there exists an analogous solutionf +
2 (x, k1) = f +

1 (x,−k1) that satisfies a
similar estimate:

f +
2 (x, k1) = e−ik1x[v1 +R3] +R4, (A.7)

again on[a,∞) ×D, with

|R3| � const
(
1+ |k1|)−1

e−γ x, |R4| � const
(
1+ |k1|)−1|eik2x |. (A.8)

As already mentioned,f +
1 is defined modulog+

1 . In general, the solutionf +
1 grows

whenx → −∞ like g1. But there exists a choice off +
1 such that, forλ > ω, it remains

bounded asx → −∞. Such a solution is defined uniquely and was referred to in [2
thesolution of the scattering problem. Let us denote it byF(x, k1). It is easy to see tha

F
∗(x,−k∗

1) = σ3F(x, k1), σ3 =
(

1 0
0 −1

)
, (A.9)

where∗ denotes the complex conjugation.
For x � a, this solution has the same properties as the general functionf +

1 defined
in (A.5):

F(x, λ) = eik1x[v1 +R1] +R2. (A.10)

As for x � a, its behavior is a little more complicated:

F(x, λ) = eik1x
[
b(k1)v1 +R5

]+ e−ik1x
[
c(k1)v1 + R6

]+R7, (A.11)

with uniform estimates on any set(−∞, a] ×D:

|R5| � const
(
1+ |k1|)−1

e−γ x, |R6| � const
(
1+ |k1|)−1

e−γ x,

|R7| � const
(
1+ |k1|)−1|e−ik2x|. (A.12)
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The coefficientsb andc satisfies the equalitiesb(k) = b∗(−k∗
1), c(k) = c∗(−k∗

1), and for
largek1, have the asymptotic expansions:

b ∼ 1+ b1

k1
+ · · · , c ∼ c1

k1
+ · · · . (A.13)

We connect nowF with u from (2.1.12). The potentialV is even and we can consid
an even solution with respect tox andk1

u0 = F(x, k1)+ F(−x, k1) (A.14)

of (A.3). It is bounded for allx ∈ R if λ > ω. As x → +∞, up to exponentially
decreasing terms

u0 ∼ [eik1x
(
1+ c(k1)

)+ e−ik1xb(k1)
]
v1. (A.15)

From this asymptotic behavior it follows, in particular, that

u0 = (
1+ c(k1)

)
f +

1 (x, k1) + b(k1)f
+
1 (x,−k1). (A.16)

The first vector component of this solution is asymptotically

(u0)1 ∼ eik1x(1+ c)+ e−ik1xb. (A.17)

Up to a constant factor,(u0)1 must be real, therefore|1+ c| = |b|. If the semi-axisλ > ω

does not contain embedded points of the point spectrum ofC, thenb(k1) 	= 0 for such
λ [2]. This function can have roots inD with Im(k1) < 0, but their number if finite
Therefore, there exists such a stripD that is free of roots ofb.

Now for u(·, λ), one can take the function:

u(x, k1) = [
b(1+ c)

]−1/2
u0 = M−1(k1)f

+
1 (x, k1) + M(k1)f

+
1 (x,−k1),

M =
(

b

1+ c

)1/2

, M(−k1) = M∗(k∗
1). (A.18)

Notice thatu(x,λ) andu(x, k1) are the same objects seen as functions of differen
related variables.

It is clear that|M| = 1, thereforeM(k1)M(−k1) = 1, and

u(x, k1) = M(−k1)f
+
1 (x, k1) +M(k1)f

+
1 (x,−k1). (A.19)

Its first component has the asymptotic behavior

u1 ∼ eik1xM(−k1) + e−ik1xM(k1) = 2cos(k1x − ϑ), (A.20)

where for realk1, M = eiϑ . Whenk1 → ∞, M(k1) → 1.
Up to exponentially decreasing terms, we have that, asx → ∞, ju ∼ −iu. Similarly,

ju∗ ∼ iu∗.
Let us emphasize three important properties of the solutionu: (1) the representation

(A.9) and (A.10) are satisfied for complexk1 in the domainD; (2) these representation
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can be differentiated with respect to both variablesx and k1 any number of times
(3) sinceλ = ω is not a virtual level (i.e., there are no solutions bounded with res
to x at this point),u(x,0) = 0. In particular,ϑ(0) = π(mod2π).

Coming back to the expansion formula (2.1.13), consider the first term o
expansion

P+f (x) = 1

4πi

∞∫
ω

u(x, k1)
〈
f, ju(·, k1)

〉 dλ

2
√
λ −ω

. (A.21)

Due to (A.19), this obviously can be transformed into

P+f (x) = 1

4πi

+∞∫
−∞

M(−k1)f
+
1 (x, k1)

〈
f, ju(·, k1)

〉
dk1. (A.22)

Analogous formulas can be obtained forP−f . Notice that they are quite convenie
for the representation ofP+f andP−f for positivex. It is sufficient for our purposes.

We conclude the appendix with some additional remarks on Proposition 2.
Lemmas 5.1 and 5.2.

A.1. Comments on Proposition 2.1

From (2.1.13), we have

Pcj
−1f − i(P+ − P−)f = 1

i

∞∫
ω

[
u(·, iλ)〈f, j (ju+ iu)(·, iλ)〉

+ u∗(·, iλ)〈f, j (ju∗ − iu∗)(·, iλ)〉]θ(λ) dλ. (A.23)

Let us recall that on some strip around the real axisk1

|ju+ iu| � const
(
1+ |k1|)−1

e−γ ′′x, γ ′′ > 0, (A.24)

and a similar bound forju∗ − iu∗. Therefore, the second entries in the Fou
coefficients〈f, ·〉 are exponentially decreasing and the coefficients can be analyt
continued, their analytic continuation remaining bounded on this strip by cons(1 +
|k1|)−1‖f ‖ρ with any weight functionρ = (1+ x2)−α, α > 0.

Consider, for example, the first term in the right-hand-side of (A.23). We trans
it to a form similar to (A.22) and shift the contour of integration to the straight
Im(k1) = κ , taking κ positive small. The functionf +

2 for x > 0 contains, on the
contour of integration, a main term and a remainder uniformly exponentially decre
for large x and decreasing ask−1

1 for large k1, see (A.5)–(A.6). The contribution o
the remainder as a function ofx can be estimated inL2-norm with any growing
power weight. The contribution of the main term is completely similar to the stan
Fourier integral along the same straight line. In particular, it contains the exponen
decreasing at+∞ in x factor, and up to this factor is the standard Fourier-transform
the real axis. Using that the Fourier coefficients areL2-functions ofk1, we immediately
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estimate theL2-norm of this contribution with any growing power weight. It is enou
to have the estimates for positivex. The second term in the right-hand-side of (A.23
treated similarly.

A.2. Comments on Lemma 5.2

The proof of (5.2.40) is a simple modification of that of Lemma 5.1. Indeed, w
using spectral resolutions, the operatorC−1

T contributes to integral (2.1.12) as a fac
λ−1 which is not singular on the contour of integration.

Notice that we will use this estimate for functionsα that are exponentially decreasi
at infinity. Therefore, when expressing the left side of (5.2.41), we can use the sp
representation and the analyticity of Fourier coefficients. Due to the analyticity, w
shift the part of the contour of integration close to the singular point from the real a
the corresponding semi-plane as a semi-circle where eiλt , t � 0, remains bounded, an
avoid singularities atλ = ±iµ. We can then easily repeat the proof of Lemma 5.1.

In the case of a general functionα, we have to complement the previous analysis w
some additional technique. The condition‖(1+ x2)3/2α‖1 < ∞ implies, that the Fourie
coefficients ofα, for example,̂α(iλ) = 〈α, ju(·, iλ)〉 have, as in the case of Lemma 5
additional continuous derivatives with respect toλ. Consider the function

eCT t (CT ± 2iµ − 0)−1P+
T α = 1

i

∞∫
ωT

eiλt
1

iλ − 2iµ − 0
α̂(iλ)u(x, iλ)θ(λ) dλ. (A.25)

We restrict to functionsα satisfying the conditionP+
T α = α. The caseP−

T α = α can be
treated similarly. Letχ(λ) be a cut-off function with support in a neighborhood of
which is analytic near 0. We writêα(iλ) = α̂1(iλ) + α̂2(iλ) with

α̂1(iλ) = (
α̂(iλ) − α̂(2iµ)

)
χ(λ − 2µ), α̂2(iλ) = α̂(2iµ)χ(λ − 2µ). (A.26)

The contribution of̂α1(iλ) to the integral (A.25) is not singular and can be estima
with the help of (5.2.39). To avoid the singularity in the contribution ofα̂2(iλ), we again
deform the contour of integration in a small vicinity ofλ = 2µ, keeping eiλt bounded for
t � 0. This completes the comments on Lemma 5.2.

A.3. Comments on Proposition 6.5

In Proposition 6.5, we deal with two integrals

h2 = −
∞∫

0

ds e−
∫ s

0
C+(t1) dt1Pc(ω+)jE2[w,w] (A.27)

and

.2 = −
∞∫
ds e−

∫ s

t
C+(t1) dt1Pc(ω+)jE2[w,w]. (A.28)
t
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The proof of this proposition is close to that of Lemma 5.2. Recall first that

E2[w,w] = z2E2[u,u] + 2zz̄E2[u,u∗] + z̄2E2[u∗, u∗]. (A.29)

To find the leading order ofh2 and.2, it is enough to replacez by its leading asymptoti
term (6.1.20). The correction terms to (6.1.20) lead to corrections terms forh2 and.2.

After substitution of (A.29) into (A.27), the contribution of|z|2 has the form

h
(1,1)
2 ∼ −

∞∫
0

ds e−
∫ s

0
C+(t1) dt1

ε|ζ+|2
1+ εs

Pc(ω+)jE2[u,u∗]

∼ −
∞∫

0

ds
(
e−iν(s)P+

∞ + eiν(s)P−
∞
)
e−C(ω+)s ε|ζ+|2

1+ εs
Pc(ω+)jE2[u,u∗]. (A.30)

Integration by parts gives

h
(1,1)
2 ∼ −(e−iν(0)P+

∞ + eiν(0)P−
∞
)
ε|ζ+|2C−1(ω+)Pc(ω+)jE2[u,u∗]

−
∞∫

0

ds ε|ζ+|2C−1(ω+)e−C(ω+)s

× ∂

∂s

[(
e−iν(0)P+

∞ + eiν(0)P−
∞
) 1

1+ εs

]
Pc(ω+)jE2[u,u∗]. (A.31)

The projectionsP±∞ are bounded inL2, and C−1(ω+) is bounded inPc(ω+)L2.
Therefore the first term ofh(1,1)

2 belongs toL2. The second term inh(1,1)
2 is an absolutely

converging integral inL2-norm since e−C(ω+)s is uniformly bounded ins ∈ R (see
Lemma 5.1). Thush(1,1)

2 ∈ L2.
The contributionsh(2,0)

2 andh(0,2)
2 coming from the termsz2 andz̄2 of E2[w,w, ] can

be treated similarly with some additions used in Lemma 5.2. Consider, for examp

h
(2,0)
2 ∼ −

∞∫
0

ds e−
∫ s

0
C+(t1) dt1

ε|ζ+|2e2iµ+s

(1+ k+εs)1−2i
Pc(ω+)jE2[u,u]

∼ −(e−iν(0)P+
∞ + eiν(0)P−

∞
)
εζ 2

+
(
C(ω+)− 2iµ+ − 0

)−1
Pc(ω+)jE2[u,u]

−
∞∫

0

ds εζ 2
+
(
C(ω+) − 2iµ+ − 0

)−1
e−(C(ω+)−2iµT )s

× ∂

∂s

[(
e−iν(0)P+

∞ + eiν(0)P−
∞
) 1

(1+ k+εs)1−2i

]
Pc(ω+)jE2[u,u]. (A.32)

The necessary estimate forh
(2,0)
2 follows from the fact that(

C(ω+)− 2iµ+ − 0
)−1

e−(C(ω+)−2iµT )sPc(ω+)jE2[u,u]
belongs toL2 and is estimated uniformly fors � 0. For the latter result, we apply th
spectral resolution, and using the properties ofPc(ω+)jE2[u,u], deform the contour o
integration as it is done for the proof of Lemma 5.2.
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As for the integral appearing in.2, it is treated similarly. After integration by part
we get representations similar to (A.31) and (A.32). More precisely, the first te
formulas for.2 analogous to (A.31) and (A.32) will contain the decreasing we
(1+ k+t)−1 and the second term (which is an integral) will have the weight(1+ k+s)−2,
leading to absolutely convergent integrals. This ends the comments on Propositio
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