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Abstract
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0. Introduction

This note deals with ergodicity with finite invariant occupation measure in branching diffusions with imm
tion, and with the properties of a Lebesgue density – when it exists – for the invariant occupation measure

We consider a particle process where finitely many particles living inR
d move independently of each other

paths which are solutions to SDE’s

dξs = b(ξs)ds + σ(ξs)dWs (1)

with m-dimensional Brownian motionsW , and undergo branching at random times according to a pos
dependent branching rateκ(·) and a position-dependent reproduction law(pk(·))k∈N0 (a parent particle in positio
v ∈ R

d at timet � 0 will die in a small time interval]t, t + h] with probabilityκ(v)h + o(h), h → 0, leaving with
probabilitypk(v) k descendants atv); in addition, there are immigration events occurring at constant ratec where
one new particle is added to the pre-existing configuration in a position chosen according to a fixed pro
law π .

This describes a strong Markov processη = (ηt )t of (ordered) finite particle configurations, called a branch
diffusion with immigration. Its configuration state spaceS is given by

S =
∞⋃̇
l=0

(Rd)l (2)

which consists of all (ordered) configurationsx = (x1, . . . , xl), xi ∈ R
d , 1� i � l, l � 1, with (Rd)0 = {∆}, and

which is a Polish space. The length of a configurationx ∈ S is denoted byl(x). Sometimes we write a configuratio
x ∈ S as a point measure onRd : x(A) = ∑l(x)

i=1 δxi (A) if l(x) � 1, and∆(A) = 0.
As a special case of the construction in Löcherbach [14], we construct the branching diffusion with immi

as a càdlàg processη = (ηt )0�t<ζ with lifetime ζ (due to possible explosion of the process) (cf. Dellacherie
Meyer [3, XIV,23-24]), whose jumps correspond to either branching or immigration events. Arranging the se
(Tn)n of branching or immigration times in increasing order, withT0 ≡ 0 andTn ↑ ζ , the processη is characterized
by the following assertions A1+ A2:

(A1) In restriction to every random interval[Tn,Tn+1[, n � 0: Writing l for the length of the configurationηTn ,
(ηTn+s)s is the motion ofl independent particles according to (1), stopped at configuration dependent

α(x1, . . . , xl) = c +
l∑

i=1

κ(xi) if x = (x1, . . . , xl) with l � 1, α(∆) = c

where∆ denotes the void configuration. Thus
(i) in caseηTn �= ∆: with starting point(x1, . . . , xl) := ηTn , the l-particle motion after timeTn evolves as

(ξ1, . . . , ξ l) solution of

dξ i
s = b(ξ i

s )ds + σ(ξ i
s )dWi

s , 1 � i � l,

with independent Brownian motionsW1, . . . ,W l , and conditionally on evolution of(ξ1, . . . , ξ l) the
probability to haveTn+1 − Tn > v is exp{− ∫ v

0 ds α(ξ1
s , . . . , ξ l

s )}, 0< v < ∞;
(ii) in caseηTn = ∆: the trajectory(ηTn+s)s is the constant function∆, up to timeTn+1 − Tn which is an

independent exponential time with parameterc.
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(A2) At jump timesTn+1, n � 0: the transition fromηT −
n+1

to ηTn+1 is governed by a transition probabilityK(·, ·)
on the configuration spaceS (see (2) above): forx = (x1, . . . , xl) with l ∈ N0 (this meansx = ∆ if l = 0),
K(x, ·) is the law

K(x, ·) =
l∑

i=1

κ(xi)

α(x)

( ∑
k∈N0

pk(x
i)δ(Πl,i,k(x))

)
+ c

α(x)

∫
Rd

π(dv)δ(x1,...,xl ,v)

whereΠl,i,k(x) is the configuration(x1, . . . , xi−1, xi+1, . . . , xl, xi, . . . , xi︸ ︷︷ ︸
k times

) obtained fromx = (x1, . . . , xl)

by death of thei-th particle withk offspring at the death position.

In contrast to the construction in Löcherbach [14], we do not requirek �= 1 offspring in the reproduction laws
and we are not primarily interested in the construction ofη as canonical process on a canonical path space (w
jumps withk = 1 offspring may be unobservable, which is not convenient for purposes of statistical infer
also we do not rearrange the particles at random at every jump timeTn.

We wish to have simple conditions in terms ofb(·), σ(·), κ(·), (pk(·))k , π which imply the following properties
P1+ P2+ P3 of the processη:

P1: No accumulation of jumps in finite time intervals, thus in particularζ = +∞ a.s.
P2: Ergodicity, i.e. we wish the processη = (ηt )t�0 to be recurrent in the sense of Harris, admitting∆ as recurren

atom, and such that the invariant measurem onS

m(F) = E∆

( R∫
0

ds 1F (ηs)

)
, F ∈ B(S), (3)

is a finite measure. HereR := inf{Tn: n � 1, ηTn = ∆} is the time of first return to the void configuration∆.
We do not normalize the total mass ofm to 1.

P3: Finite invariant occupation measure: associating tom the measure

�m(A) =
∫
S

m(dx)x(A) = E∆

( R∫
0

ds ηs(A)

)
, A ∈ B(Rd), (4)

we wish to have

�m(Rd) =
∫
S

m(dx)l(x) < ∞.

We call �m the invariant occupation measure, or the intensity ofm, sometimes also invariant measure onR
d .

We shall give – under additional assumptions on the quantities determining the process (see Assump
and 1.3 below) – a simple necessary and sufficient condition for properties P1+ P2+ P3. Under this condition
we shall derive simple closed form expressions for the measure�m on R

d and – under stronger conditions – for
Lebesgue density (whenever this density exists).

In the context of statistical inference, where an ergodic branching diffusion with immigration is observe
a long time interval, with drift, branching rates etc. either depending on an unknown parameter, or belon
certain function classes, we need to be able
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(i) to check properties P1+ P2+ P3 for the model in question, and
(ii) to know invariant occupation measures and densities explicitly.

Among conditions needed for local asymptotic normality (LAN) in branching diffusion with immigration, se
Cam and Yang [13] or Ibragimov and Has’minskii [8] for a general statistical background, the essential co
is integrability of certain information functionals with respect to the invariant measure, see Löcherbach
nonparametric problems where e.g. the branching rate is considered as an unknown function to be estim
by kernel estimates, nonparametric rates of convergence depend on smoothness classes for the invariant
density, similar to the classical iid density estimation problem, see Höpfner, Hoffmann and Löcherbach [6]

In dimensiond = 1, local time and Tanaka’s formula can be used to get an invariant occupation dens
this requires moment conditions with respect to the invariant occupation measure. There is no analogu
approach in higher dimensions. In arbitrary dimensiond � 1, once the invariant occupation measure is identi
as a certain resolvant related to the one-particle motion, results from Malliavin calculus can be used to
C∞-smoothness of the invariant occupation density, see Cattiaux [2]. This approach needs strong conditio
and diffusion coefficient of (1) areC∞

b , and the mass reduction rate isC∞
b and bounded away from 0). It can b

extended to particle processes with interaction, see Löcherbach [16]. However, conditions of typeC∞
b are restrictive

and sometimes undesirable; already the simplest models – e.g., constant mass reduction rate and particl
on Ornstein–Uhlenbeck paths – are ruled out.

The aim of this note is to give a self-contained investigation of ergodicity of branching diffusions with imm
tion, and of invariant occupation measure and density, in an arbitrary dimensiond � 1 under minimal conditions
(Theorems 1.6 and 1.7, Theorem 3.5 and Lemma 3.6); the result underC∞

b -conditions appears in Theorem 3
The results are stated in Sections 1 and 3, the proofs are collected in Sections 2 and 4.

1. Ergodicity with finite invariant occupation measure

We specify the assumptions which we impose on the quantities determining the process(ηt )t . Write
Ck

(b)(R
p,R

q) for the space ofCk-functions R
p → R

q for which all partial derivatives of orders 1, . . . , k are

bounded.Ck
b then denotes the subspace of bounded functions inCk

(b)
, andCb is C0

b ; subscriptK denotes compac
support.

All proofs for the results stated in Section 1 will be given in Section 2.

1.1. Assumptions.

(a) Drift and diffusion coefficient of the diffusionξ in (1): we assume thatb :Rd → R
d andσ :Rd → R

d×m are
globally Lipschitz continuous, and writea := σσ	.

(b) Branching rate:κ ∈ Cb(R
d ,R) is strictly positive, and

∞∫
0

ds κ(ξs) = ∞ a.s.

for every choice of a starting pointv ∈ R
d for the diffusion (1).

(c) Reproduction laws: withM1(N0) denoting the space of all probability measures onN0 andp = (pk(·))k , the
mappingp :Rd → M1(N0) is continuous with

ρ ∈ Cb(R
d ,R), ρ(v) :=

∞∑
k=0

kpk(v), v ∈ R
d .
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1.2. Remarks.Note that we do not assume that the functionρ(·) is [0,1)-valued.
The mass reduction (or augmentation) rate[κ(1− ρ)](·) is by 1.1 a bounded function onRd . Note also that we

did not make any assumption on the immigration law: withM1(Rd) the space of all probability measures onR
d ,

we allow for anyπ ∈M1(Rd).
We may haveb = 0 orσ = 0 on certain subsets ofR

d .

1.3. Assumption(‘Spatial subcriticality’). Write T for the killing time of a particle travelling on the path ofξ

under position-dependent killing at rateκ(·) (T is a.s. finite by 1.1(b)). We assume that in the class of all ker
H(·, ·) on (Rd ,B(Rd)), there is a finite kernel solving

H(v,f ) = Ev

( T∫
0

f (ξs)ds + ρ(ξT )H(ξT , f )

)
, f ∈ Cb(R

d ,R
+), v ∈ R

d . (5)

In our note, ‘kernel’ is understood as in Revuz [17, Definition I.1.1] except that we always haveH(v,A) ∈
[0,∞] for all v ∈ R

d , A ∈ B(Rd). A finite kernel hasH(v,R
d) < ∞, v ∈ R

d .

1.4. Lemma.Write for shortγ := [κ(1− ρ)] which is inCb(R
d ,R).

(a) Under1.1, theγ -resolvent kernel of the diffusionξ

γ R(v,f ) := Ev

( ∞∫
0

dt f (ξt )e− ∫ t
0 ds γ (ξs )

)
, f ∈ Cb(R

d,R
+), v ∈ R

d

is the(unique) minimal solution to(5).
(b) Under1.1, Assumption1.3 (spatial subcriticality) is equivalent to the following condition(6):

Ev

( ∞∫
0

dt e− ∫ t
0 ds γ (ξs )

)
< ∞ for all v ∈ R

d . (6)

1.5. Remarks.

(a) We shall see in 2.1 and 2.2 below that Assumption 1.3 is indeed a proper ‘spatial’ analogue of the c
subcriticality of continuous-time branching processes without immigration.

(b) In view of 1.4(b), an obvious sufficient condition for spatial subcriticality 1.3 is

inf
v∈Rd

[
κ(1− ρ)

]
(v) > 0. (7)

(c) From (6) we see that 1.3 is not satisfied ifκ andρ are spatially constant, andρ � 1: in this case, the minima
solution of (5) is the trivial oneH(v,A) ≡ +∞.

1.6. Theorem.Assume1.1and1.3.

(a) For immigration lawsπ ∈ M1(Rd) satisfying

πγ R is a finite measure onRd (8)

the branching diffusion with immigrationη has the propertiesP1+ P2+ P3.
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(b) Under (8), the invariant intensity measure�m of (4) is given by

�m(A) = CπγR(A), A ∈ B(Rd) (9)

with constantC defined ascE∆(R), cf. (3).
(c) The branching diffusion with immigrationη has the propertiesP1+ P2+ P3 for arbitrary choice of an immi-

gration lawπ ∈M1(Rd) if and only if the total mass of the resolvant

v −→ γ R(v,R
d) = Ev

( ∞∫
0

dt e− ∫ t
0 ds γ (ξs )

)

(cf. (6)) is a bounded function onRd .

1.7. Theorem.Assume1.1and1.3, and letσ(·) be bounded onRd . Consider an immigration lawπ such that(8)
holds. Then the invariant occupation measure�m is such that

Af ∈ L1(�m) for all f ∈ C2
b := C2

b(Rd ,R),

and �m is a solution to

�m(Af − γf ) = −Cπ(f ), f ∈ C2
b , (10)

whereA is the Markov generator of the diffusionξ of (1).

We mention some examples illustrating that the invariant occupation measure in Theorem 1.6, even u
strong ergodicity condition in 1.6(c), will be in general quite far from the usual picture of ‘nice’ invariant laws
invariant distributions of one-dimensional ergodic diffusions). The problem of a density for the invariant occu
measure will be considered further in Section 3.

1.8. Examples.Take constant mass reduction rateγ (·) ≡ γ > 0 on R
d . By 1.6(c), we have P1+ P2+ P3 for

arbitrary choice of an immigration lawπ . Consider the invariant occupation measure�m = CπγR, and writeλ for
the Lebesgue measure onR

d .
Under the conditions which we have made up to now,
(a) �m cannot be expected to beλ-absolutely continuous: 1.1 and 1.3 allow for non-empty interiorU of

{v ∈ R
d : b(v) = 0, σ (v) = 0}; with choiceπ := δa for somea ∈ U , we obtainπγR = 1

γ
δa .

(b) If a density d�m/dλ exists, it cannot be expected to be continuous onR
d : Takeξ in (1) asd-dimensional

standard Brownian motion, taked � 3. ThenγR(v, du) has Lebesgue density

u →
∞∫

0

dt e−γ t (2πt)−
d
2 e− 1

2 (u−v)	 1
t
(u−v) (11)

which is smooth onRd \ {v}, and has a singularity atu = v (this is the prototype example for general diffusio
with a(·) = (σσ	)(·) nondegenerate, see Cattiaux [2, Proposition (1.37)]).

(i) The function in (11) is – up to the constantC – the density d�m/dλ in caseπ := δv , v ∈ R
d .

(ii) Defining π as image of the one-dimensional standard normal lawN (0,1) under the mappingR 
 y →
(y, . . . , y) =: v ∈ R

d (hence the immigration measureπ on (Rd ,B(Rd)) is concentrated on the diagonal inR
d ),

one has from (11) an explicit expression for the Lebesgue density ofπγR. It is easy to see that this density tak
the value+∞ at every pointu belonging to the diagonal inRd , and is smooth outside the diagonal.
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We start with the proof of Lemma 1.4.

2.1. Proof of Lemma 1.4.Assume 1.1, writeC+
K := CK(Rd ,R

+), andγ := [κ(1− ρ)]. We have to prove that th
γ -resolvent kernel for the diffusionξ of (1)

γR(v,f ) := Ev

( ∞∫
0

dt f (ξt )e− ∫ t
0 ds γ (ξs )

)
, f ∈ C+

K, v ∈ R
d

on (Rd,B(Rd)) (in general notσ -finite, under 1.1 alone) always solves the problem (5)

H(v,f ) = Ev

( T∫
0

f (ξs)ds + ρ(ξT )H(ξT , f )

)
, f ∈ C+

K, v ∈ R
d,

and is in fact the minimal solution of (5).
Thus we prove assertion (a) of Lemma 1.4; (b) is an immediate consequence.
1. The total expected occupation time of the diffusionξ starting atv and killed at rateκ(·) is

κU(v,A) := Ev

( ∞∫
0

dt 1A(ξt )e− ∫ t
0 ds κ(ξs )

)
� ∞, A ∈ B(Rd). (12)

Note that by Assumption 1.1(b), for all choices of a starting pointv ∈ R
d , the diffusionξ killed at rateκ(·) has a.s.

a strictly positive and finite lifetime (which obviously does not imply that the expectation in (12) is finite). M
plying both sides of (12) withκ(·) as a density for the second argument, we write[κUκ](v,dv′) := κU(v,dv′)κ(v′);
then[κUκ](·, ·) is the transition probability

[κUκ](v,A) = Ev

( ∞∫
0

dt 1A(ξt )κ(ξt )e− ∫ t
0 ds κ(ξs )

)

on (Rd,B(Rd)) which selects the killing position of the particle to be killed at rateκ(·) on the path ofξ . Write T

for this killing time. Then forf,g ∈ C+
K

Ev

([
1

κ
f

]
(ξT )

)
= κU(v,f ) = Ev

( T∫
0

dt f (ξt )

)
so the problem (5) takes the form

H(v,f ) = κU(v,f ) +
∫
Rd

[κUκ](v, dv′)ρ(v′)H(v′, f ), f ∈ C+
K, v ∈ R

d (13)

or multiplied withκ(·) as density relative to the second argument

[Hκ](v, f ) = [κUκ](v, f ) +
∫
Rd

[κUκ](v,dv′)ρ(v′)[Hκ](v′, f ), f ∈ C+
K, v ∈ R

d . (14)

2. We discuss the class of all solutions[Hκ] to (14). Iterating (14), we get for everyN fixed

[Hκ] =
(

N∑([κUκ]ρ)n

)
[κUκ] + ([κUκ]ρ)N+1[Hκ]. (15)
n=0
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Note that the second term on the r.h.s of (15) is necessarily decreasing inN (the first term of the r.h.s. is increasin
in N and the l.h.s. does not depend onN ), for argumentsv ∈ R

d , f ∈ C+
K, so all solutions to (14) are of the form

[Hκ] =
( ∞∑

n=0

([κUκ]ρ)n

)
[κUκ] + J, J := lim

N→∞
([κUκ]ρ)N+1[Hκ] (16)

whereJ (·, ·) by (14) is a solution to

J (v,f ) � 0, J (v, f ) = Ev

(
ρ(ξT )J (ξT , f )

)
, v ∈ R

d, f ∈ C+
K. (17)

Note that[Hκ](v, f ) ≡ ∞ is always a solution to (14), so we may haveJ (v,f ) ≡ ∞.
We shall prove in step 3 below that( ∞∑

n=0

([κUκ]ρ)n

)
[κUκ] (18)

equals (without conditions other that 1.1) the resolvent kernelγR(·, ·) multiplied withκ as a density for the secon
argument. Hence (18) is always a kernel. Since the kernel (18) solves (14), it is by (16)+ (17) the minimal solution
of (14).

HenceγR(·, ·) is the (unique) minimal solution to (13), i.e. to (5).
3. We calculate the kernel in (18). First, we express[κUκ](·, ·) in terms of the law of some diffusioñξ observed

after an independent exponential time. WriteA for the strictly increasing additive functionalAt := ∫ t

0 κ(ξs)ds of ξ ,
andτ for its inverse:

τr = inf{t : At > r}, τ (dr) = 1

κ(ξτr )
dr.

By 1.1(b), this is a.s. a time change[0,∞) ↔ [0,∞), for every choice of the starting pointv. Then the time
changed diffusion

ξ̃r := ξτr , r � 0,

satisfies the equation

dξ̃r = b̃(ξ̃r )dr + σ̃ (ξ̃r )dW̃r , b̃ = b

κ
, σ̃ = σ√

κ
, (19)

and we have forf ∈ CK

[κUκ](v, f ) = Ev

( ∞∫
0

dt f (ξt )κ(ξt )e− ∫ t
0 ds κ(ξs )

)
= Ev

( ∞∫
0

τ(dr)f (ξτr )κ(ξτr )e−r

)

= Ev

( ∞∫
0

dr e−rf (ξ̃r )

)
= R̃(v, f )

whereR̃ = ∫ ∞
0 dt e−t P̃t is the resolvent kernel for the diffusioñξ . Since[κUκ] = R̃, Eq. (14) takes the form

[Hκ](v, f ) = Ev

(
f (ξ̃S1) + ρ(ξ̃S1)[Hκ](ξ̃S1, f )

)
whereS1 is an exponentially distributed time with parameter 1, independent of the diffusionξ̃ . Preparing indepen
dent exponential waiting times

S1, S2 − S1, . . . , Sn − Sn−1, . . .
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independent of̃ξ , the kernel (18) is (with
∏0

i=1 defined as 1)

(v, f ) −→ Ev

( ∞∑
n=1

(
ρ(ξ̃S1) · · ·ρ(ξ̃Sn−1)

)
f (ξ̃Sn)

)
. (20)

Sinceρ(·) :Rd → [0,∞) is bounded onRd by 1.1, the r.h.s of (20) can be transformed exactly as in Höpfner
Löcherbach [5, proof of (5.29), p. 59] into

Ev

( ∞∫
0

dt f (ξ̃t )e− ∫ t
0 ds (1−ρ)(ξ̃s )

)
. (21)

Changing time back according to step 3, this is equal to

Ev

( ∞∫
0

dt κ(ξt )f (ξt )e− ∫ t
0 ds [κ(1−ρ)](ξs )

)
= [γRκ](v, f ). (22)

By (18)+ (20)+ (22), we have proved the assertions at the end of step 2.
This concludes the proof of Lemma 1.3.�
We will use the notationφ to denote subprocesses of the full processη called ‘subfamilies’: with a particle living

at a certain time these subprocesses contain the full direct descendance of this particle, and there is no imm
By the independence assumptions characterizing branching diffusions, the subfamilies are again strongly
and are branching diffusions without immigration.

They take the value∆ once the last member of the subfamily has died; we writeRφ (which may take the
value+∞) for the extinction time (that is, the first return to∆) of the subprocessφ.

Subprocessesφ might have an accumulation of jumps in finite time, and thus finite lifetimeζφ (in the sense o
explosion time): we defineφ := ∆ on [ζφ,∞[.

With these conventions, fors � 0 andv ∈ R
d , φ(s,v) = (φ

(s,v)
t )t�s is the subfamily of descendants of a parti

which was inv at time s. If (T I
j , ζ I

j )j denotes the point process of immigration times/positions in the bra
ing diffusion with immigration(ηt )0�t<ζ , with immigration times arranged in increasing order, the descend

stemming from thej -th immigrant isφ(T I
j ,ζ I

j ).

2.2. Proposition.Under1.1, total expected occupation times for subprocessesφ(0,v)

V (v,A) := E

( ∞∫
0

dt φ
(0,v)
t (A)

)
, A ∈ B(Rd), v ∈ R

d

(all integrals under the expectation sign are well defined sinceφ ≡ ∆ on [ζφ,∞[, and take values in[0,∞]) are
given by the minimal solution to(5) as specified in Lemma1.4

V (v,A) = γR(v,A) = Ev

( ∞∫
0

dt 1A(ξt )e− ∫ t
0 ds [κ(1−ρ)](ξs )

)
.

Proof. Write φ(0,v);N for the subprocess ofφ(0,v) from which all particles belonging to generations later th
N are removed. Here a particle is said to be of generationj if it was generated by branching of a particle
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generationj − 1. By the strong Markov property appliedN times (i.e. conditioning successively with respect
the first branching event), we have

E

( ∞∫
0

dt φ
(0,v);N
t (A)

)
=

(
N−1∑
n=0

([κUκ]ρ)n

)
κU(v,A)

with all notations as in 2.1, and monotone convergence asN → ∞, along with the proof of Lemma 1.4, conclud
the proof. �
2.3. Proposition.Under1.1and1.3, subprocessesφ := φ(0,v), with v ∈ R

d arbitrary, have

(a) a.s. only finitely many jumps in finite time intervals, thus in particularζφ = +∞ a.s.;
(b) finite expected first return time to∆: E(Rφ) < ∞.

Proof. By 2.2 together with Assumption 1.3 and Lemma 1.4, we have forφ := φ(0,v)

E(Rφ ∧ ζφ) � E

( Rφ∧ζφ∫
0

ds φs(R
d)

)
= γR(v,R

d) < ∞.

In particular, trajectories of the process

A
φ
t :=

t∫
0

ds φs(R
d) =

Rφ∧ζφ∧t∫
0

ds φs(R
d), t � 0,

are continuous on[0,∞[, strictly increasing before timeRφ ∧ ζφ , and have(Aφ)Rφ∧ζφ < ∞ a.s. By 1.1 the
branching rateκ(·) is continuous and bounded onR

d . Hence all trajectories of

B
φ
t :=

t∫
0

ds φs(κ) =
Rφ∧ζφ∧t∫

0

ds φs(κ), t � 0, (23)

are continuous on[0,∞[, strictly increasing before timeRφ ∧ ζφ , and have(Bφ)Rφ∧ζφ < ∞ a.s. ButBφ is the

compensator of the processNφ = (N
φ
t )t counting jump events inφ up to timet . So the path properties ofBφ

imply that a.s.Nφ can have at most finitely many jumps over finite time intervals. So there is no accumula
jumps inφ, i.e.ζφ = ∞ a.s.

Thus we have proved thatE(Rφ) < ∞, whereRφ is the first passage to∆ which occurs after at most finitel
many jumps in the trajectory ofφ. �
2.4. Proposition.Assume1.1 and 1.3. For immigration lawsπ ∈ M1(Rd) satisfying(8), the branching diffusion
with immigrationη has the propertyP1.

Proof. Decompose the processη into subprocessesφ(0,xi ), 1� i � l, wherex = (x1, . . . , xl) is the initial config-

uration, andφ(T I
j ,ζ I

j ) stemming from thej -th immigration,j � 1.
Proposition 2.3 applied to everyφ(0,xi ) shows that the descendance of the initial configurationx = (x1, . . . , xl)

will be extinct in finite time a.s., without accumulation of jumps in finite time intervals.
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Proposition 2.3 plus condition (8)

πγR(A) = Eπ

( ∞∫
0

dt 1A(ξt )e− ∫ t
0 ds [κ(1−ρ)](ξs )

)
= E

( ∞∫
0

dt φ
(T I

j ,ζ I
j )

t (A)

)
, A ∈ B(Rd),

shows that the same assertion holds for every subprocessφ
(T I

j ,ζ I
j ).

The point process(T I
j , ζ I

j )j�1 is a Poisson point process with intensityc ds π(dv) on (0,∞) × R
d . Hence

for immigration lawsπ satisfying (8), the branching diffusionη has a.s. no accumulation of jumps in finite tim
intervals. �
2.5. Proposition.Assume1.1 and 1.3. For immigration lawsπ ∈ M1(Rd) satisfying(8), the branching diffusion
with immigrationη has the propertyP2.

Proof. (1) We know from Proposition 2.3 that under 1.1 and 1.3 the descendance of particles belongin
arbitrary initial configurationx ∈ S will be extinct a.s. in finite time.

We shall prove thatE∆(Rη) < ∞, whereRη = R is the time of first return of a branching diffusion wi
immigrationη starting fromη0 = ∆, the void configuration, to∆.

Once this is proved, the measurem defined onS by (3) is necessarily a finite measure onS, and subsetsF ∈ B(S)

with m(F) > 0 will be visited infinitely often by the processη, under arbitrary choice of a starting configurati
x ∈ S. Henceη is recurrent in the sense of Harris; in view of the ratio limit theorem,m is the invariant measure ofη,
unique up to constant multiples, andη is recurrent positive. So property P2 will be a consequence ofE∆(Rη) < ∞.

In fact, it is sufficient to prove

Eπ(Rη) < ∞ (24)

sinceL(ηT1|η0 = ∆) is the immigration lawπ viewed as a law onS, and sinceE∆(T1) = 1
c
.

Our proof of (24) is similar to an argument given by Zubkov [19, Proof of Theorem 1’] for classical bran
processes with immigration. In the proof of (24), we assume throughout thatη starts at timet = 0 from the initial
law π .

(2) Distinguishing whether or not descendants of the initial populationη0 are still alive at timet , we write

Pπ(Rη > t) = Pπ(Rφ > t) + Pπ(Rφ � t,Rη > t) = Pπ(Rφ > t) + Pπ

(
T I

1 < Rφ � t,R(η
(T I

1 ,ζ I
1 )

) > t
)

because of

ηt = φt +
∞∑

j=1

1[T I
j ,∞[(t)φ

(T I
j ,ζ I

j )

t = φt + η
(T I

1 ,ζ I
1 )

t .

Conditioning with respect toFT I
1

we get

Pπ(Rη > t) = Pπ(Rφ > t) +
t∫

0

ds c e−csPπ (s < Rφ � t)Pπ (Rη > t−s)

� Pπ(Rφ > t) +
t∫

0

ds c e−csPπ (Rφ > s)Pπ(Rη > t−s).

Write H(ds) for the finite measure on(0,∞)

H(ds) := ds c e−csPπ (Rφ > s)
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t
with total massH((0,∞)) < 1 (compare with the exponential law with parameterc) and finite first momen∫ ∞
0 sH(ds) < ∞. Then the desired recursion is

Pπ(Rη > t) � Pπ(Rφ > t) +
t∫

0

H(ds)Pπ (Rη > t−s). (25)

If t tends to∞ in (25), we get with dominated convergence and 2.3(b)

Pπ(Rη = +∞) � H
(
(0,∞)

)
Pπ(Rη = +∞)

and thus

Rη < ∞ Pπ -a.s. (26)

(3) Now we can prove thatEπ(Rη) is indeed finite. By Proposition 2.3(b) and (26),

u := Lπ (Rη), v := Lπ (Rφ), h := H

H((0,∞))

are probability distributions on(0,∞) with Laplace transformsψu, ψv , ψh such that asλ ↓ 0

1− ψv(λ)

λ
=

∞∫
0

dt e−λtPπ (Rφ > t) ↑ Eπ(Rφ) < ∞,

1− ψh(λ)

λ
↑

∞∫
0

sh(ds) < ∞

whereas

ψu(λ) ↑ 1 asλ ↓ 0.

The inequality (25) now gives

1− ψu(λ)

λ
� 1− ψv(λ)

λ
+ H

(
(0,∞)

)1− ψu∗h(λ)

λ

whereψu∗h(λ) = ψu(λ)ψh(λ) = ψu(λ)(1− (1− ψh(λ))), and thus

lim
λ↓0

((
1− H

(
(0,∞)

))1− ψu(λ)

λ

)
� Eπ(Rφ) +

∞∫
0

sH(ds) < ∞.

Thus we have shown that

Eπ(Rη) = lim
λ↓0

1− ψu(λ)

λ
< ∞

which is (24), and the proof of Proposition 2.5 is complete.�
2.6. Proposition.Assume1.1 and 1.3. For immigration lawsπ ∈ M1(Rd) satisfying(8), the branching diffusion
with immigrationη has the propertyP3, and

�m(A) = CπγR(A) = CEπ

( ∞∫
0

dt 1A(ξt )e− ∫ t
0 ds [κ(1−ρ)](ξs )

)

with C = cE∆(R).
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Proof. Under 1.1 and 1.3, fixπ ∈ M1(Rd) such that (8) holds. By Proposition 2.5, the processη is ergodic with
invariant measurem given by (3), with total massm(S) = E∆(R). Let R = R1,R2, . . . . denote successive passa
times ofη to ∆. Let η start fromη0 = ∆ and consider the increasing process

At :=
t∫

0

ds ηs(R
d), t � 0.

By ergodicity, the ratio limit theorem for the additive functionalA gives

At

t
−→

∫
S
m(dx)l(x)∫
S
m(dx)1

� ∞ (27)

a.s. ast → ∞. CompareA to the process (which is not an additive functional ofη)

Bt :=
∞∑

j=1

1{T I
j <t}

DI
j∫

T I
j

ds φ
(T I

j ,ζ I
j )

s (Rd), DI
j := R(φ

(T I
j

,ζ I
j

)
)

whereDI
j is the death time ofφ(T I

j ,ζ I
j ). The variables

∫ DI
j

T I
j

ds φ
(T I

j ,ζ I
j )

s are i.i.d. and independent of the point proc

of immigration times. This point process of immigration times is Poisson with intensityc, so 2.2 and (8) togethe
with a classical law of large numbers gives

Bt

t
−→ c[πγR](Rd) < ∞ (28)

a.s. ast → ∞. SinceARj = BRj for all j where the sequenceRj is increasing to∞, comparison of (27) and (28
shows

�m(Rd) =
∫
S

m(dx)l(x) = cE∆(R)[π γR](Rd) < ∞

which is the property P3. Now repeating the same argument with a setA ∈ B(Rd) instead ofA = R
d identifies the

measure�m asCπγR. �
2.7. Proposition.Under 1.1, assume that the branching diffusionη has propertiesP1+ P2+ P3 for arbitrary
choice of an immigration lawπ ∈ M1(Rd).

Thenv → γR(v,R
d) is a bounded function.

Proof. (1) Repeating the argument in the proof of 2.6, we see that under P1+ P2+ P3, the invariant occupatio
measure�m is necessarily of formCπγR if π is the immigration law.

(2) Assuming only 1.1, consider the function

v → V (v) := γR(v,R
d) = Ev

( ∞∫
0

dt e− ∫ t
0 ds [κ(1−ρ)](ξs )

)
∈ [0,∞].

If �m(Rd) = Cπ(V ) is finite for arbitraryπ ∈ M1(Rd), thenV (·) is necessarily finite-valued (considerπ := δv ,
v ∈ R

d ). Also V (·) is necessarily bounded: if not, we could select a sequence of points(vn)n in R
d such that

n � V (vn) < n+1, and could consider a lawπ of typecst
∑

n
1
n2 δvn to obtain a contradiction. �

2.8. Proof of Theorem 1.6.Theorem 1.6 is proved by Propositions 2.4–2.7 together.�
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2.9. Proof of Theorem 1.7.We assume 1.1 and 1.3, takeσ(·) bounded, and fix an immigration lawπ such that
(8) holds. We shall show that the invariant occupation measure�m – explicitly known by Theorem 1.6 – satisfies

Af ∈ L1(�m), �m(Af − γf ) = −Cπ(f ), for all f ∈ C2
b(Rd ,R)

whereA is the Markov generator of the diffusionξ

Af (v) = 1

2

d∑
i,j=1

ai,j (v)
∂2f

∂vi∂vj

(v) +
d∑

i=1

bi(v)
∂f

∂vi

(v). (29)

1. For functionsf ∈ Cb := Cb(R
d ,R) and forx ∈ S write f̄ (x) := x(f ), i.e.

f̄ (x) =
l∑

i=1

f (xi) if x = (x1, . . . , xl) with l � 1, andf̄ (∆) = 0.

Under our assumptions, the invariant occupation measure�m is explicitly known by theorem 1.6 and is a fini
measure, so we havem(f̄ ) = �m(f ) < ∞ for all f ∈ Cb.
2. Considerf ∈ C2. The Ito (or Dynkin) formula forη – obtained from Ito’s formula for(f̄ (ηt ))t between succes
sive jump times, and compensating the jumps – is

f̄ (ηt ) − f̄ (η0) =
t∫

0

Lf̄ (ηs)ds + Nc
t + Nd

t , f ∈ C2, (30)

whereL is the infinitesimal generator ofη

Lf̄ (x) =
l(x)∑
i=1

(
Af (xi) − [

κ(1− ρ)
]
(xi)f (xi)

) + cπ(f )

= (Af − γf )(x) + cπ(f ),

whereNc is a continuous locally square integrable local martingale with angle bracket

〈Nc〉t =
t∫

0

∇	f · a · ∇f (ηs)ds,

and whereNd is the purely discontinuous local martingale

Nd
t =

∞∑
n=1

1{Tn�t}
(
f̄ (ηTn) − f̄ (ηT −

n
)
) −

(
cπ(f )t +

t∫
0

[
κ(ρ − 1)f

]
(ηs)ds

)
.

3. Consider the branching diffusionη with immigration lawπ as a stationary process, i.e. takeL(η0) = 1
E∆(R)

m.

Consider functionsf ∈ C2
b .

Since[κ(1 − ρ)] andσ are bounded and since�m(g) < ∞ for boundedg, the local martingalesNc andNd of
step 2 are now martingales.

Then (30) forf ∈ C2
b shows

Lf̄ ∈ L1(m), 0= m(Lf̄ ), for all f ∈ C2
b

which gives

Af ∈ L1(�m), �m(Af − γf ) = −Cπ(f ), for all f ∈ C2
b

with C = cE∆(Rη). We have proved that the invariant occupation measure�m solves (10). �
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3. Invariant occupation density

This section deals with existence and properties of a density for the invariant occupation measure of S
The results stated in Subsections 3.1 and 3.2 will be proved in Section 4.

3.1. Probabilistic approach

We will need resolvents for the diffusionξ of (1) and for an associated diffusionξ← introduced in (31) below –
in case wherea = σσ	 is spatially constant,ξ← is the processξ run backwards in time – with appropriate ‘killin
rates’. We will also need solutions of SDE’s (1) and (31) in form of a stochastic flow ofC2-diffeomorphisms, see
Kunita [11, Corollary 4.6.5].

We have to strengthen the Assumptions 1.1 and 1.3 used in Section 1.

3.1. Assumption.We have 1.1 together with

σ ∈ C4
b(Rd,R

d×m), b ∈ C3
(b)(R

d ,R
d), γ ∈ C2

b(Rd ,R).

3.2. Assumption.The function in (6)

v −→ γR(v,R
d) = Ev

( ∞∫
0

dt e− ∫ t
0 ds γ (ξs )

)

is bounded onRd .

Hence by Theorem 1.6, the branching diffusion with immigrationη has properties P1+ P2+ P3 for arbitrary
choice of an immigration lawπ ∈ M1(Rd).

Under 3.1, we introduce a diffusionξ← associated to (1), with driftb← ∈ C3
(b):

dξ←
t = b←(ξ←

t )dt + σ(ξ←
t )dW̃t , b←

i (v) := −bi(v) +
d∑

k=1

∂ai,k

∂vk

(v), 1� i � d. (31)

We define a ‘killing rate’γ ← ∈ C2
b (this is abuse of language;γ ← may take negative values)

γ ←(v) := γ (v) +
d∑

i=1

∂bi

∂vi

(v) − 1

2

d∑
i,k=1

∂2ai,k

∂vi∂vk

(v) (32)

for ξ← in order to consider the resolventγ ←
R←: for f � 0 measurable andv ∈ R

d

(γ
←
R←f )(v) = Ev

( ∞∫
0

dt f (ξ←
t )e− ∫ t

0 ds γ ←(ξ←
s )

)
∈ [0,∞]. (33)

Note thatγ
←
R← is the adjoint resolvent toγR.

3.3. Remark.(a) Writeξ←← for the diffusionξ run backwards in time: thenξ←← has driftb←← with components

b←←
i (v) := −bi(v) +

m∑ d∑
σk,l(v)

∂σi,l

∂vk

(v), 1� i � d,
l=1 k=1



1040 R. Höpfner, E. Löcherbach / Ann. I. H. Poincaré – PR 41 (2005) 1025–1047

novich
00–101].

ple, let

e

than
s,
see e.g. Kunita [11, pp. 131–135]. This is seen from the Stratonovich form of SDE (1) where the Strato
integral is symmetric with respect to passage to the backwards diffusion, see Ikeda and Watanabe [9, pp. 1

In the special case of spatially constantσ , b←← andb← coincide.
(b) Under 3.1 and 3.2, the resolvent kernel (33) cannot yet be expected to be a finite kernel. As an examξ

in (1) be an ergodic Ornstein–Uhlenbeck process dξt = −ϑξt dt + dWt , ϑ > 0, with spatially constant killing rate
γ > 0. Thenξ← in (31) is a transient Ornstein–Uhlenbeck process, andγ ← = γ − ϑ defined in (32) is negativ
for ϑ > γ .

3.4. Assumption.The function

v −→ γ ←
R←(v,R

d) = Ev

( ∞∫
0

dt e− ∫ t
0 ds γ ←(ξ←

s )

)

is bounded onRd .

3.5. Theorem.Assume3.1, 3.2, 3.4, and define

G := {
g ∈ C2

b : g ∈ L1(λ) andγ ←
R←g ∈ L1(λ)

}
. (34)

If the branching diffusion with immigrationη has immigration lawπ ∈M1(Rd) satisfying

π(dv) := g(v)dv whereg belongs to classG,

then the invariant occupation measure�m = CπγR in 1.6 is Lebesgue absolutely continuous. The density is

d�m
dλ

= Cγ ←
R←g

which is bounded onRd .

There are two simple conditions leading to continuous Lebesgue densitiesd�m
dλ on R

d :

3.6. Lemma.Assume3.1, 3.2, 3.4.

(a) If 3.2 is strengthened to

inf
v∈Rd

γ (v) > 0

then

g nonnegative and inC2
b ∩ L1(λ) impliesγ ←

R←g ∈ L1(λ).

(b) If 3.4 is strengthened to

inf
v∈Rd

γ ←(v) > 0

then

g ∈ C2
b impliesγ ←

R←g ∈ C0
b .

The following example illustrates why in 3.5+3.6 – under the conditions made so far – we obtain not more
continuity for the invariant occupation densityd�m

dλ . In a completely ‘smooth’ framework with stronger condition
better results (see Subsection 3.2) are available.
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3.7. Example.We continue the one-dimensional example of 3.3(b): Consider an Ornstein–Uhlenbeck p
ξ = (ξt )t�0

dξt = −ϑξt dt + dWt

with parameterϑ ∈ R, and fix some spatially constant killing rateγ > 0.
Thenξ← of (31) is Ornstein–Uhlenbeck of parameter−ϑ , which is as in 3.3(a) the diffusionξ running back-

wards in time; the stochastic flow corresponding toξ← is

ψ←(t, v) = eϑtv + eϑt

t∫
0

e−ϑs dW̃s, t � 0, v ∈ R,

where ∂
∂v

ψ←(t, v) = eϑt is independent ofv, and ∂2

∂v2 ψ←(t, v) = 0.
The resolvent defined in (32)+ (33) is

γ ←
R←g(v) = E

( ∞∫
0

dt g
(
ψ←(t, v)

)
e−γ ←t

)
, γ ← = γ − ϑ. (35)

All assumptions of 3.5+ 3.6 are satisfied providedγ > ϑ ; in this case, with choiceg = dπ
dλ ∈ C2

b , we have from
3.5+ 3.6 a continuous invariant occupation densityd�m

dλ given by (35) multiplied with the constantC.
(i) Consider the caseϑ � 0 whereξ← is recurrent (positive or null).

Sinceγ − (k + 1)ϑ is strictly positive for allk ∈ N0, resolvents (35) with arbitraryg ∈ Cm
b belong toCm

b ; the
k-th derivatives are

(γ
←
R←g)(k)(v) = E

( ∞∫
0

dt g(k)
(
ψ←(t, v)

)
e−[γ−(k+1)ϑ]t

)
, 1� k � m. (36)

(ii) Consider the caseϑ ∈ (0, γ ) whereξ← is transient.
For givenk, γ − (k + 1)ϑ in (36) is positive only forϑ sufficiently small, so resolvents (35) with arbitra

g ∈ Cm
b will in general only have the property

γ ←
R←g ∈ Cm∧k

b on the intervalϑ ∈
[

γ

k + 2
,

γ

k + 1

)
, k ∈ N0.

In particular, forγ
2 � ϑ < γ , this is continuity ofγ

←
R←g as stated in 3.6(b).

(iii) In caseϑ � γ , Assumption 3.4 is violated.�
3.2. Analytic approach

A smooth Lebesgue density can be obtained for the invariant occupation measure�m = CπγR in Theorem 1.6 if
we assume bounded smooth coefficients

σ(·) ∈ C∞
b (Rd ,R

d×m), b(·) ∈ C∞
b (Rd ,R

d), γ (·) ∈ C∞
b (Rd ,R) (37)

together with uniform ellipticity

inf
v∈Rd

inf
β∈Rd , |β|=1

β	a(v)β > 0 (a = σσ	) (38)

for the one-particle motion (1) and the mass reduction rateγ . Note that the pair of conditions (37)+ (38) for ξ and
γ implies the corresponding pair of conditions for the associatedξ← andγ ← defined in (31) and (32), and vic
versa.
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For the diffusionξ of (1), the uniform ellipticity condition (38) can be replaced by the uniform general
mander condition, introduced by Hörmander [7], see Williams [18], Kusuoka and Stroock [12] and Cattia
there is someN such that

inf
v∈Rd

inf
β∈Rd , |β|=1

∑
V ∈VN(v)

(β	V )2 > 0 (39)

where the setVN(v) consists ofV 0, V 1, . . . , V m together with all Lie brackets ofV 0, V 1, . . . , V m up to orderN
where

V j is thej -th column inσ(v), 1 � j � m,

and whereV 0 is the drift atv of Eq. (1) rewritten in Stratonovich form:

V 0
i = bi(v) − 1

2

m∑
l=1

d∑
j=1

σj,l(v)
∂σi,l

∂vj

(v), 1� i � d. (40)

Here the Lie bracket[V, Ṽ ] has components

[V, Ṽ ]i =
d∑

j=1

(
Vj

∂Ṽi

∂vj

− Ṽj

∂Vi

∂vj

)
, 1� i � d,

and the order of an iterated Lie bracket is the maximal degree of partial derivatives appearing in it.
We need conditions which are symmetric inξ , γ and the associatedξ←, γ ←. The uniform general Hörmande

condition forξ← is the condition (39) with driftb(·) in (40) replaced byb←(·). So we strengthen Assumption 3.

3.8. Assumption.We have 1.1 together with the bounded smoothness condition (37), and the uniform g
Hörmander condition holds for bothξ andξ←.

The following theorem is then a corollary to results given in Cattiaux [2, Proposition 2.19, Remarques 2

3.9. Theorem.Assume3.8, 3.2, 3.4.
Consider an immigration lawπ ∈M1(Rd) with C∞

b -densityg = dπ
dλ . Theng belongs to classG defined in(34),

and the Lebesgue density of�m = CπγR in 3.5 is smooth:

d�m
dλ

= Cγ ←
R←g ∈ C∞.

If g = dπ
dλ is in S , then�m has finite moments of arbitrary order.

HereS is the Schwartz space of all functions inh ∈ C∞(Rd,R) such that for arbitraryN

sup
v∈Rd ,(i1,...,ip)∈{1,...,d}p,p�N

(
1+ |v|)N

∣∣∣∣ ∂p

∂vi1
. . . ∂vip

h(v)

∣∣∣∣ < ∞,

see Edwards [4].
By Theorem 3.9, we have – under the strong set of Assumptions 3.8, in particular (37), on the diffusive m

ξ andξ←, and under weak assumptions on the branching mechanism, expressing only that ’killing ratesγ and
γ ← have to satisfy 3.2+ 3.4 – very satisfactory information on the invariant occupation measure whenev
immigration density is inC∞

b .
The result in the ‘smooth’ context here relies on a strong duality, see Theorem 4.5, (49)+ (51), and Remark 4.7

below. For immigration densities in classS , this duality would have allowed to deduce the desired smooth de
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d�m
dλ = Cγ ←

R← dπ
dλ for the invariant occupation measure directly from Theorem 1.6. This duality is not availa

theC2-context of Theorem 3.5 and Lemma 3.6.
We note that from a modelling point of view, or from the point of view of statistical inference, the s

assumptions needed for Theorem 3.9 – like (37) contained in 3.8 – are problematic; they rule out some sim
natural models like the Ornstein–Uhlenbeck Example 3.7.

4. Proofs for Section 3

We start with a careful look at the class of solutions to Eq. (10) under the stronger conditions of Theor
We write for shortγA for the mappingf → Af − γf in (10).

4.1. Proposition.Assume3.1and3.2. Then for arbitrary immigration lawπ ∈M1(Rd), the invariant occupation
measure�m = CπγR is the unique solution to Eq.(10)

m̃(γAf ) = −Cπ(f ), f ∈ C2
b ,

in the class of all finite measures̃m on R
d .

Proof. 1. Let (γP t )t�0 denote the semigroup corresponding toξ andγ :

γP t (v, f ) := Ev

(
f (ξt )e− ∫ t

0 ds γ (ξs )
)
, v ∈ R

d, f nonnegative and measurable. (41)

Sinceγ = [κ(1 − ρ)] is bounded, everyγP t (·, ·) is a finite kernel on(Rd ,B(Rd)). The resolvent kernel for th
semigroup (41) appeared in Lemma 1.4.

2. 3.1 guarantees (a weaker variant of 3.1 would be enough here) that the diffusionξ of (1) can be constructe
as a stochastic flow ofC2-diffeomorphisms, see Kunita [11, Theorem 4.6.5, and pp. 72–73, 79–80, 85].
(ψ(t, v))t�0,v∈Rd for this flow. As in Kunita [10, pp. 210–223], there areLp-bounds – uniformly inv ∈ K , 0 �
t � T – for partial derivatives∂

∂vi
ψ(t, v) or ∂2

∂vi∂vj
ψ(t, v), for arbitraryp > 2, and these bounds are of exponen

type inT (see also Cattiaux [2, Théorème (1.1)]). Usingγ ∈ C2
b by Assumption 3.1, and uniform integrability o

spatial derivatives in (41), we get

γP tf ∈ C2
b for all f ∈ C2

b and all 0� t < ∞.

(This argument cannot be extended to the resolvantγRf , due to the exponential structure inT of the bounds
mentioned above.)

3. Under 3.1, we consider test functionsf ∈ C∞
K . ThenγAf ∈ C2

K, and from (41) and Ito formula

∂

∂t

γP tf (v) = γP t (Af − γf )(v) = γP t
γAf (v). (42)

HenceγA is the infinitesimal generator of the semigroup (41), thus

γP t
γAf = γAγP tf, f ∈ C∞

K , (43)

and thus

γP T f (v) − f (v) =
T∫

dt γAγP tf (v), f ∈ C∞
K . (44)
0
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f

For f ∈ C∞
K , the functionsγP tf andγAγP tf are inC2

b , by (43). Hence we have for a finite measurem̃ satisfying
(10)

m̃(f ) − m̃(γP T f ) = Cπ

( T∫
0

dt γP tf

)
, f ∈ C∞

K .

The resolventγRf = ∫ ∞
0 dt γP tf is a bounded function, by Assumption 3.2. Taking averages1

T ′
∫ T ′

0 dT . . . in the
last equation, we deduce asT ′ → ∞

m̃ = CπγR.

This proves Proposition 4.1.�
The key point for the results in Subsection 3.1 is the following lemma with formula (49) in its proof.

4.2. Lemma.Assume3.1, 3.2and3.4. Then we have

(γ
←
R←g, γAf ) = −(g, f ), g ∈ C2

b ∩ L1(λ), f ∈ C2
b , (45)

with (·, ·) denoting the scalar product inL2(λ).

Proof. 1. Consider the semigroup associated to (31)+ (32)

(γ
←
P ←

t )(v, f ) := Ev

(
f (ξ←

t )e− ∫ t
0 ds γ ←(ξ←

s )
)
, v ∈ R

d, f � 0 measurable. (46

In virtue of the strong Assumptions in 3.1, all assertions in steps 2, 3 of the proof of 4.1 concerning(γP t )t have
exact analogues in terms of(γ

←
P ←

t )t : we haveb← ∈ C3
(b), σ ∈ C4

b , and haveξ← in form of a stochastic flow o

C2-diffeomorphisms. We haveγ ← ∈ C2
b , so (46) is a finite kernel fort fixed, and we haveγ

←
P ←

t f ∈ C2
b for f ∈ C2

b .
As in the proof of 4.1, we see that the generator of the semigroup (46) is

γ ←
A←f (v) := 1

2

d∑
i,j=1

ai,j (v)
∂2f

∂vi∂vj

(v) +
d∑

i=1

b←
i (v)

∂f

∂vi

(v) − γ ←(v)f (v). (47)

2. WriteA∗ for the adjoint of the Markov generatorA of ξ in (29), see Williams [18] or Bass [1]:

A∗f (v) = 1

2

d∑
i,k=1

∂2(ai,kf )

∂vi∂vk

(v) −
d∑

i=1

∂(bif )

∂vi

(v), f ∈ C2, v ∈ R
d . (48)

Then we can combine (31)+ (32)+ (48) to

A∗f (v) = 1

2

d∑
i,j=1

ai,j (v)
∂2f

∂vi∂vj

(v) +
d∑

i=1

b←
i (v)

∂f

∂vi

(v) − (γ ← − γ )(v)f (v)

which gives

γ ←
A←f = (A∗f − γf ), f ∈ C2. (49)

3. For every pair of functions̃g ∈ C2, h ∈ C2
K (thus we haveγAh ∈ C0

K), we deduce from (49)

(γ
←
A←g̃, h) = (A∗g̃, h) − (γ g̃, h) = (g̃,Ah) − (g̃, γ h) = (g̃, γAh).

Starting from a functiong ∈ C2, we haveg̃ := γ ←
P ←

s g ∈ C2 and thus
b b
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s – we
(
∂

∂s

γ ←
P ←

s g,h

)
= (γ

←
A←γ ←

P ←
s g,h) = (γ

←
P ←

s g, γAh)

hence forg ∈ C2
b , h ∈ C2

K, and 0< T < ∞
T∫

0

ds (γ
←
P ←

s g, γAh) = (γ
←
P ←

T g,h) − (g,h).

Now γ ←
R←(·,R

d) = ∫ ∞
0 dt γ ←

P ←
t (·,R

d) is a bounded function by Assumption 3.4, and(·, h) and(·, γAh) are

finite (signed) measures, forh ∈ C2
K. Taking averages1

T ′
∫ T ′

0 dT . . . over the terms in the last equality, we get
T ′ → ∞

(γ
←
R←g, γAh) = −(g,h), g ∈ C2

b , h ∈ C2
K. (50)

5. Now consider in (50) functionsg ∈ C2
b which in addition belong toL1(λ). Then (50) can be extended fro

functionsh ∈ C2
K to functionsh ∈ C2

b . We have proved (45). �
From Lemma 4.2, we deduce Theorem 3.5 and Lemma 3.6.

4.3. Proof of Theorem 3.5.Under Assumptions 3.1, 3.2, 3.4, consider an immigration measureπ having Lebesgue
densityg in classG. Define

m̃(dv) := C(γ
←
R←g)(v)dv, g = dπ

dλ
.

Then the functionγ
←
R←g is nonnegative, and inL1(λ) by definition of the classG in (34). Hencẽm is a finite

measure onRd . Lemma 4.2 shows that̃m is a solution to Eq. (10):

m̃(γAf ) = C(γ
←
R←g, γAf ) = −C(g,f ) = −Cπ(f ), f ∈ C2

b .

By Proposition 4.1, there is only one solution to (10) in the class of all finite measures. From 1.6+1.7, the invariant
occupation measure�m = CπγR solves (10), hencẽm equals�m .

By Assumption 3.4, the Lebesgue density ofm̃ = �m is a bounded function onRd . �
4.4. Proof of Lemma 3.6.Under Assumptions 3.1, 3.2, 3.4, we apply Lemma 4.2 tog ∈ C2

b ∩ L1(λ) nonnegative
and to the constant functionf = 1: then(g, f ) is nonnegative and finite, and

(g,1) = (γ
←
R←g,−γA1) = (γ

←
R←g,γ ) � inf

v∈Rd
γ (v)

∫
Rd

dv γ ←
R←g(v).

If γ (·) is bounded away from 0 onRd , assertion (a) of Lemma 3.6 follows.
If γ ←(·) is bounded away from 0 onRd , then we have dominated convergence in

v −→ γ ←
R←g (v) = Ev

( ∞∫
0

dt g(ξ←
t )e− ∫ t

0 ds γ ←(ξ←
s )

)
, g ∈ C2

b ,

(ξ← is a stochastic flow ofC2-diffeomorphisms), thusγ
←
R←g is continuous: this is (b). �

Now all results in Subsection 3.1 are proved. We turn to the results of Subsection 3.2. In order to pro
orem 3.9, we quote an analytical result from Cattiaux [2] which – thanks to symmetry of our assumption
apply to bothξ , γ andξ←, γ ←.
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4.5. Theorem(Cattiaux [2, Proposition 2.19, Remarques 2.21]). Assume3.8, 3.2, 3.4.

(a) One hasγ
←
R←g ∈ C∞ ∩ S ′ andγRg ∈ C∞ ∩ S ′ for g ∈ C∞ ∩ S ′.

(b) For everyh ∈ C∞ ∩ S ′, there is a uniquef ∈ C∞ ∩ S ′ such thath = γ ←
A←f .

(c) For everyh ∈ C∞ ∩ S ′, there is a uniquef ∈ C∞ ∩ S ′ such thath = γAf .
(d) For everyg ∈ C∞ ∩ S ′, we haveγ

←
A←(γ

←
R←g) = γ ←

R←(γ
←
A←g) = −g.

(e) For everyf ∈ C∞ ∩ S ′, we haveγA(γRf ) = γR(γAf ) = −f .

HereS ′ is the topological dual of the Schwartz spaceS in 3.9.

4.6. Proof of Theorem 3.9.Assume 3.8, 3.2, 3.4.
1. Applying 4.5(c) to the constant functionh = 1, there is a unique solutionf ∈ C∞ ∩ S ′ to the equation

γAf = 1. By 4.5(e), this solution is the functionf = −γR1 = −γR(·,R
d) which (up to the sign) has been cons

ered in Assumption 3.2 (and in Lemma 1.4). In virtue of this assumption,f is bounded and nonpositive.
2. Consider an immigration densityg = dπ

dλ in C∞
b . For the functionf considered in (1),−(g, f ) is nonnegative

and finite. Applying 4.5(d), 4.5(a) and (49), we get

−(g, f ) = (
γ ←

A←(γ
←
R←g), f

) = (γ
←
R←g, γAf ) = (γ

←
R←g,1).

This shows that theC∞-functionγ ←
R←g is in L1(λ).

We have proved that every immigration densityg ∈ C∞
b belongs to classG considered in Theorem 3.5. Hen

by 3.5 combined with 4.5(a), the invariant occupation measure�m = CπγR is Lebesgue-absolutely continuous w
C∞-densityCγ ←

R←g. This is the first assertion of 3.9.
3. Assume that the immigration densityg = dπ

dλ is in the Schwartz spaceS . For everyh ∈ C∞ ∩ S ′, we have
γRh ∈ C∞ ∩ S ′ andγ ←

R←g ∈ C∞ ∩ S ′ by 4.5(a), and(g, γRh) is well defined and finite. Hence (49) combin
with 4.5(d) gives the duality

(g, γRh) = −(
γ ←

A←(γ
←
R←g), γRh

) = (
γ ←

R←g,−γA(γRh)
) = (γ

←
R←g,h). (51)

In particular, polynomialsh on R
d of arbitrary degree are elements ofC∞ ∩ S ′, so (51) shows that

∫
Rd �m(dv)h(v)

is finite. This is the second assertion of Theorem 3.9.�
4.7. Remark.(a) Assume 3.8, 3.2, 3.4, consider immigration densities in the Schwartz spaceS .

By Theorem 1.6, the invariant occupation measure is given by

h → �m(h) = CπγRh = C(g, γRh), h ∈ C∞ ∩ S ′.

Then (49) combined with Theorem 4.5 yield the strong duality appearing in (51)

(γR)∗ = γ ←
R←

which identifies the Lebesgue densityd�m
dλ as

d�m
dλ

= Cγ ←
R←g.

Hence Theorem 4.5 and (49)+ (51) allow to pass directly from Theorem 1.6 to Theorem 3.8.
(b) This direct approach is not possible in theC2-setting of Subsection 3.1:
in theC2 context of 3.5+ 3.6, or of 4.1–4.4,γ

←
R←g or γRh are in general not inC2, and there is no analogu

of 4.5(b)–(e) forC2-functionsg, h.
(c) The strong assumptions needed for (a) – like (37) contained in 3.8 – are not always desirable from a m

point of view, or from the point of view of statistical inference: they exclude some simple and important m
e.g. the Ornstein–Uhlenbeck Example 3.7.
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