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Abstract

The existence of solutions undergoing multiple spatial transitions between isolated periodic solutions is studied for a class of 
systems of semilinear elliptic partial differential equations. A key tool is a new result on the possible behavior of the set of single 
transition solutions.
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1. Introduction

In a recent paper, [1], the family of elliptic systems

(PDE) −�u + Fu(x, u) = 0, x ∈R
n,

was studied, where F satisfies

(F1) F ∈ C2(Rn/Zn ×R
m/Zm, R), i.e. F is 1-periodic in xi , uj for 1 ≤ i ≤ n, and 1 ≤ j ≤ m.

Here Fu denotes the gradient of F with respect to the u variables: ( ∂F
∂uj

). It was shown in [1] that (PDE) possesses 

a set of solutions, M0, that are 1-periodic in x1, · · · , xn, and minimize the functional
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J0(u) =
∫
Tn

(
1

2
|∇u|2 + F(x,u)

)
dx

over E0 = (W 1,2(Tn))m. Note that if u ∈M0, so is u + j for any j ∈ Z
m. Under the further assumptions that

(N0) M0/Z
m is finite,

and

(F2) F is even in x1, · · · , xn, i.e. F is spatially reversible,

it was also shown in [1] that for any v ∈M0, there is a w ∈ M0 \{v} and a solution of (PDE), U ∈ C2(R ×T
n−1, Rm), 

such that U is heteroclinic in x1 from v to w. More generally, there is a solution of (PDE) that is heteroclinic in xi

from v to w and is periodic in the remaining variables for each i, 1 ≤ i ≤ n. This result is obtained by minimizing a 
so-called renormalized functional associated with (PDE) that will be introduced in Section 2. The corresponding set 
of minimizing heteroclinics will be denoted by M1(v, w).

In this paper, we are interested in the existence of more complex homoclinic and heteroclinic solutions of (PDE) 
that are obtained using the calculus of variations to “glue” together basic heteroclinics obtained in [1]. The simplest 
example is a 2-transition solution in C2(R × T

n−1, Rm) that is homoclinic in x1 to v and is also near w, i.e. in the 
language of dynamical systems, shadows w on a region of the form [p, q] × T

n−1. Similarly one can seek solutions 
of (PDE) that undergo k ∈ N or even infinitely many transitions in the x1 direction between v and w. After some 
preliminaries in Section 2, such results will be obtained in Section 3. Then in Section 4, the more general question 
of whether there exist solutions of (PDE) on R × T

n−1 that are heteroclinic between a given pair v �= w ∈ M0 will 
be studied. In [1], it was shown that for such a pair, v, w there exists a heteroclinic chain (in x1) of solutions joining 
v and w and possessing certain minimality properties that will be described later. A heteroclinic q-chain of solutions 
is a collection of q + 1 members of M0: v0 = v, · · · , vq = w and solutions U1, · · · , Uq of (PDE) such that Ui is 
heteroclinic (in x1) from vi−1 to vi , for 1 ≤ i ≤ q . In Section 4, it will be proved that there are actual solutions of 
(PDE) heteroclinic in x1 from v to w that shadow the intermediate periodics, vi , 1 ≤ i ≤ q − 1.

When m = 1, (PDE) becomes a single equation. For that case in [16], Moser began a study of a much more 
general class of equations than (PDE). He was interested in developing a version of Aubry–Mather Theory for partial 
differential equations. He treated the quasilinear partial differential equation arising formally as the Euler equation of 
the functional∫

Rn

F(x,u,Du)dx

where F(x, z, p) is 1-periodic in the components, xi of x and in z, is convex in p, and satisfies the sort of growth 
and coercivity conditions needed for the weak solution of the Euler equation to be a classical solution. In the spirit of 
Aubry–Mather Theory, Moser established various qualitative properties for a family of solutions he called (i) minimal 
and (ii) without self-intersection. In particular he proved that there is an ordered family of periodic solutions that 
satisfies (i) and (ii). For the same setting, Bangert [17] used Moser’s results as a tool to help find several other classes 
of solutions of (PDE) satisfying (i) and (ii), such as heteroclinics between periodics, and heteroclinics in x2 between 
simpler heteroclinics in x1. Specializing to the simplest class of equations with the same essential properties as the 
family treated by Moser, in [18], Rabinowitz and Stredulinsky studied the Lagrangian corresponding to (PDE):

F(x, z,p) = 1

2
|∇p|2 + F(x, z),

where F satisfies (F1) with m = 1. They first showed Bangert’s heteroclinic solutions could be obtained by minimiza-
tion arguments. This minimization characterization and variational gluing arguments were then employed to construct 
various kinds of homoclinic and heteroclinic solutions of (PDE) as local minima of a renormalized functional associ-
ated with the equation. Other extensions of Moser’s work have been carried out in [19–23].

To see the new difficulties encountered when dealing with systems, recall that when m = 1, the set M0 of minimiz-
ing period solutions of (PDE) is ordered. Moreover whenever there is a gap pair, v, w ∈ M0, i.e. v < w and there are 
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no other members of M0 between v and w, the set, M1(v, w), of minimizing heteroclinics from v to w (and likewise 
M1(w, v)) is also ordered. The presence of these gap pairs of periodics and heteroclinics plays a key role in con-
structing multi-transition solutions of (PDE) when m = 1. Moreover (F2) need not be required for this case. The order 
structure of minimizers is a consequence of the Maximum Principle which is no longer available when m > 1. There-
fore in the present context, a replacement is needed for some of the properties that working with gap pairs provides.

Towards that end, some of the ideas developed to study multi-transition solutions for Hamiltonian systems (see 
e.g. [2–15]) will be employed. When n = 1 and m > 1, (PDE) reduces to the Hamiltonian system:

(HS) −u′′ + Fu(t, u) = 0.

Here we have written t for x1 and F now represents the potential energy of the system. The existence of multi-
transition solutions to (HS) has been studied in [8,11–13]. Already for this simpler setting, a hypothesis like the 
reversibility condition, (F2), seems to be needed to get the simplest heteroclinic solutions. Multi-transition solutions 
for (HS) were studied in [12] with the aid of what might be called the All or Nothing Lemma – see Lemma 2.12 
of [12] – which characterized in a sense how degenerate M1(v, w) could be in that setting. It enabled the construction 
of multi-transition solutions of the associated Hamiltonian system via a minimization argument involving functions 
satisfying certain pointwise constraints. Fortunately we are able to extend the lemma to the setting of (PDE), see 
Proposition 2.43 below. However the use of pointwise constraints as in [12] does not seem to be a good tool for n > 1. 
Nevertheless in conjunction with Proposition 2.43, we are able to extend the ideas of [12] to a W 1,2 setting leading in 
part to the results obtained here.

To be more precise, let v, w ∈ M0 and suppose that M1(v, w) consists of minimal one transition heteroclinics. 
Consider the set

S(v,w) = {
U |[0,1]×Tn−1

∣∣ U ∈M1(v,w)
}
.

Then as Proposition 2.32 shows, S̄(v, w) is compact in (W 1,2([0, 1] ×T
n−1))m. Letting Cv(v, w) and Cw(v, w) denote 

the components of S̄(v, w) to which, respectively, v and w belong, Proposition 2.43 tells us either

i) Cv(v,w) = Cw(v,w) or ii) Cv(v,w) = {v} and Cw(v,w) = {w}.
This is the result which for the current setting, we call the All or Nothing Lemma: Either the components to which 
v and w belong in S̄(v, w) coincide or they reduce to the singletons {v} and {w}. In the first case, the set M1(v, w)

contains a continuum of solutions which, when restricted to [0, 1] ×T
n−1 via S(v, w), accumulate at both v and w. 

Note that case i) obtains when F does not depend on the x1 variable. It is instructive to view the use of gap pairs 
when m = 1 in the light of the All or Nothing alternative. Indeed, for m = 1, a stronger alternative occurs: either the 
graphs of the functions in M1(v, w) form a foliation of {(x, y) ∈ R

n+1 | x ∈ R
n, v(x) ≤ y ≤ w(x)} or there is a gap 

pair of heteroclinic solutions between v and w. In the first case M1(v, w) is a continuum connecting v and w in 
W 1,2([0, 1] ×T

n−1) while, the presence of a gap pair is equivalent to the case ii) of the All or Nothing Lemma.
When ii) of Proposition 2.43 holds, S̄(v, w) can be written as the disjoint union of two compact sets, one contain-

ing v and the other w, and they are used in the constrained minimization procedures to find multi-transition solutions 
of (PDE). No ordering structure is needed. Of course if ii) fails, (PDE) has a continuum of heteroclinic solutions 
joining v and w. Thus in either event, (PDE) has infinitely many heteroclinic or multi-transition solutions. Of course 
this is trivial when F is independent of x, but not so otherwise.

To conclude this section, consider the Allen–Cahn model equation

(AC) −�u + a(x)G′(u) = 0, x ∈R
n,

where G(u) = u2(1 − u)2 or a similar double well potential and a(x) is continuous, positive, and 1-periodic in the 
components of x. (AC) involves a rather different nonlinearity than that of (PDE). Such equations arise as models of 
phase transitions. As was shown e.g. in [18], the Maximum Principle can be used to reduce the study of the existence 
of solutions of (AC) lying between 0 and 1 to that of (PDE). There have been many papers which study (AC) or related 
models directly, mainly for n = 2, and prove the existence of multi-transition solutions. See e.g. [23–30]. Finally there 
is a series of papers on autonomous Allen Cahn systems [31–41] where related discreteness or finiteness assumptions 
(modulo translations) on the set of minimal heteroclinics are used to produce different classes of entire solutions.
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2. Some preliminaries

In this section, several preliminaries that are needed to prove the existence of multi-transition solutions of (PDE) 
will be given. For convenience, we also state some results that were established in [1].

Let Tn =R
n/Zn and set L(u) = 1

2 |∇u|2 + F(x, u). Define

J0(u) =
∫
Tn

L(u)dx

and

c0 = inf
u∈E0

J0(u),

where E0 = (W 1,2(Tn))m. Set Tp = [p, p +1] ×T
n−1 for p ∈ Z. For A ⊂ E0 and ρ > 0, let Nρ(A) denote a ρ neigh-

borhood of A in whatever topology is being put on A. E.g. for A ⊂ E0,

Nρ(A) =
{
u ∈ E0

∣∣ inf
v∈A

‖u − v‖E0 ≤ ρ
}
.

Then it was shown in [1]:

Proposition 2.1. If F satisfies (F1), then

M0 = {
u ∈ E0

∣∣ J0(u) = c0
} �= ∅.

Setting

M̂0 = {
u ∈M0

∣∣ [u] ∈ [0,1]m} (
[u] =

∫
[0,1]n

u(x) dx

)
,

then:

i) M̂0 is compact in E0.
ii) If (uk) ⊂ E0, [uk] ∈ [0, 1]m, and J0(uk) → c0 as k → ∞, then there is a u ∈ M̂0 such that uk → u in E0 along 

a subsequence as k → ∞.
iii) For any ρ > 0 there exists a β(ρ) > 0 such that if u ∈ (W 1,2(T0))

m \ Nρ(M0), then J0(u) − c0 ≥ β(ρ).

If (F ) also satisfies (F2), then

c0 = inf
u∈(W 1,2([0,1]n))m

J0(u)

and any u ∈M0 is symmetric in xi about xi = 0 and about xi = 1/2 for any i ∈ {1, . . . , n}.

Let k ∈N
n and set

W 1,2(k ·Tn
)m ≡ {

u ∈ W
1,2
loc

(
R

n,Rm
) ∣∣ u is k1-periodic in x1, · · · , kn-periodic in xn

}
.

For u ∈ (W 1,2(k ·Tn))m, set

Ik(u) =
k1∫

0

· · ·
kn∫

0

L(u)dx

and define

c0(k) = inf
u∈(W 1,2(k·Tn))m

Ik(u).

Then from [1], we have
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Proposition 2.2. If (F1)–(F2) hold, then for each k ∈ N
n, c0(k) = (Πn

1 ki)c0 and if M0(k) is the corresponding set of 
minimizers of Ik , then M0(k) = M0.

Remark 2.3. In Section 3, the following estimate will be needed. Take k = (2, 1, · · · , 1) ≡ k0. Then the proof of iii) 
of Proposition 2.1 shows for any ρ > 0, there is a β2 = β2(ρ) > 0 such that if u ∈ (W 1,2(T0 ∪ T1))

m \ {Nρ(M0(k0))}, 
then ∫

T0∪T1

L(u)dx − 2c0 ≥ β2(ρ)

Propositions 2.1 and 2.2 allow one to study solutions of (PDE) that are heteroclinic between members of M0. 
Henceforth it is convenient to assume

(N0) M0/Z
m is a finite set.

Condition (N0) can be considerably weakened, see e.g. [13], but only at the expense of additional technicalities. By 
Proposition 2.1 and (N0),

5r0 ≡ inf
u �=v∈M0

‖v − u‖(W 1,2(T0))
m > 0. (2.4)

Set

E1 = W
1,2
loc

(
R×T

n−1)m

with associated norm

‖u‖2
E1

=
∫

R×Tn−1

|∇u|2 dx +
∫
T0

u2 dx.

Now, for u ∈ E1 and p ∈ Z, define

J1,p(u) =
∫
Tp

L(u)dx − c0

and observe that by Proposition 2.1, J1,p(u) ≥ 0 for any u ∈ E1 and p ∈ Z. Finally define the renormalized func-
tional

J1(u) =
∑
p∈Z

J1,p(u), u ∈ E1.

A useful property of this functional is – see [1]:

Proposition 2.5. If J1(u) < ∞, there exist functions, v± ∈M0, such that∥∥u − v±∥∥
(W 1,2(Tp))m

→ 0 as p → ±∞.

Heteroclinic solutions of (PDE) can now be obtained by minimizing J1 on appropriate classes of sets. Choose 
v ∈M0 and set

Γ (v) = {
u ∈ E1

∣∣ ‖u − v‖(L2(Ti ))
m → 0, i → −∞; ∥∥u −M0 \ {v}∥∥

(L2(Ti ))
m → 0, i → ∞}

.

Define

c1(v) = inf
u∈Γ (v)

J1(u). (2.6)

Then from [1], we have:
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Theorem 2.7. Suppose F satisfies (F1)–(F2), (N0) holds, and v ∈M0. Then

M1(v) ≡ {
u ∈ Γ (v)

∣∣ J1(u) = c1(v)
} �= ∅

and there is a w ∈ M0 \ {v} such that as p → ∞, ‖U − w‖C2(Tp,Rm) → 0. Moreover any U ∈ M1(v) is a classical 
solution of (PDE) and is even in x2, · · · , xn.

Remark 2.8. An important ingredient of the proof is a ‘Palais–Smale’ type property for J1 on Γ (v): any minimizing 
sequence for (2.6) is bounded in E1, i.e. for each 0 < l ∈ R, is bounded in W 1,2([−l, l] × T

n−1)m, and with an 
appropriate normalization possesses a subsequence that converges in W 1,2([−l, l] ×T

n−1)m.

Let w ∈ M0 \ {v}, set

Γ1(v,w) = {
u ∈ E1

∣∣ ‖u − v‖(L2(Ti ))
m → 0, i → −∞; ‖u − w‖(L2(Ti ))

m → 0, i → ∞}
,

and define

C1(v,w) = inf
u∈Γ1(v,w)

J1(u). (2.9)

Let

M1(v,w) = {
u ∈ Γ1(v,w)

∣∣ J1(u) = C1(v,w)
}
.

It is possible that M1(v, w) = ∅, i.e. C1(v, w) may not be achieved, but as was shown in [1], there is a heteroclinic 
chain of solutions of (PDE) corresponding to C1(v, w). More precisely, by a heteroclinic chain of solutions of (PDE) 
joining v and w, we mean there is a q ∈ N, functions vi ∈ M0, 0 ≤ i ≤ q , with v0 = v, vq = w and functions 
Ui ∈ M1(vi−1, vi), 1 ≤ i ≤ q . In [1], it was shown that:

Theorem 2.10. Let F satisfy (F1)–(F2) and (N0) hold. Then for any pair v, w ∈ M0 with v �= w, there exists a 
heteroclinic chain of solutions of (PDE) joining v and w with the property that

C1(v,w) = Σ
q

1 Ci(vi−1, vi) = Σ
q

1 J1(Ui). (2.11)

Remark 2.12. The chain need not be unique. Moreover it is possible that for some pair, vi−1 and vi , there is a further 
heteroclinic chain, u0 = vi−1, · · · , us = vi joining vi−1 and vi with

C1(vi−1, vi) = Σs
1Ci(ui−1, ui). (2.13)

Replacing the C1(vi−1, vi) term in (2.11) by the right hand side of (2.13) gives a new heteroclinic chain joining v
and w. We claim there is a constant, ω > 0 such that c1(v) > ω independently of v ∈ M0. If so, this replacement 
process can be repeated at most a finite number of times, arriving at a new heteroclinic chain joining v and w which 
cannot be further decomposed. We call such a chain a minimal heteroclinic chain. (This terminology was used in a 
slightly different way in [1].) To see the existence of ω, without loss of generality, it can be assumed that [v] ∈ [0, 1]m, 
i.e. v ∈ M̂0. But by (N0), the set of such functions v is finite. Thus ω = min{c1(v) | v ∈ M̂0}. Note that a minimal 
heteroclinic chain has the property that for any adjacent pair vi−1, vi in it, if z ∈ M0 \ {vi−1, vi} then

C1(vi−1, vi) < C1(vi−1, z) + C1(z, vi). (2.14)

These facts about heteroclinic chains will be useful later.

Next suppose that w is as given by Theorem 2.7. Then by that result, C1(v, w) = c1(v) and ∅ �= M1(v, w) ⊂
M1(v). With this choice of v and w, we will show in Section 3 that there are solutions of (PDE) that e.g. in the 
simplest case, are homoclinic in x1 to v and shadow members of M1(v, w) and M1(w, v). Such results were obtained 
in [18] when m = 1 using the fact that M0 is an ordered set. The ordering property for M0 is a consequence of the 
Maximum Principle. This important tool is no longer available when m > 1. However for n = 1, such homoclinic 
solutions were found in [12] with the aid of a closer study of M1(v, w). Fortunately some key arguments from [12]
extend to the current setting and will be exploited in what follows.

For i ∈ Z, set Xi = ⋃i+2
i−2 Tj .
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Proposition 2.15. Suppose v ∈ M0, w ∈ M0 \ {v}, and C1(v, w) satisfies (2.14). Then there is a constant, 
r1 = r1(v, w) such that whenever z ∈ M0 \ {v,w} and U ∈ M1(v, w),

‖z − U‖(W 1,2(T0))
m ≥ 5r1. (2.16)

Proof. If the result is false, for any ε > 0, there is a z ∈M0 and a Uz ∈ M1(v, w) such that

‖z − Uz‖(W 1,2(T0))
m < ε. (2.17)

Define g ∈ Γ1(v, z) and h ∈ Γ1(z, w) by

g =
⎧⎨
⎩

Uz, x1 ≤ 0,

x1z + (1 − x1)Uz, 0 ≤ x1 ≤ 1,

z, 1 ≤ x1

(2.18)

and

h =
⎧⎨
⎩

z, x1 ≤ 0,

x1Uz + (1 − x1)z, 0 ≤ x1 ≤ 1,

Uz, 1 ≤ x1.

(2.19)

Due to the continuity of J1,i(·), there is a κ(ε) → 0 as ε → 0 such that

J1,0(g), J1,0(h) ≤ κ(ε). (2.20)

But then by (2.20),

C1(v,w) = J1(Uz) ≥ J1(g) + J1(h) − 2κ(ε) ≥ C1(v, z) + C1(z,w) − 2κ(ε). (2.21)

Since ε is arbitrary, (2.21) is incompatible with (2.14) and the result follows. �
If v and w ∈ M0 and c1(v) = C1(v, w) or more generally if the heteroclinic chain of Theorem 2.10 consists of 

a single heteroclinic, then any U ∈ M1(v, w) is a classical solution of (PDE). Therefore for any α ∈ (0, 1), U ∈
C

2,α
loc (Rn, Rm). The next result provides a uniform bound on the members of M1(v, w).

Proposition 2.22. There is an M = M(α, v, w) such that for any U ∈M1(v, w), ‖U‖C2,α(Rn,Rm) ≤ M .

Proof. Since J1(U) = C1(v, w),

J1,i (U) =
∫
Ti

(
1

2
|∇U |2 + F(x,U) − c0

)
dx ≤ C1(v,w)

so for each i ∈ Z,∫
Ti

|∇U |2 dx ≤ 2
(
c0 + C1(v,w) + ‖F‖L∞(Rn+m,Rm)

) ≡ M1. (2.23)

Choose r1 as given by Proposition 2.15. Suppose

‖U |Ti
−M0‖(W 1,2(Ti ))

m < r1. (2.24)

This is the case for all large |i| so for such i,

‖U‖(W 1,2(Ti ))
m ≤ max

(‖v‖(W 1,2(T0))
m,‖w‖(W 1,2(T0))

m

) + r1 ≡ M2 (2.25)

Let l be the number of sets, Ti , such that

‖U |Ti
−M0‖(W 1,2(Ti ))

m ≥ r1. (2.26)

By iii) of Proposition 2.1,

lβ(r1) ≤ Σi∈ZJ1,i (U) = C1(v,w). (2.27)
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Let p be the smallest value of i ∈ Z for which (2.24) fails. Set x̂ = (x2, · · · , xn) ∈ T
n−1. For (s, x̂) ∈ Tp−1 and 

(σ, x̂) ∈ Tp ,

U(σ, x̂) = U(s, x̂) +
σ∫

s

Ux1(t, x̂) dt

so

∣∣U(σ, x̂)
∣∣2 ≤ 2

∣∣U(s, x̂)
∣∣2 + 4

p+1∫
p−1

∣∣Ux1(t, x̂)
∣∣2

dt. (2.28)

Integrating (2.28) over s, t , x̂ gives

‖U‖2
(L2(Tp))m

≤ 2‖U‖2
(L2(Tp−1))

m + 4‖Ux1‖2
(L2(Tp−1∪Tp))m

. (2.29)

Therefore by (2.23), (2.25) and (2.29),

‖U‖2
(W 1,2(Tp))m

≤ 2M2
2 + 6M1. (2.30)

Repeating the argument of (2.28)–(2.30) at most l − 1 times, we find there is an M3 = M3(l, M1, ‖v‖(W 1,2(T0))
m) such 

that for all i ∈ Z,

‖U‖(W 1,2(Ti ))
m ≤ M3. (2.31)

Then standard bootstrap arguments a la Moser – see e.g. [42] or [43] – yield the C2,α bounds for U . �
Next for v, w ∈ M0 with M1(v, w) consisting of minimal one transition heteroclinics, define

S(v,w) = {
U |T0

∣∣ U ∈M1(v,w)
}
.

We consider S(v, w) under the (W 1,2(T0))
m topology. It is clear that v, w ∈ S̄(v, w). The main properties of S(v, w)

that we require are:

Proposition 2.32.

i) S(v, w) is bounded in C2,α(T0, Rm).
ii) S̄(v, w) = S(v, w) ∪ {v} ∪ {w}.

iii) S̄(v, w) is a compact metric space (in ‖ · ‖(W 1,2(T0))
m ).

Proof. Proposition 2.22 implies i). For ii), let (uk) ⊂ S(v, w) with uk → u ∈ S̄(v, w) as k → ∞. Let Xi be as earlier. 
Since (uk) is in fact defined and, by i), bounded in C2,α(X0, Rm), it can be assumed that uk → u in C2(X0, Rm) as 
k → ∞. Suppose that u �≡ v or w. We claim u ∈ S(v, w) or more precisely, u = U |T0 for some U ∈ S(v, w). To see 
this, observe that uk = Uk|T0 , where Uk ∈ M1(v, w). Proposition 2.22 implies that there is a U ∈ C2(Rn, Rm) such 
that, along a subsequence, Uk → U in C2

loc(R
n, Rm) as k → ∞. Thus U is a solution of (PDE) and U |T0 = u �≡ v, w. 

We claim u /∈M0 \ {v,w}. To see this, let ε > 0. For large k, ‖Uk − u‖(W 1,2(X0))
m ≤ ε. Define fk ∈ Γ1(v, w) by

fk =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Uk, x1 ≤ −1,

(x1 + 1)u − x1Uk, −1 ≤ x1 ≤ 0,

u, 0 ≤ x1 ≤ 1,

(x1 − 1)Uk + (2 − x1)u, 1 ≤ x1 ≤ 2,

Uk, 2 ≤ x1.

(2.33)

Then

0 ≤ J1(fk) − J1(Uk) ≤ J1,−1(fk) + J1,1(fk) ≤ 2κ(ε) (2.34)

with κ(ε) as earlier. Further define functions gk ∈ Γ1(v, u) and hk ∈ Γ1(u, w) via
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gk =
{

fk, x1 ≤ 1,

u, x1 ≥ 1,
(2.35)

hk =
{

u, x1 ≤ 1,

fk, x1 ≥ 1.
(2.36)

By construction,

J1(fk) = J1(gk) + J1(hk). (2.37)

Then by (2.34) and (2.37),

C1(v,w) = J1(Uk) ≥ J1(fk) − 2κ(ε) ≥ C1(v,u) + C1(u,w) − 2κ(ε). (2.38)

Since ε is arbitrary,

C1(v,w) ≥ C1(v,u) + C1(u,w). (2.39)

But by (2.14), (2.39) is not possible. Consequently u /∈M0 \ {v,w} and J1,0(U) > 0.
Note that

Σ
p
−pJ1,i (U) ≤ lim inf

k→∞ Σ
p
−pJ1,i (Uk) ≤ lim inf

k→∞ J1(Uk) = C1(v,w).

Therefore J1(U) ≤ C1(v, w). By Proposition 2.5, there are functions, U± ∈ M0 such that as p → ±∞,
‖U − U±‖(W 1,2(Tp))m → 0. We will show U− = v and U+ = w. If so, U ∈ M1(v, w), u ∈ S(v, w) and ii) is proved. 
If U− �= v, let ε > 0. Then there is an i0 = i0(ε) ∈ −N such that ‖U − U−‖(W 1,2(Ti ))

m ≤ ε
10 for all i ≤ i0. Hence 

‖U − U−‖(W 1,2(Xi))
m ≤ ε

2 for i ≤ i0 − 2. Take i = i0 − 2. For large k = k(i), ‖Uk − U−‖(W 1,2(Xi))
m ≤ ε. Define 

fk ∈ Γ1(v, w) as in (2.33) with u replaced by U− and X0 by Xi . Then (2.34) remains unchanged. Now define func-
tions gk ∈ Γ1(v, U−) and hk ∈ Γ1(U−, w) by (2.35)–(2.36), and using (2.34) and (2.37) shows

C1(v,w) = J1(Uk) ≥ J1(fk) − 2κ(ε) ≥ C1(v,U−) + C1(U−,w) − 2κ(ε). (2.40)

Following (2.38)–(2.39), this leads to

C1(v,w) ≥ C1(v,U−) + C1(U−,w) (2.41)

which is only possible if U− = v or w. But U− = v has already been excluded, so U− = w. By (2.40) again,

C1(v,w) ≥ J1(fk) − 2κ(ε) ≥ C1(v,w) + J1,0(hk) − 2κ(ε). (2.42)

As k → ∞, J1,0(hk) → J1,0(u) > 0. Thus choosing ε so small that J1,0(u) > 2κ(ε) shows (2.42) is not possible for 
large k. Hence it must be the case that U− = v. A similar argument implies U+ = w and ii) is proved.

To obtain iii), suppose (uk) ⊂ S̄(v, w). Then as for ii), there is a z ∈ S̄(v, w) such that, along a subsequence, 
uk → z in (W 1,2(T0))

m. Hence S̄(v, w) is a compact metric space. �
To continue, let Cv(v, w) denote the component of S̄(v, w) to which v belongs and define Cw(v, w) similarly. Then 

we have:

Proposition 2.43. Either

i) Cv(v, w) = Cw(v, w) or
ii) Cv(v, w) = {v} (and Cw(v, w) = {w}).

If ii) holds, there exist nonempty disjoint compact sets, K−
v ≡ Kv(v, w), K−

w ≡ Kw(v, w) ⊂ S̄(v, w) such that

iii) v ∈ K−
v , w ∈ K−

w ,
iv) S̄(v, w) = K−

v ∪ K−
w ,

v) dist(K−
v , K−

w ) ≡ 5r2 > 0.
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Proof. To establish the first statement, suppose that i) and ii) fail to hold. Then {v} �= Cv(v, w) and Cv(v, w) is a 
connected set which does not meet w. For u ∈ S̄(v, w) and k ∈ N, set fk(u)(x) = u(x + ke1) where e1 is a unit 
vector in the x1 direction. Then fk : S̄(v, w) → S̄(v, w) and is continuous. Therefore fk(Cv(v, w)) is compact and 
connected with v ∈ fk(Cv(v, w)). Hence fk(Cv(v, w)) ⊂ Cv(v, w) for each k ∈N. But as k → ∞, fk(u) → w for each 
u ∈ S(v, w). Since w /∈ Cv(v, w), we have a contradiction.

Next suppose that ii) of the proposition holds. Since there does not exist a subcontinuum of S̄(v, w) that joins v
and w, by a standard separation theorem in point set topology, [44], there are nonempty disjoint compact sets, K−

v , 
K−

w that satisfy iii) and iv) and hence v). �
Remark 2.44. Note that i) of Proposition 2.43 occurs if e.g. F is independent of x1.

Remark 2.45. With v and w as above, since M1(w, v) also consists of minimal one transition heteroclinics, 
S(w, v) is well defined. Thus there is a version of Proposition 2.43 in this setting for, using the obvious notation, 
the sets Cv(w, v), Cw(w, v), K+

v ≡ Kv(w, v), K+
w ≡ Kw(w, v). Due to (F2), dist(K+

v , K+
w ) = 5r2. Note also that 

dist(Nr1(K
±
v ), Nr1(K

±
w )) ≥ r2.

For constructing multi-transition solutions of (PDE), the following technical result is needed. Set r = min(r0, r1, r2)

and define the set

Λ−(v,w) = {
u ∈ Γ1(v,w)

∣∣ ∥∥u − K−
v

∥∥
(W 1,2(T0))

m = r
}

and associated minimization value

d−(v,w) = inf
u∈Λ−(v,w)

J1(u). (2.46)

Then we have

Proposition 2.47. If S(v, w) satisfies ii) of Proposition 2.43, d−(v, w) > C1(v, w).

Proof. The argument of Theorem 3.4 in [1] – see also [18] – shows that a minimizing sequence for (2.46) has a 
subsequence converging in W 1.2

loc (Rn, Rm) to a V ∈ W
1,2
loc (Rn, Rm) with J1(V ) ≤ d−(v, w). Therefore V satisfies 

the constraint of Λ−(v, w). Moreover by Proposition 2.5, there are functions, V± ∈ M0 which are the limits in 
(W 1,2(T0))

m of V |Tp as p → ±∞. The argument in Proposition 2.32 involving U± shows V− = v and V+ = w. Hence 
V ∈ Λ−(v, w) and J1(V ) ≥ d−(v, w) so J1(V ) = d−(v, w). Since Λ−(v, w) ⊂ Γ1(v, w), C1(v, w) ≤ d−(v, w). 
If C1(v, w) = d−(v, w), V ∈ M1(v, w) and V |T0 ∈ S(v, w). In particular, either V |T0 ∈ K−

v or V |T0 ∈ K−
w . But 

due to the constraint, ‖V − K−
v ‖(W 1,2(T0))

m = r , and v) of Proposition 2.43, neither alternative is possible. Thus 
d−(v, w) > C1(v, w). �
Remark 2.48. By the same argument as that of the proof of Proposition 2.47, there is a version of that result with 
the constraint replaced by ‖u − K−

w ‖(W 1,2(T0))
m = r , the new set of functions being called Λ+(v, w) and d−(v, w)

replaced by d+(v, w). Setting d(v, w) = min(d−(v, w), d+(v, w)) and Λ(v, w) = Λ−(v, w) ∪ Λ+(v, w), we have

Corollary 2.49. If S(v, w) satisfies ii) of Proposition 2.43, d(v, w) > C1(v, w).

Remark 2.50. Likewise with the aid of Remark 2.45, there are variants of Proposition 2.47 and Corollary 2.49 for 
S(w, v) with the natural changes in notation: d±(w, v), etc.

3. The simplest multi-transition solutions

Let v ∈ M0 and let w ∈ M0 \ {v}. In this section, the existence of solutions of (PDE) that as a function of x1 go 
back and forth between v and w will be established. We begin with the simplest case of homoclinic solutions to v
that also shadow w on a region of the form [p, q] ×T

n−1. These solutions undergo two transitions. Then we consider 
solutions with any finite number of transitions. For both of these cases, the solutions will be found as local minima 
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of J1 on an appropriate class of functions. Lastly, by a limit process, solutions having an infinite number of transitions 
will be treated.

To formulate the variational problem for the simplest case, let m = (m1, · · · , m4) ∈ Z
4 and l ∈ N with m1 + 2l <

m2 − 2l < m2 + 2l < m3 − 2l < m3 + 2l < m4 − 2l. Let K±
v , K±

w be as in Proposition 2.43. Define

A2 =A2(m, l;v,w) = {
u ∈ E1

∣∣ u satisfies (3.1)
}

where

u(· + je1)|T0 ∈

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Nr(K
−
v ), j < m1 + l,

Nr(K
−
w ), m2 − l ≤ j < m2 + l,

Nr(w), m2 + 2l ≤ j < m3 − 2l,

Nr(K
+
w ), m3 − l ≤ j < m3 + l,

Nr(K
+
v ), m4 − l ≤ j.

(3.1)

The members of A2 are candidates for the type of 2-transition solutions that we seek. It is possible to remove the 
Nr(w) constraint at the expense of some additional work in the following existence result.

Define

b2 = b2(m, l;v,w) = inf
u∈A2

J1(u) (3.2)

and set

M(b2) = {
u ∈ A2

∣∣ J1(u) = b2
}
.

Then we have

Theorem 3.3. Suppose (F1)–(F2) and (N0) are satisfied. Let v and w ∈M0 with c1(v) = C1(v, w) and assume ii) of 
Proposition 2.43 holds for S(v, w) and S(w, v). There exists an m0 = m0(v, w) ∈ N for which whenever l ≥ m0 and 
mi+1 − mi − 6l ≥ m0 for i = 1, 2, 3, then M(b2) �= ∅. Moreover any U ∈M(b2) is a classical solution of (PDE).

Remark 3.4. Varying l and m in Theorem 3.3 shows that there are infinitely many such 2-transition homoclinic 
solutions of (PDE). These solutions shadow members of M1(v, w) and M1(w, v) in subregions of R × T n−1. The 
constant, m0, works equally well if the roles of v and w are reversed. Hence we also obtain a theorem giving solutions 
homoclinic to w.

Before proving Theorem 3.3, one final preliminary providing an upper bound for b2 is needed.

Lemma 3.5. There is a constant, M > 0 such that b2 ≤ M independently of l and m.

Proof. Take ū ∈ E1 such that

ū =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

v, x1 ≤ m1 + l,

(x1 − (m1 + l))w + (m1 + l + 1 − x1)v, m1 + l ≤ x1 ≤ m1 + l + 1,

w, m1 + l + 1 ≤ x1 ≤ m3 + l,

(x1 − (m3 + l))v + (m3 + l + 1 − x1)w, m3 + l ≤ x1 ≤ m3 + l + 1,

v, x1 ≥ m3 + l + 1.

(3.6)

Then ū ∈ A2 so

b2 ≤ J1(ū) ≡ M. �
Proof of Theorem 3.3. Let (uk) be a minimizing sequence for (3.2). Then by Lemma 3.5, J1(uk) ≤ M for all 
k ∈ N. As e.g. in Proposition 2.22, this shows that (uk) is bounded in E1. Hence there is a U ∈ E1 such that, 
along a subsequence, uk → U weakly in E1 and strongly in L2

loc(R
n, Rm). In fact as in the proof of Theorem 2.7, 

uk → U in E1. Therefore U ∈ A2, so J1(U) ≥ b2. But for any p ∈ N, Σp
−p, J1,i (U) ≤ lim infk→∞ J1,i (uk) ≤
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lim infk→∞ J1(uk) = b2. Thus letting p → ∞, it follows that J1(U) ≤ b2 and hence J1(U) = b2. By Proposition 2.5, 
there are functions, U±, such that ‖U − U±‖(W 1,2(Tp))m → 0 as p → ±∞. The form of the constraints in A2 implies 
U− = v and U+ = w.

It remains to show that U is a solution of (PDE). Standard arguments in elliptic regularity theory imply this is the 
case for the regions, Ti , where there are no constraints. The same arguments work for any Ti where there is strict 
inequality in the associated constraint. Thus due to the x1 asymptotics, there is a p0 ∈ N such that U is a solution for 
|x1| ≥ p0.

To show that U is a solution in the remaining regions, the characterization of U as a minimum in (3.2) and the 
freedom we have in the choice of the parameters m, l will be exploited. First we will show that for large l and each 
of the constraint regions aside from the middle one involving w directly, there is a region, Xi , where Xi is as in the 
proof of Proposition 2.32, such that U is very close to v or w in Xi . This information will then imply that U is near 
v or w in a much larger region. Then a comparison argument can be used to prove that there is strict inequality for all 
of the constraints of A2 and therefore U is globally a solution of (PDE).

To carry out this program, let ε ∈ (0, r). Further conditions will be imposed on ε in the course of the proof. The 
parameters l, m will depend on ε. Suppose that for every Xi ⊂ [m2 − l, m2 + l + 1] × T

n−1, there is some Tj ⊂ Xi , 
such that ‖U −M0‖W 1,2(Tj )m ≥ ε. Then by iii) of Proposition 2.1,

b2 = J1(U) ≥ (2l + 1)β(ε)/5 (3.7)

which is contrary to Lemma 3.5 for large l = l(ε). Thus there is some such Xi2 for which ‖U −M0‖W 1,2(Tj )m < ε for 
j ∈ [i2 − 2, i2 + 2] ∩Z. But by (3.1) and the choice of r , the only member of M0 for which this is possible is w.

Remark 3.8. The same argument gives an Xi3 ⊂ [m3 − l, m3 + l + 1] × T
n−1 with ‖U − w‖W 1,2(Tj )m < ε for j ∈

[i3 −2, i3 +2] ∩Z as well as Xi1 ⊂ [m1 − l, m1 + l +1] ×T
n−1 with ‖U −v‖W 1,2(Tj )m < ε for j ∈ [i1 −2, i1 +2] ∩Z

and Xi4 ⊂ [m4 − l, m4 + l + 1] ×T
n−1 with ‖U − v‖W 1,2(Tj )m < ε for j ∈ [i4 − 2, i4 + 2] ∩Z.

Next we will show that U is near w in Ti for i2 ≤ i ≤ i3. First suppose that there is a p ∈ [i2, i3] ∩ Z such that 
‖U −M0‖W 1,2(Tp)m ≥ r . Thus i2 + 2 ≤ p ≤ i3 − 2 and by Proposition 2.1,

Σ
i3+1
i2−1 Ji,k(U) ≥ J1,p(U) ≥ β(r). (3.9)

On the other hand, define

V =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

U, x1 ≤ i2 − 1,

(x1 − (i2 − 1))w + (i2 − x1)U, i2 − 1 ≤ x1 ≤ i2,

w, i2 ≤ x1 ≤ i3 + 1,

(x1 − (i3 + 1))U + (i3 + 2 − x1)w, i3 + 1 ≤ x1 ≤ i3 + 2,

U, x1 ≥ i3 + 2.

(3.10)

Then for ε sufficiently small, V ∈ A2 and with κ(ε) as earlier,

J1(U) − J1(V ) ≥ β(r) − 2κ(ε) > 0. (3.11)

But (3.11) is contrary to the minimality of U in A2, so for each p with i2 + 2 ≤ p ≤ i3 − 2, ‖U −M0‖W 1,2(Tp)m < r . 
We claim that in fact

‖U −M0‖W 1,2(Tp)m = ‖U − w‖W 1,2(Tp)m (3.12)

so U is interior to this part of the constraint set and hence satisfies (PDE) here. To verify (3.12), take k0 as in Re-
mark 2.3. Using Proposition 2.2 and Remark 2.3, suppose there is a pair Tp ∪ Tp+1 with p ∈ [i2, i3] such that∥∥U −M0(k0)

∥∥
W 1,2(Tp∪Tp+1)

m ≥ 2r.

Then as in (3.11),

Σ
i3+1

Ji,k(U) ≥ J1,p(U) + J1,p+1(U) ≥ β2(2r) (3.13)
i2−1
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so for ε possibly still smaller,

J1(U) − J1(V ) ≥ β2(2r) − 2κ(ε) > 0 (3.14)

again a contradiction. Hence for all p ∈ [i2, i3],∥∥U −M0(k0)
∥∥

W 1,2(Tp∪Tp+1)
m < 2r.

Thus for each such p, there is a zp ∈ M0 such that

‖U − zp‖W 1,2(Tp∪Tp+1)
m < 2r. (3.15)

Due to the choice of r , (3.15) implies that zp is independent of p. But for p = i2, zp = w. Hence

‖U − w‖W 1,2(Tp∪Tp+1)
m < 2r (3.16)

for each p ∈ [i2, i3] and (3.12) follows.
Since ‖U − w‖W 1,2(Tp)m < r for each p ∈ [i2, i3], by the construction of i2 and i3, U satisfies the middle set of 

constraints of (3.1) with strict inequality. Moreover the same is true of the remaining constraints. To see this, observe 
first that if m3 − m2 − 4l > 2l, exactly as in (3.7), there is an Xi5 ⊂ [m2 + l, m3 − l] such that ‖U − w‖W 1,2(Tp)m < ε

for p ∈ [i5 − 2, i5 + 2] ∩Z. Next, arguing as in (2.33)–(2.38), define Ψ , g, h by

Ψ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

U, x1 ≤ i5 − 1,

(x1 − (i5 − 1))w + (i5 − x1)U, i5 − 1 ≤ x1 ≤ i5,

w, i5 ≤ x1 ≤ i5 + 1,

(x1 − (i5 + 1))U + (i5 + 2 − x1)w, i5 + 1 ≤ x1 ≤ i5 + 2,

U, x1 ≥ i5 + 2,

(3.17)

and

g =
{

Ψ, x1 ≤ i5 + 1,

w, x1 ≥ i5 + 1,
(3.18)

h =
{

w, x1 ≤ i5 + 1,

Ψ, x1 ≥ i5 + 1.
(3.19)

Note that g ∈ Γ1(v, w), h ∈ Γ1(w, v), and

J1(Ψ ) = J1(g) + J1(h). (3.20)

Suppose that there is not strict inequality for the constraint for U |Tp for some Tp with p < i5. Then g ∈ Λ−(v, w) ∪
Λ+(v, w). Therefore by (3.20) and the choice of Ψ ,

b2 = J1(U) ≥ J1(Ψ ) − J1,i5−1(Ψ ) − J1,i5+1(Ψ )

≥ d(v,w) + Σi≥i5+2J1,i (U) − 2κ(ε) (3.21)

with κ(ε) as earlier.
To continue, a better upper bound than that of Lemma 3.5 is needed for b2. Choose u− ∈ M1(v, w). Then replac-

ing u− by u−(· + pe1) for appropriate p ∈ Z if need be, we can assume that u− satisfies the first constraint in (3.1). 
If m2 − m1 − 2l is large enough (depending on r), it also satisfies the second constraint. It can also be assumed that 
for l sufficiently large, ‖u− − w‖W 1,2(Xi5 )n < ε. Therefore choosing Φ so that

Φ =
⎧⎨
⎩

u−, x1 ≤ i5 − 1,

w, i5 ≤ x1 ≤ i5 + 1,

U, x1 ≥ i5 + 2,

(3.22)

and interpolating as e.g. in (2.33) in the remaining regions, it follows that Φ ∈ A2. Now as in (3.18)–(3.21),

b2 ≤ J1(Φ) ≤ c1(v) + 2κ(ε) + Σi≥i5+2J1,i (U). (3.23)

Combining (3.21) and (3.23) yields
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c1(v) + 2κ(ε) ≥ J1(U) ≥ d1(v,w) − 2κ(ε)

or

c1(v) + 4κ(ε) ≥ d1(v,w) (3.24)

Since κ(ε) → 0 as ε → 0, choosing ε so small that

κ(ε) <
1

4

(
d1(v,w) − c1(v)

)
, (3.25)

(3.24)–(3.25), Proposition 2.47 and Remark 2.48 yield a contradiction. Thus U is a solution of (PDE) in (−∞,

i5 + 2] ×T
n−1.

Similarly if there is not strict inequality for the constraint for U |Tq for some Tq with q > i5, choose u+ ∈ M1(w, v). 
Then as for u−, for an appropriate p ∈ Z, u+(· +pe1) will satisfy the 3rd set of constraints in (3.1) and for m4 −m3 −2l

sufficiently large, the 4th set also. Hence slightly modifying the argument of (3.22)–(3.25) shows that U is also a 
solution of (PDE) in [i5 − 2, ∞) ×T

n−1 and Theorem 3.3 is proved. �
Essentially the same proof as for Theorem 3.3 can be used to show that there are k-transition solutions of (PDE) 

for any k ∈ N with k > 2. They are homoclinics if k is even and heteroclinics if k is odd. However, in carrying out the 
k-transition case, a priori the parameter ε may depend on k and go to 0 as k → ∞, thus eliminating the possibility of 
finding ∞ – transition solutions in this fashion. We will show that this does not happen if m0 is chosen more carefully. 
Towards that end, note that m0 depends on l which in turn depends on ε. Thus m0 will have to be adjusted slightly to 
satisfy some additional smallness conditions required of ε in the argument below.

To formulate the k-transition case, we proceed recursively. Suppose that k > 2 and m ∈ Z
2k . For j ∈ Z, set Kj =

Nr(K
−
v ) if j ∈ 4Z + 1; = Nr(K

−
w ) if j ∈ 4Z + 2; = Nr(K

+
w ) if j ∈ 4Z + 3; = Nr(K

+
v ) if j ∈ 4Z. Define Ak =

Ak(m, l; v, w) to be the class of functions satisfying the constraints of Ak−1 except for the last one which is replaced 
by

u(· + je1)|T0 ∈ K2k−2 for m2k−2 − l ≤ j ≤ m2k−2 + l

and the three additional constraints:

u(· + je1)|T0 ∈
⎧⎨
⎩

Nr(ϕ), m2k−2 + 2l ≤ j < m2k−1 − 2l,

K2k−1, m2k−1 − l ≤ j < m2k−1 + l,

K2k, m2k − l ≤ j.

(3.26)

where ϕ = v if K2k−1 corresponds to v and ϕ = w if K2k−1 corresponds to w. Define

bk = bk(m, l;v,w) = inf
u∈Ak

J1(u)

and set

M(bk) = {
u ∈Ak

∣∣ J1(u) = bk

}
.

Then we will show:

Theorem 3.27. Assume (F1)–(F2) and (N0) are satisfied. Suppose v and w ∈ M0 with c1(v) = C1(v, w) and ii) of 
Proposition 2.43 holds for S(v, w) and S(w, v). If k ≥ 3 and the inequalities

l,mi+1 − mi − 6l ≥ m0, i = 1, · · · , k, (3.28)

are satisfied, M(bk) �= ∅. Moreover any U ∈ M(bk) is a classical solution of (PDE).

The next result provides the first step towards proving the theorem. Set M = 1 + c1(v), μ0 = −∞, and μk = ∞.

Proposition 3.29. Let ε ∈ (0, r) and let l, m satisfy (3.28) and k ≥ 3. There exists an ε0 such that whenever ε ≤ ε0
and U ∈ Ak with J1(U) = bk , then for 1 ≤ i ≤ k − 1, there are integers μi ∈ (m2i + 2l + 2, m2i+1 − 2l − 2) and 
corresponding sets Xμi

= ⋃j=2
Tμi+j such that
j=−2
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‖U −M0‖W 1,2(Xμi
)m < ε (3.30)

and

Σμi
μi−1

J1,i (U) ≤ M + 1. (3.31)

Proof. Let V ∈ M1(v, w) and W ∈ M1(w, v). Then e.g. in the spirit of (3.10), for l sufficiently large, by taking 
appropriate truncations Vl of V and Wl of W and gluing an appropriate phase shift of Vl to w to an appropriate 
phase shift of Wl to v to an appropriate phase shift of Vl and so on, we construct a member, u, of Ak such that bk ≤
J1(u) ≤ k(c1(v) + 1

2 ) < kM . Therefore J1(U) ≤ kM . Suppose that for every Xp ⊂ [m2i + 2l, m2i+1 − 2l] × T n−1, 
1 ≤ i ≤ k − 1, there is some Tj ⊂ Xp such that ‖U −M0‖W 1,2(Tj )m ≥ ε

4 . Then as in (3.7),

k(M + 1) ≥ kM ≥ J1(U) ≥ 2lβ

(
ε

4

)
(k − 1)/5. (3.32)

Thus for

l = l(ε) ≥ 5M

β(ε
4 )

, (3.33)

we have a contradiction to (3.32). Hence there is some q in 1 ≤ i ≤ k − 1 and μq ∈ (m2q + 2l + 2, m2q+1 − 2l − 2)

such that ‖U −M0‖W 1,2(Xqμ)m < ε. But in this region, ‖U −M0‖W 1,2(Xi)
m = ‖U − ψ‖W 1,2(Xi)

m where ψ = v or w. 
The arguments being the same for either case suppose ψ = w. With u ∈Ak as above, define

Ψ =
{

u, x1 ≤ μq,

U, x1 ≥ μq + 1,
(3.34)

interpolating as usual. Then Ψ ∈Ak , and 0 ≤ J (Ψ ) − J (U) so by the choice of u,

μq∑
−∞

J1,p(U) ≤
μq∑
−∞

J1,p(u) + κ(ε) ≤ qM + κ(ε) ≤ q(M + 1) (3.35)

provided that ε is small enough. Similar reasoning shows

∞∑
μq

J1,p(U) ≤ (k − q)(M + 1). (3.36)

If q = 1, (3.35) gives the proposition for i = 1. Thus suppose q > 1. Using (3.35) and the argument of (3.32)–(3.33)
shows that there is a p in 1 ≤ i ≤ q − 1 and μp ∈ (m2p + 2l + 2, m2p+1 − 2l − 2) such that

‖U −M0‖W 1,2(Xμp )m = ‖U − ϕ‖W 1,2(Xμp )m < ε

where ϕ is the choice of v or w appropriate for Xμp . Thus continuing this process for a finite number of steps and 
doing the same for the contribution of (3.36) yields the proposition. �
Proof of Theorem 3.27. Let m satisfy (3.28). As in the proof of Theorem 3.3,

bk(m, l;v,w) = inf
u∈Ak

J1(u)

is finite and any minimizing sequence for bk is bounded in E1. Therefore as earlier, a subsequence converges in E1 to 
Uk ∈ Ak where Uk is a solution of (PDE) except possibly for those sets, Tp, in a constraint region for which equality 
occurs in a constraint. It remains to show that such an equality cannot occur. Three types of equalities are possible: 
(a) the “interior” case where Uk(· + pe1)|T0 ∈ ∂Ki for some p ∈ [mi − l, mi + l) ∩ Z where i �= 1, 2, 2k − 1, 2k, 
(b) the “boundary” case where Uk(· + pe1)|T0 ∈ ∂Ki for some p in the constraint region associated with Ki where 
i = 1, 2, 2k−1, 2k, and (c) ‖Uk −ϕ‖W 1,2(Tj ) = r where ϕ ∈ {v, w}. Excluding cases (a) and (b) involves modifying Uk

to get contradictory upper and lower bounds for bk . Once cases (a) and (b) are eliminated, it is straightforward to 
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exclude case (c). We will show case (a), which requires more cutting and pasting is not possible. Case (b) requires a 
slightly simpler argument similar to the proof of Theorem 3.3 and will be omitted.

To exclude case (a), note that by its definition, there are 4 possible choices for Ki . Suppose Ki = Nr(K
s
ϕ) where 

ϕ ∈ {v, w} and s ∈ {+, −}. Define ψ = {v, w} \ {ϕ}. Note that going from Ki to one, but not both of, (d) Ki−1 or 
(e) Ki+1 involves a transition from a neighborhood of ϕ to one of ψ . Essentially the same reasoning is used for each 
of these cases so we carry out the details for (e) taking ϕ = v and ψ = w. Thus suppose

Uk(· + je1) ∈
⎧⎨
⎩

Ki−1 = Nr(K
+
v ), mi−1 − l ≤ j < mi−1 + l

Ki = Nr(K
−
v ), mi − l ≤ j < mi + l

Ki+1 = Nr(K
−
w ), mi+1 − l ≤ j < mi+1 + l.

By Proposition 3.29, there is an iv ∈ (mi−1 + 2l + 2, mi − 2l − 2) × T n−1 and an iw ∈ (mi+1 + 2l + 2, mi+2 −
2l − 2) × T n−1 such that

‖Uk − v‖W 1,2(Xiv )m,‖Uk − w‖W 1,2(Xiw )m < ε. (3.37)

Consider the function

f =
⎧⎨
⎩

v, x1 ≤ iv,

Uk, iv + 1 ≤ x1 ≤ iw − 1,

w, iw ≤ x1,

(3.38)

interpolated as in (2.33) in the remaining regions. Observe that f (· + se1) ∈ Λ−(v, w) for some s ∈ Z so d−(v, w) ≤
J1(f ). Therefore

d−(v,w) ≤
iw−2∑
i=iv

J1,i (Uk) + J1,iv (f ) + J1,iw−1(f ) ≤
iw−1∑
i=iv

J1,i (Uk) + 2κ(ε). (3.39)

By an earlier argument, for l sufficiently large, a u ∈ M1(v, w) can be chosen such that ‖u − v‖W 1,2(Tp)m ≤ ε for 
any p ≤ iv + 1 and ‖u − w‖W 1,2(Tp)m ≤ ε for any p ≥ iw − 1. Define

Φ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Uk, x1 ≤ iv − 2,

v, iv − 1 ≤ x1 ≤ iv,

u, iv + 1 ≤ x1 ≤ iw − 1,

w, iw ≤ x1 ≤ iw + 1,

Uk, iw + 2 ≤ x1

(3.40)

(with the usual interpolations). Since Φ ∈Ak , by (3.39) we obtain

0 ≤ J1(Φ) − J1(Uk) =
iw+1∑

i=iv−2

(
J1,i (Φ) − J1(Uk)

)

≤
iw−1∑
i=iv

J1,i (u) −
iw−1∑
i=iv

J1(Uk) + 4κ(ε) ≤ c1(v) − d−(v,w) + 6κ(ε). (3.41)

Since ε is small, it can be assumed that 6κ(ε) < d−(v, w) − c1(v). Thus (3.41), case (a) and similarly (b) are not 
possible.

To exclude (c), a familiar argument will be employed. Note that by (3.31), for 1 ≤ i ≤ k − 1,

Σμi
μi−1

J1,i (U) ≤ M + 1

so as in (3.32)–(3.33) again, there is an Xi− ⊂ [m2i − l − 2, m2i + l + 2] × T n−1 and Xi+ ⊂ [m2i+1 − l − 2, m2i+1 +
l + 2] × T n−1 such that ‖Uk − ϕ‖W 1,2(Xi− ), ‖Uk − ϕ‖W 1,2(Xi+ ) < ε where ϕ is v or w as dictated by i±. Define

Ξ =
⎧⎨
⎩

Uk x1 ≤ i− − 1,

ϕ i− ≤ x1 ≤ i+, (3.42)

Uk i+ + 1 ≤ x1
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Then Ξ ∈Ak so if ‖Uk − ϕ‖W 1,2(Tj ) = r for any j ∈ [m2k−2 + 2l, m2k−1 − 2l),

β(r) − 2κ(ε) ≤ J1(Uk) − J1(Ξ) ≤ 0,

which is not possible by our choice of ε. Consequently we have inequality for the constraints of type (c) and Theo-
rem 3.27 is proved. �

The choice of m0 in Theorem 3.27 is independent of k. Therefore we further obtain the existence of infinite 
transition solutions of (PDE):

Corollary 3.43. Let S = N, −N, or Z. Under the hypotheses of Theorem 3.27, if (mi)i∈S satisfies (3.28) for i ∈ S, 
then there is a solution, U of (PDE) in AS where

AS = {
u ∈ E1

∣∣ u(· + je1)|T0 ∈ Ki, mi − l ≤ j < mi + l, i ∈ S
}

(with the understanding that if S = N and i = 1, m1 − l is replaced by −∞ and if S = −N and i = −1, m−1 + l is 
replaced by ∞).

Proof. Make a finite truncation of S at say k and/or −k, obtaining a solution of (PDE), Uk ∈ Ak , with Ak corre-
sponding to the truncation. Then get bounds for Uk as in Proposition 2.22 and find U by passing to a limit along a 
subsequence. �
Remark 3.44. Since Uk has a minimality property in Ak and Uk converges to U in e.g. C1

loc, U has a minimality 
property in AS , namely for any u ∈AS such that u = U outside of a compact region, D,∫

D

(
L(U) − L(u)

)
dx ≤ 0.

4. More complex multi-transition solutions

In this section, Theorem 3.27 will be generalized and the existence of multi-transition solutions that shadow het-
eroclinic chains will be established. Recall from Theorem 2.10 and Remark 2.12, for any distinct pair, v, w ∈ M0, 
there is a minimal heteroclinic chain of solutions of (PDE) joining v and w. More precisely, there is a q ∈N, periodics 
vi ∈ M0, 0 ≤ i ≤ q , and heteroclinics Ui ∈ M1(vi−1, vi), 1 ≤ i ≤ q , such that the formal chain, U = {U1, · · · , Uq}, 
joins v and w. Moreover U is a minimal chain, i.e.

C1(v,w) = Σ
q

1 Ci(vi−1, vi) = Σ
q

1 J1(Ui) (4.1)

and for any adjacent pair vi−1, vi , 1 ≤ i ≤ q , if z ∈M0 \ {vi−1, vi}, then

C1(vi−1, vi) < C1(vi−1, z) + C1(z, vi). (4.2)

Now we ask whether there exists an actual heteroclinic solution of (PDE) joining v and w and shadowing the 
minimal chain. This will be shown to be the case provided the non-degeneracy condition, ii) of Proposition 2.43
holds for M1(vi−1, vi) for 1 ≤ i ≤ q . In fact there exist infinitely many distinct such solutions. Then using this 
result, Theorem 4.7 below, some more general results that contain both Theorem 3.27 and Theorem 4.7 will be de-
scribed.

To set the stage for Theorem 4.7, for 1 ≤ i ≤ q , let S(vi−1, vi) be as in Proposition 2.32 and Cvi−1(vi−1, vi) and 
Cvi

(vi−1, vi) be as in Proposition 2.43. Assume that:

(∗) For any i = 1, . . . , q , Cvi−1(vi−1, vi) = {vi−1} and Cvi
(vi−1, vi) = {vi}

i.e. alternative ii) of Proposition 2.43 holds for any i = 1, . . . , q . By (∗), there exist nonempty disjoint compact sets,

Kvi−1(vi−1, vi),Kvi
(vi−1, vi) ⊂ S̄(vi−1, vi),
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such that

vi−1 ∈ Kvi−1(vi−1, vi), vi ∈ Kvi
(vi−1, vi),

S̄(vi−1, vi) = Kvi−1(vi−1, vi) ∪ Kvi
(vi−1, vi).

By v) of Proposition 2.43, there is an r2 = r2(vi−1, vi) > 0 such that

dist
(
Kvi−1(vi−1, vi),Kvi

(vi−1, vi)
) ≥ 5r2.

Recalling the parameters r0, r1 as defined in Section 2, set

r̄2 = min
1≤i≤q

r2(vi−1, vi) and r̄1 = min
1≤i≤q

r1(vi−1, vi)

where r1(vi−1, vi) is given by Proposition 2.15. Set r̄ = min{r0, ̄r1, ̄r2}. For each pair, vi−1, vi , i ≤ i ≤ q , define

Λi = Λi(vi−1, vi) = {
u ∈ Γ1(vi−1, vi)

∣∣ ∥∥u − Kvi−1(vi−1, vi)
∥∥

W 1,2(T0)
m = r̄ or∥∥u − Kvi

(vi−1, vi)
∥∥

W 1,2(T0)
m = r̄

}
and

di = inf
u∈Λi

J1(u). (4.3)

Then the proof of Proposition 2.47 shows whenever (∗) holds,

di > C1(vi−1, vi) for any i ∈ {1, . . . , q}. (4.4)

With the aid of these preliminaries, we can introduce a class of candidates for solutions of (PDE) that shadow the 
formal chain, U . Let l ∈N and m = (m1, . . . , m2q) ∈ Z

2q with mj − mj−1 > 2l for j = 2, . . . , 2q . Define

A=A(q,m, l) = {
u ∈ E1

∣∣ u satisfies (4.5)
}

where for p ∈ Z,

u(· + pe1)|T0 ∈

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Nr̄(Kv0(v0, v1)) p ≤ m1 + l,

Nr̄ (Kvi
(vi−1, vi))

Nr̄ (vi)

Nr̄ (Kvi
(vi, vi+1))

m2i − l ≤ p < m2i + l,

m2i + 2l ≤ p < m2i+1 − 2l,

m2i+1 − l ≤ p < m2i+1 + l,

⎫⎪⎬
⎪⎭ 1 ≤ i ≤ q − 1.

Nr̄ (Kvq (vq−1, vq)) m2q − l ≤ p

(4.5)

Finally as in (3.2), define

b = b(q,m, l) = inf
u∈A(q,m,l)

J1(u) (4.6)

and set

M(b) = {
u ∈ A(q,m, l)

∣∣ J1(u) = b
}
.

Then we have

Theorem 4.7. Suppose (F1)–(F2) and (N0) hold and there is a q ≥ 2, {v0, v1, . . . , vq} ⊂ M0 for which (4.1)–(4.2)
and (∗) are satisfied. Let l ∈N and m = (m1, . . . , m2q) ∈ Z

2q . Then there exists an m0 = m0(v0, v1, . . . , vq) ∈ N such 
that l ≥ m0 and mj − mj−1 − 6l ≥ m0 for j = 2, . . . , 2q imply M(b) �= ∅. Moreover any U ∈ M(b) is a classical 
solution of (PDE).

Proof. Let (uk) be a minimizing sequence for (4.6). The argument of Theorem 3.3 and Theorem 3.27 again shows that 
along a subsequence, uk → U in E1 with U ∈ A and J1(U) = b. Hence again, to show that U is a solution of (PDE), 
it suffices to prove that if m0 is large enough, U(x + pe1) is in the interior of the corresponding set Nr̄(Kvi

(vi−1, vi))

for the indices p and i specified in (4.5). If this is false, by (4.5), there exists j ∈ {1, . . . , 2q} and
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pj ∈
⎧⎨
⎩

(−∞,m1 + l] ∩Z if j = 1,

[mj − l,mj + l) ∩Z if 1 < j < 2q,

[m2q − l,+∞) ∩Z if j = 2q,

for which

r̄ =
{distW 1,2(T0)

m(U(· + pje1)|T0 ,Kv[j/2](v[j/2], v[j/2]+1)), if j is odd,

distW 1,2(T0)
m(U(· + pje1)|T0 ,Kv[j/2](v[j/2]−1, v[j/2])), if j is even.

Suppose that j is even so that

r̄ = distW 1,2(T0)
m

(
U(· + pje1)|T0 ,Kvj/2(v(j/2)−1, vj/2)

)
. (4.8)

As in the proof of Theorem 3.27, we distinguish between (a) the “interior” case where j �= 2, 2q and (b) the “bound-
ary” case where j = 2 or j = 2q . Consider the case (a). By the choice of constraints, the argument used to show (3.30) 
applies here providing an i− ∈ (mj−2 + l + 2, mj−1 − l − 2) and i+ ∈ (mj + l + 2, mj+1 − l − 2) and corresponding 
regions Xi− and Xi+ such that

‖U − v(j/2)−1‖W 1,2(Xi− )m,‖U − vj/2‖W 1,2(Xi+ )m < ε. (4.9)

Define

f =
⎧⎨
⎩

v(j/2)−1, x1 ≤ i−,

U, i− + 1 ≤ x1 ≤ i+ − 1,

vj/2, i+ ≤ x1,

(4.10)

with the usual interpolations in the other regions. By (4.8), f ∈ Λj/2 so by (4.3) and (4.9)–(4.10),

dj/2 ≤
i+−1∑
i=i−

J1,i (U) + J1,i1(f ) + J1,i2−1(f ) ≤
i+−1∑
i=i−

J1,i (U) + 2κ(ε). (4.11)

As e.g. in the paragraph containing (3.40), if l = l(ε, vi−1, vi) is sufficiently large, there exists u ∈ M1(v j
2 −1, vj/2)

such that ‖u − v j
2 −1‖W 1,2(Tp)m ≤ ε for any p ≤ i− + 1 and ‖u − vj/2‖W 1,2(Tp)m ≤ ε for any p ≥ i+ − 1. Define

Φ =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

U, x1 ≤ i− − 2,

v j
2 −1, i− − 1 ≤ x1 ≤ i−,

u, i− + 1 ≤ x1 ≤ i+ − 1,

vj/2, i+ ≤ x1 ≤ i+ + 1,

U, x1 ≥ i+ + 2

(4.12)

making the usual interpolations. Observe that Φ ∈ A(q, m, l) and Φ|[i−−1,i++1]×T n−1 extended in the obvious way 
belongs to Γ1(v j

2 −1, vj/2). Consequently with the aid of (4.11), we obtain

0 ≤ J1(Φ) − J1(U) =
i++1∑

i=i−−2

(
J1,i (Φ) − J1,i (U)

)

≤
i+∑

i=i−−1

J1,i (Φ) + 2κ(ε) −
i+−1∑
i=i−

J1,i (U) ≤ C1(v j
2 −1, vj/2) − dj/2 + 4κ(ε),

a contradiction to (4.4) if 4κ(ε) < mini=1,...,q (C1(vi−1, vi) − di). An analogous argument leads to a contradiction 
when j = 2q or when j is odd and the theorem follows. �

Next it will be shown how to extend Theorem 4.7 to more general settings via a few remarks. Since the ideas are 
quite similar to what has already been done, we will be sketchy.

Remark 4.13. Let V = (V1, · · · , Vq) and W = (W1, · · · , Ws) be respectively formal minimal heteroclinic q- and 
s-chains with associated periodic solutions v0, · · · , vq and w0, · · · , ws in M0. Suppose that vq = w0. Then we can 
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Fig. 1. A 4-transition solution obtained from a chain with periodics v0, v1, v2, v3, v4.

formally glue V and W obtaining the heteroclinic (q + s)-chain, U = (V1, · · · , Vq, W1, · · · , Ws). It may not be mini-
mal, but it does satisfy (4.2). We will show that there are infinitely many solutions of (PDE) that shadow U in the sense 
of Theorem 4.7, i.e. lie in the corresponding set A. Indeed set m0(V) ≡ m0(v0, · · · , vq) and m0(W) ≡ m0(w0, · · · , ws)

as given by Theorem 4.7. Choose l ∈ N and m ∈ Z
q+s such that mi+1 − mi − 6l > max(m0(V), m0(W)). Denoting 

the r̄ (as in (4.5)) associated with V (resp. W) by r̄(V) (resp. r̄(W)), set r̄(U) = min(r̄(V), ̄r(W)). Now to find a so-
lution of (PDE) associated with the chain, U and the current choice of l and m, simply take A(q + s, m, l) as the class 
of admissible functions. Moreover an examination of the proof of Theorem 4.7 shows that it carries over unchanged 
to the current setting.

Remark 4.14. In a similar fashion, any finite number of formal heteroclinic chains with matching endpoints can be 
glued to find shadowing heteroclinics or homoclinics, although m0 and r̄ will depend on the number of chains. Thus 
in general it will not be possible to do the same with an infinite number of such chains. However there are some 
important special cases where this can be done. The simplest is the setting of Section 3 where we go back and forth 
between neighborhoods of v and w, etc. Thus for example, Theorem 3.3 can be obtained from Theorem 4.7 and 
Remark 4.13 by gluing the 1-chain, U(x1, x2, · · ·), to the 1-chain, U(−x1, x2, · · ·) and similarly for Theorem 3.27. In 
the same fashion, one can go back and forth along a given heteroclinic q-chain or more generally go back and forth 
along some of the links of the chain. Fig. 1 provides an example.

For such situations, gluing infinite chains can be achieved by a limit process as in Corollary 3.43. All of these 
solutions are bounded in L∞.

Remark 4.15. In conclusion, we mention one more generalization allowing for unbounded solutions. Remark 4.14
shows that there are infinite chain solutions whenever the chains are constructed from a finite number of basic het-
eroclinics. Observing that M0 is finite modulo Zm and M0 is invariant under Zm translations, one can find a finite 
number of heteroclinic solutions which together with their Zm translates form chains joining any pair of members 
of M0. Thus by gluing such objects, shadowing heteroclinics of arbitrarily large L∞ norm can be constructed as well 
as unbounded limits of such solutions using the arguments of Corollary 3.43.

Conflict of interest statement

The authors have no conflict of interest.

References

[1] P.H. Rabinowitz, On a class of reversible elliptic systems, Netw. Heterog. Media 7 (2012) 927–939.
[2] F. Alessio, M.L. Bertotti, P. Montecchiari, Multibump solutions to possibly degenerate equilibria for almost periodic Lagrangian systems, 

Z. Angew. Math. Phys. 50 (6) (1999) 860–891.
[3] S. Aubry, P.Y. LeDaeron, The discrete Frenkel–Kontorova model and its extensions: I. Exact results for the ground states, Physica D 8 (1983) 

381–422.
[4] S.V. Bolotin, Existence of homoclinic motions, Vestn. Mosk. Univ. Ser. 1 Mat. Mekh. (1983) 98–103 (in Russian).
[5] V. Coti Zelati, P.H. Rabinowitz, Homoclinic orbits for second order Hamiltonian systems possessing superquadratic potentials, J. Am. Math. 

Soc. 4 (1991) 693–727.
[6] J.N. Mather, Existence of quasi-periodic orbits for twist homeomorphisms of the annulus, Topology 21 (1982) 457–467.
[7] J.N. Mather, Variational construction of connecting orbits, Ann. Inst. Fourier (Grenoble) 43 (1993) 1349–1386.
[8] T.O. Maxwell, Heteroclinic chains for a reversible Hamiltonian system, Nonlinear Anal. 28 (1997) 871–887.
[9] P. Montecchiari, Multiplicity of homoclinic solutions for a class of asymptotically periodic second order Hamiltonian systems, Rend. Mat. 

Accad. Lincei (9) 4 (1994) 265–271.

http://refhub.elsevier.com/S0294-1449(14)00085-7/bib31s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib32s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib32s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib33s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib33s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib34s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib35s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib35s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib36s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib37s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib38s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib39s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib39s1


P. Montecchiari, P.H. Rabinowitz / Ann. I. H. Poincaré – AN 33 (2016) 199–219 219
[10] P. Montecchiari, M. Nolasco, S. Terracini, A global condition for periodic Duffing-like equations, Trans. Am. Math. Soc. 351 (9) (1999) 
371–3724.

[11] P.H. Rabinowitz, Heteroclinics for a reversible Hamiltonian system, Ergod. Theory Dyn. Syst. 14 (1994) 817–829.
[12] P.H. Rabinowitz, Connecting orbits for a reversible Hamiltonian system, Ergod. Theory Dyn. Syst. 20 (06) (2000) 1767–1784.
[13] P.H. Rabinowitz, A note on a class of reversible Hamiltonian systems, Adv. Nonlinear Stud. 9 (2009) 815–823.
[14] E. Séré, Existence of infinitely many homoclinic orbits in Hamiltonian systems, Math. Z. 209 (1992) 27–42.
[15] E. Séré, Looking for the Bernoulli shift, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 10 (1993) 561–590.
[16] J. Moser, Minimal solutions of a variational problems on a torus, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 3 (1986) 229–272.
[17] V. Bangert, On minimal laminations of the torus, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 6 (1989) 95–138.
[18] P.H. Rabinowitz, E. Stredulinsky, Extensions of Moser–Bangert Theory: Locally Minimal Solutions, Prog. Nonlinear Differ. Equ. Appl., 

vol. 81, Birkhäuser, Boston, 2011.
[19] U. Bessi, Many solutions of elliptic problems on Rn of irrational slope, Commun. Partial Differ. Equ. 30 (2005) 1773–1804.
[20] U. Bessi, Slope-changing solutions of elliptic problems on Rn , Nonlinear Anal. 68 (2008) 3923–3947.
[21] S. Bolotin, P.H. Rabinowitz, Hybrid mountain pass homoclinic solutions of a class of semilinear elliptic PDEs, Ann. Inst. Henri Poincaré, 

Anal. Non Linéaire 31 (2014) 103–128.
[22] R. de la Llave, E. Valdinoci, A generalization of Aubry–Mather theory to partial differential equations and pseudo-differential equations, Ann. 

Inst. Henri Poincaré, Anal. Non Linéaire 26 (2009) 1309–1344.
[23] E. Valdinoci, Plane-like minimizers in periodic media: jet flows and Ginzburg–Landau-type functionals, J. Reine Angew. Math. 574 (2004) 

147–185.
[24] F. Alessio, L. Jeanjean, P. Montecchiari, Stationary layered solutions in R2 for a class of non autonomous Allen–Cahn equations, Calc. Var. 

Partial Differ. Equ. 11 (2000) 177–202.
[25] F. Alessio, L. Jeanjean, P. Montecchiari, Existence of infinitely many stationary layered solutions in R2 for a class of periodic Allen–Cahn 

equations, Commun. Partial Differ. Equ. 27 (2002) 1537–1574.
[26] F. Alessio, P. Montecchiari, Entire solutions in R2 for a class of Allen–Cahn equations, ESAIM Control Optim. Calc. Var. 11 (2005) 633–672.
[27] F. Alessio, P. Montecchiari, Multiplicity of entire solutions for a class of almost periodic Allen–Cahn type equations, Adv. Nonlinear Stud. 5 

(2005) 515–549.
[28] J. Byeon, P.H. Rabinowitz, On a phase transition model, Calc. Var. Partial Differ. Equ. 47 (2013) 1–23.
[29] R. de la Llave, E. Valdinoci, Multiplicity results for interfaces of Ginzburg–Landau Allen–Cahn equations in periodic media, Adv. Math. 215 

(2007) 379–426.
[30] M. Novaga, E. Valdinoci, Bump solutions for the mesoscopic Allen–Cahn equation in periodic media, Calc. Var. Partial Differ. Equ. 40 (2011) 

37–49.
[31] S. Alama, L. Bronsard, C. Gui, Stationary layered solutions in R2 for an Allen–Cahn system with multiple well potential, Calc. Var. Partial 

Differ. Equ. 5 (1997) 359–390.
[32] F. Alessio, Stationary layered solutions for a system of Allen–Cahn type equations, Indiana Univ. Math. J. 62 (2013) 1535–1564.
[33] F. Alessio, P. Montecchiari, Multiplicity of layered solutions for Allen–Cahn systems with symmetric double well potential, arXiv:1309.3104, 

September 2013.
[34] N.D. Alikakos, S.I. Betelú, X. Chen, Explicit stationary solutions in multiple well dynamics and non-uniqueness of interfacial energy densities, 

Eur. J. Appl. Math. 17 (2006) 525–556.
[35] N.D. Alikakos, G. Fusco, On the connection problem for potentials with several global minima, Indiana Univ. Math. J. 57 (2008) 1871–1906.
[36] N.D. Alikakos, G. Fusco, Entire solutions to equivariant elliptic systems with variational structure, Arch. Ration. Mech. Anal. 202 (2011) 

567–597.
[37] N.D. Alikakos, G. Fusco, On an elliptic system with symmetric potential possessing two global minima, Bull. Greek Math. Soc. (2014), in 

press.
[38] L. Bronsard, F. Reitich, On three-phase boundary motion and the singular limit of a vector-valued Ginzburg–Landau equation, Arch. Ration. 

Mech. Anal. 124 (1993) 355–379.
[39] C. Gui, M. Schatzman, Symmetric quadruple phase transitions, Indiana Univ. Math. J. 57 (2008) 781–836.
[40] M. Schatzman, Asymmetric heteroclinic double layers, ESAIM Control Optim. Calc. Var. 8 (2002) 965–1005.
[41] P. Sternberg, Vector-valued local minimizers of non-convex variational problems, Rocky Mt. J. Math. 21 (1991) 799–807.
[42] J. Moser, A new proof of De Giorgi’s theorem concerning the regularity problem for elliptic differential equations, Commun. Pure Appl. Math. 

13 (1960) 457–468.
[43] V. Coti Zelati, P.H. Rabinowitz, Homoclinic type solutions for a semilinear elliptic PDE on Rn, Commun. Pure Appl. Math. 45 (1992) 

1217–1269.
[44] G.T. Whyburn, Topological Analysis, Princeton University Press, Princeton, 1964.

http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3130s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3130s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3131s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3132s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3133s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3134s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3135s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3136s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3137s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3138s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3138s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3139s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3230s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3231s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3231s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3232s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3232s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3233s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3233s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3234s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3234s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3235s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3235s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3236s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3237s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3237s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3239s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3330s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3330s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3331s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3331s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3332s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3332s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3333s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3238s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3238s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3334s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3334s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3335s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3336s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3336s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3337s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3337s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3338s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3338s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3339s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3430s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3431s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3432s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3432s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3433s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3433s1
http://refhub.elsevier.com/S0294-1449(14)00085-7/bib3434s1

	On the existence of multi-transition solutions for a class of elliptic systems
	1 Introduction
	2 Some preliminaries
	3 The simplest multi-transition solutions
	4 More complex multi-transition solutions
	Conﬂict of interest statement
	References


