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#### Abstract

The goal of this work is to provide a general framework to study singular limits of initial-value problems for first-order quasilinear hyperbolic systems with stiff source terms in several space variables. We propose structural stability conditions of the problem and construct an approximate solution by a formal asymptotic expansion with initial layer corrections. In general, the equations defining the approximate solution may come together with differential constraints, and so far there are no results for the existence of solutions. Therefore, sufficient conditions are shown so that these equations are parabolic without differential constraint. We justify rigorously the validity of the asymptotic expansion on a time interval independent of the parameter, in the case of the existence of approximate solutions. Applications of the result include Euler equations with damping and an Euler-Maxwell system with relaxation. The latter system was considered in [27,9] which contain ideas used in the present paper.
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## 1. Introduction

This work is concerned with singular limits of first-order quasilinear hyperbolic equations with stiff source terms of the form

$$
\begin{equation*}
\partial_{t} U+\frac{1}{\varepsilon} \sum_{j=1}^{d} A_{j}(U) \partial_{x_{j}} U=\frac{Q(\varepsilon, U)}{\varepsilon^{2}}, \tag{1.1}
\end{equation*}
$$

[^0]with initial conditions
\[

$$
\begin{equation*}
U(0, x)=\bar{U}(x, \varepsilon) \tag{1.2}
\end{equation*}
$$

\]

Here $U: \mathbb{R}_{t}^{+} \times \mathbb{R}_{x}^{d} \longrightarrow G \subset \mathbb{R}^{n}$ is the unknown variable with $x=\left(x_{1}, \cdots, x_{d}\right), \varepsilon \in(0,1]$ is a small parameter and $Q:[0,1] \times G \longrightarrow \mathbb{R}^{n}$ is a smooth vector function. In physical models, $\varepsilon$ often stands for a relaxation time. The set $G$ is called the state space and $A_{j}(1 \leq j \leq d)$ are $n \times n$ smooth matrix functions defined on $G$. We suppose that (1.1) is symmetrizable hyperbolic (see [8]): i.e., there exists a symmetric positive definite matrix $A_{0}(U)$, called symmetrizer, such that for all $U \in G$,
(i) $A_{0}(U) \xi \cdot \xi \geq M_{0}|\xi|^{2}$, for all $\xi \in \mathbb{R}^{n}$;
(ii) $\tilde{A}_{j}(U) \stackrel{\text { def }}{=} A_{0}(U) A_{j}(U)$ is symmetric for all $1 \leq j \leq d$,
where $M_{0}>0$ is a constant, ". " is the inner product of $\mathbb{R}^{n}$ and $|\cdot|$ is the Euclidean norm of $\mathbb{R}^{n}$. In general, $Q$ only depends on $U$. The fact that it may also depend on $\varepsilon$ is due to an Euler-Maxwell system with relaxation (see the last section).

In (1.1), the variable $t$ should be understood as a slow time linked with the usual time $t^{\prime}$ by $t=\varepsilon t^{\prime}$. Therefore, (1.1) is equivalent to

$$
\begin{equation*}
\partial_{t^{\prime}} U+\sum_{j=1}^{d} A_{j}(U) \partial_{x_{j}} U=\frac{Q(\varepsilon, U)}{\varepsilon} . \tag{1.3}
\end{equation*}
$$

System (1.3) is a general form of first-order quasilinear hyperbolic equations with stiff relaxation source terms. It was studied by many authors in the case where $Q$ is a function of only $U$. Under stability conditions, the limit equations of (1.3) as $\varepsilon \rightarrow 0$ are of first-order hyperbolic type. For mathematical results and physical examples of (1.3), we refer to $[32,19,6,12,3,25,26,33,29,34]$ and references therein.

The aim of the present work is to study the limit of smooth solutions of (1.1)-(1.2) as $\varepsilon \rightarrow 0$, in a $d$-dimensional torus $\mathbb{T}^{d}=(\mathbb{R} / \mathbb{Z})^{d}$. Then $\bar{U}$ is supposed to be smooth and periodic with respect to $x$. As usual for first-order hyperbolic problems with relaxation, we assume

$$
Q(0, U)=\left[\begin{array}{c}
0  \tag{1.4}\\
q(U)
\end{array}\right],
$$

where $q: G \longrightarrow \mathbb{R}^{r}$ is a smooth function, $1 \leq r \leq n$. With the same partition, we denote

$$
U=\left[\begin{array}{l}
u \\
v
\end{array}\right], \quad u \in \mathbb{R}^{n-r}, v \in \mathbb{R}^{r} .
$$

More generally, a vector $V \in \mathbb{R}^{n}$ and an $n \times n$ matrix $M$ will be denoted by $\left[\begin{array}{c}V^{I} \\ V^{I I}\end{array}\right]$ and $\left[\begin{array}{ll}M^{11} & M^{12} \\ M^{21} & M^{22}\end{array}\right]$, respectively. In order to obtain a parabolic limit from (1.1), we further assume

$$
\begin{equation*}
q(U)=0 \Longleftrightarrow v=0, \text { and } \partial_{v} q(u, 0) \text { is invertible for all } u \in \mathbb{R}^{n-r} . \tag{1.5}
\end{equation*}
$$

The singular limit problem $\varepsilon \rightarrow 0$ for (1.1) was considered in [22,21,23] in the case of special models. See also [4] for the approximation of parabolic equations by diffusive BGK models. Contrarily to (1.3), in general the limit equations of (1.1) are of parabolic type. In [16], Lattanzio and Yong considered a first-order symmetrizable hyperbolic system of the form

$$
\begin{equation*}
\partial_{t} U+\frac{1}{\varepsilon} \sum_{j=1}^{d} A_{j}(\varepsilon U) \partial_{x_{j}} U+\sum_{j=1}^{d} \bar{A}_{j}(U) \partial_{x_{j}} U=\frac{Q(U)}{\varepsilon^{2}}, \tag{1.6}
\end{equation*}
$$

with smooth and periodic initial data $\bar{U}$ given in (1.2). Assuming appropriate stability conditions and the existence of approximate solutions, they proved the convergence of the system to parabolic type equations on a time interval independent of $\varepsilon$. In this problem, the singular limit arises from $Q(U) / \varepsilon^{2}$ and the term containing $A_{j}(\varepsilon U) / \varepsilon$, and
there is no difficulty to treat the term containing $\bar{A}_{j}(U)$. The advantage of this system is that $\partial_{x_{j}} A_{j}(\varepsilon U)$ is always a term of order $O(\varepsilon)$. This is a very useful property in higher order energy estimates by using the Moser-type calculus inequalities.

When $A_{j}(1 \leq j \leq d)$ are constant matrices and $\bar{A}_{j}=0$, system (1.6) is semilinear and was considered in [23] in one-dimensional case. The result in [23] can be applied to a linear wave equation of heat conduction and a generalized discrete two-velocity model. Now write (1.6) as

$$
\partial_{t} U+\frac{1}{\varepsilon} \sum_{j=1}^{d} A_{j}(0) \partial_{x_{j}} U+\sum_{j=1}^{d}\left(\bar{A}_{j}(U)+\frac{A_{j}(\varepsilon U)-A_{j}(0)}{\varepsilon}\right) \partial_{x_{j}} U=\frac{Q(U)}{\varepsilon^{2}} .
$$

Since $\left(A_{j}(\varepsilon U)-A_{j}(0)\right) / \varepsilon$ is of order $O(1),(1.6)$ is essentially an extension of semilinear problems in several space dimensions. Moreover, in the last section we will see that the result in [16] cannot be applied to the Euler equations with damping and the Euler-Maxwell system with relaxation, which are both quasilinear systems.

In order to study the singular limit $\varepsilon \rightarrow 0$ for the quasilinear system (1.1), we propose stability conditions on the system. As in previous works for singular perturbation problems, we construct an approximate solution by a formal series asymptotic expansion with initial layer corrections. The novelty here is that the limit equations defining the approximate solution are generally combined by differential constraints. So far no general results are available for the existence of solutions to such limit equations even (1.1) is semilinear. Then sufficient conditions are shown so that these equations are parabolic without differential constraint. Further sufficient conditions can be investigated for the local existence of smooth solutions to the limit equations, but this is beyond the goal of the present paper. We justify rigorously the validity of the asymptotic expansion on a time interval independent of the parameter, in the case of the existence of approximate solutions. Applications of this result include the Euler equations with damping and the Euler-Maxwell system with relaxation mentioned above. For the latter system, there are differential constraints in the limit equations.

Since $\bar{U}$ is smooth and periodic in $x$, according to Kato (see [13]), for all integer $s>d / 2+1$, there exists a maximal time $T_{\varepsilon}>0$ such that problem (1.1)-(1.2) admits a unique local-in-time smooth solution $U^{\varepsilon}$ satisfying

$$
\begin{equation*}
U^{\varepsilon} \in C\left(\left[0, T_{\varepsilon}\right), H^{s}\left(\mathbb{T}^{d}\right)\right) \cap C^{1}\left(\left[0, T_{\varepsilon}\right), H^{s-1}\left(\mathbb{T}^{d}\right)\right) \tag{1.7}
\end{equation*}
$$

The central problem of the study is to show that $U^{\varepsilon}$ converges as $\varepsilon \rightarrow 0$ and $\inf _{0<\varepsilon \leq 1} T_{\varepsilon}>0$. More precisely, for all integer $m \in \mathbb{N}$ and a constant $T_{m}>0$ being independent of $\varepsilon$, we denote by $U_{\varepsilon}^{m}$ an approximate smooth solution to (1.1)-(1.2) defined on time interval $\left[0, T_{m}\right]$. The error of the approximation is defined by

$$
\begin{equation*}
R_{m}^{\varepsilon}=\partial_{t} U_{\varepsilon}^{m}+\frac{1}{\varepsilon} \sum_{j=1}^{d} A_{j}\left(U_{\varepsilon}^{m}\right) \partial_{x_{j}} U_{\varepsilon}^{m}-\frac{Q\left(\varepsilon, U_{\varepsilon}^{m}\right)}{\varepsilon^{2}} . \tag{1.8}
\end{equation*}
$$

Then a necessary condition for $U_{\varepsilon}^{m}$ to be an approximate solution to (1.1)-(1.2) is that $R_{m}^{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$.
In Section 4, we construct such an approximate solution by an asymptotic expansion with initial layer corrections of the form

$$
\begin{equation*}
U_{\varepsilon}^{m}(t, x)=\sum_{k=0}^{m} \varepsilon^{k}\left(U_{k}(t, x)+I_{k}(\tau, x)\right), m \in \mathbb{N}, \tag{1.9}
\end{equation*}
$$

where $\tau=t / \varepsilon^{2}$ is a fast time. The properties of the approximate solution strongly depend on its leading profile $U_{0}=\left[\begin{array}{l}u_{0} \\ v_{0}\end{array}\right]$, which is a formal limit of $U^{\varepsilon}$. From (1.1), (1.4)-(1.5) and (1.9), we have $v_{0}=0$,

$$
\begin{align*}
& \sum_{j=1}^{d} A_{j}^{11}\left(u_{0}, 0\right) \partial_{x_{j}} u_{0}-\partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right)=0  \tag{1.10}\\
& \partial_{t} u_{0}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{1}+\sum_{j=1}^{d} A_{j}^{11}\left(U_{0}\right) \partial_{x_{j}} u_{1}+g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)=0 \tag{1.11}
\end{align*}
$$

and

$$
\begin{equation*}
v_{1}=\partial_{v} q\left(u_{0}, 0\right)^{-1}\left[\sum_{j=1}^{d} A_{j}^{21}\left(u_{0}, 0\right) \partial_{x_{j}} u_{0}-\partial_{\varepsilon} Q^{I I}\left(0, u_{0}, 0\right)\right], \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)=\sum_{j=1}^{d} \partial_{v} A_{j}^{11}\left(U_{0}\right) v_{1} \partial_{x_{j}} u_{0}-\partial_{v} \partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right) v_{1}-\frac{1}{2} \partial_{\varepsilon}^{2} Q^{I}\left(0, u_{0}, 0\right) . \tag{1.13}
\end{equation*}
$$

Thus, the system for $u_{0}$ is composed of (1.10)-(1.11). Comparing to the study in [16], Eq. (1.10) is quite new. It stands for a differential constraint for $u_{0}$. For system (1.6), since $Q$ is independent of $\varepsilon$, the corresponding differential constraint for $u_{0}$ is

$$
\sum_{j=1}^{d} A_{j}^{11}(0) \partial_{x_{j}} u_{0}=0
$$

It is trivially satisfied under assumption $A_{j}^{11}(0)=0$ for all $j$, which was made in [16]. Thus, there is no differential constraint in the limit equation of (1.6).

Now we use a projection technique to eliminate $u_{1}$ in (1.11). Let $D$ be a constant square matrix of order $n-r$ such that

$$
\begin{equation*}
D A_{j}^{11}(u, 0)=0, \quad \forall u \in \mathbb{R}^{n-r}, \forall 1 \leq j \leq d \tag{1.14}
\end{equation*}
$$

Applying $D$ to (1.11), we obtain

$$
\begin{equation*}
D \partial_{t} u_{0}+D \sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{1}+D g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)=0 \tag{1.15}
\end{equation*}
$$

Then (1.11) can be written as

$$
\begin{equation*}
\sum_{j=1}^{d} A_{j}^{11}\left(U_{0}\right) \partial_{x_{j}} u_{1}+\left(\mathbf{I}_{n-r}-D\right)\left(\partial_{t} u_{0}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{1}+g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)\right)=0 . \tag{1.16}
\end{equation*}
$$

When $u_{0}$ is solved, $v_{1}$ is given by (1.12). Hence, (1.16) is a constraint for $u_{1}$. Substituting (1.12) into (1.15) gives

$$
\begin{equation*}
D \partial_{t} u_{0}+D \sum_{i, j=1}^{d} A_{i j}\left(u_{0}\right) \partial_{x_{i} x_{j}}^{2} u_{0}+D \sum_{j=1}^{d} B_{j}\left(u_{0}\right) \partial_{x_{j}} u_{0}+D \sum_{i, j=1}^{d} C_{i j}\left(u_{0}\right) \partial_{x_{i}} u_{0} \partial_{x_{j}} u_{0}+D f_{0}\left(u_{0}\right)=0, \tag{1.17}
\end{equation*}
$$

where

$$
\begin{align*}
A_{i j}\left(u_{0}\right)= & A_{i}^{12}\left(u_{0}, 0\right) \partial_{v} q\left(u_{0}, 0\right)^{-1} A_{j}^{21}\left(u_{0}, 0\right),  \tag{1.18}\\
B_{j}\left(u_{0}\right)= & -A_{j}^{12}\left(u_{0}, 0\right) \partial_{u}\left[\partial_{v} q\left(u_{0}, 0\right)^{-1} \partial_{\varepsilon} Q^{I I}\left(0, u_{0}, 0\right)\right] \\
& -\partial_{v} A_{j}^{11}\left(u_{0}, 0\right) \partial_{v} q\left(u_{0}, 0\right)^{-1} \partial_{\varepsilon} Q^{I I}\left(0, u_{0}, 0\right) \\
& -\partial_{v} \partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right) \partial_{v} q\left(u_{0}, 0\right)^{-1} A_{j}^{21}\left(u_{0}, 0\right),  \tag{1.19}\\
C_{i j}\left(u_{0}\right)= & A_{i}^{12}\left(u_{0}, 0\right) \partial_{u}\left[\partial_{v} q\left(u_{0}, 0\right)^{-1} A_{j}^{21}\left(u_{0}, 0\right)\right]+\partial_{v} A_{j}^{11}\left(u_{0}, 0\right) \partial_{v} q\left(u_{0}, 0\right)^{-1} A_{i}^{21}\left(u_{0}, 0\right), \tag{1.20}
\end{align*}
$$

and

$$
\begin{equation*}
f_{0}\left(u_{0}\right)=-\frac{1}{2} \partial_{\varepsilon}^{2} Q^{I}\left(0, u_{0}, 0\right)+\partial_{v} \partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right) \partial_{v} q\left(u_{0}, 0\right)^{-1} \partial_{\varepsilon} Q^{I I}\left(0, u_{0}, 0\right) \tag{1.21}
\end{equation*}
$$

We point out that $u_{0}$ is a vector function and then (1.17) is a system of partial differential equations combined with the differential constraint (1.10). If $D=\mathbf{I}_{n-r}$, the unit matrix of order $n-r$, solving $u_{0}$ requires compatibility conditions between (1.17) and (1.10). In a simple case that

$$
A_{j}^{11}(u, 0)=0 \text { and } \partial_{\varepsilon} Q^{I}(0, u, 0)=0, \quad \forall u \in \mathbb{R}^{n-r}, \forall 1 \leq j \leq d,
$$

the differential constraint disappears. Then the principal part of the system (1.17) is governed by the second-order partial differential operator of evolution-type:

$$
\partial_{t}+\sum_{i, j=1}^{d} A_{i j}\left(u_{0}\right) \partial_{x_{i} x_{j}}^{2}
$$

If this operator is parabolic, it is possible to solve (1.17) locally in time (see [15]). In particular, when $n-r=1$, $u_{0}$ satisfies a scalar parabolic equation, which can be solved by standard techniques. This is the case of the semilinear examples and the Euler equations with damping given in the last section. Another interesting case is that the equations and the differential constraint are separated. For example, let $r_{1}, r_{2} \in \mathbb{N}$, with $r_{1}+r_{2}=n-r$. If the first $r_{1}$ lines of $A_{j}^{11}\left(U_{0}\right)$ and $\partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right)$ are zero, we take $D=\operatorname{diag}\left(\mathbf{I}_{r_{1}}, \mathbf{0}_{r_{2}}\right)$, with $\mathbf{0}_{r_{2}}$ being the $r_{2} \times r_{2}$ zero matrix. Then (1.14) holds and (1.17) means that only the first $r_{1}$ components of $u_{0}$ satisfy a second-order evolution system of partial differential equations together with $r_{2}$ differential constraint conditions given by (1.10). A typical example of this situation is the Euler-Maxwell system with relaxation.

The main result of this paper is to prove that, for any fixed integer $m \geq 2$, we have $T_{\varepsilon}>T_{m}$ and

$$
\sup _{0 \leq t \leq T_{m}}\left\|U^{\varepsilon}(t, \cdot)-U_{\varepsilon}^{m}(t, \cdot)\right\|_{s} \leq c \varepsilon^{m},
$$

where $\|\cdot\|_{s}$ stands for the norm of $H^{s}\left(\mathbb{T}^{d}\right)$ and $c>0$ is a constant independent of $\varepsilon$. It is stated in Theorem 2.1 in Section 2. The result implies that the convergence of system (1.3) is valid in $\left[0, T_{m} / \varepsilon\right]$. The proof of Theorem 2.1 is based on uniform energy estimates with respect to $\varepsilon$. However, usual energy estimates are not efficient for our problem. The main difficulty comes from the term $\partial_{x_{j}} A_{j}\left(U^{\varepsilon}\right)$ which is of order $O(1)$ instead of order $O(\varepsilon)$ for (1.6). To overcome this difficulty, we use a continuation argument as follows. Assume

$$
\left\|U^{\varepsilon}(0, \cdot)-U_{\varepsilon}^{m}(0, \cdot)\right\|_{s} \leq c \varepsilon^{m}
$$

For all $T_{\varepsilon}^{1} \in\left(0, T_{\varepsilon}\right) \cap\left(0, T_{m}\right]$, the function $t \longmapsto\left\|U^{\varepsilon}(t, \cdot)-U_{\varepsilon}^{m}(t, \cdot)\right\|_{s}$ is continuous on $\left[0, T_{\varepsilon}^{1}\right]$. It follows that, for any fixed integer $m \geq 2$, if $\varepsilon$ is sufficiently small, there exists a maximal time $T_{\varepsilon}^{2} \in\left(0, T_{\varepsilon}\right) \cap\left(0, T_{m}\right]$, such that

$$
\sup _{0 \leq t \leq T_{\varepsilon}^{2}}\left\|U^{\varepsilon}(t, \cdot)-U_{\varepsilon}^{m}(t, \cdot)\right\|_{s} \leq \varepsilon
$$

This result is shown in Lemma 3.2. Therefore, it remains to prove

$$
\sup _{0 \leq t \leq T_{\varepsilon}^{2}}\left\|U^{\varepsilon}(t, \cdot)-U_{\varepsilon}^{m}(t, \cdot)\right\|_{s} \leq c \varepsilon^{m}
$$

Indeed, by a simple argument, the last inequality easily implies that $T_{\varepsilon}^{2}=T_{m}$. Hence, $T_{\varepsilon}>T_{m}$. Besides, the continuation argument allows to keep only the quadratic terms in energy estimates. Thus we avoid complicated calculus and the use of a nonlinear Gronwall-type inequality as in $[33,16]$.

This paper is organized as follows. In the next section, we present the stability conditions for the singular limit of (1.1) and state Theorem 2.1. Section 3 is devoted to the proof of the theorem, which is achieved by a series of lemmas for energy estimates together with a Gronwall inequality with variable coefficients. In Section 4, we show the detailed derivation of the equations for $U_{k}$ and $I_{k}$ defined by (1.9). For small initial data, we prove that for all $0 \leq k \leq m, I_{k}$ exists globally in time and decays exponentially fast to zero as $\tau \rightarrow+\infty$. Finally, we give semilinear and quasilinear examples to which the approximate solutions can be rigorously constructed and thus the theorem can be applied.

## 2. Assumptions and main results

We first introduce the following notations. For a multi-index $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right) \in \mathbb{N}^{d}$, we denote

$$
\partial^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}} \quad \text { with } \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{d}
$$

We denote by $\|\cdot\|_{s}$ the usual norm of the Sobolev space $H^{s} \stackrel{\text { def }}{=} H^{s}\left(\mathbb{T}^{d}\right)$, and by $\|\cdot\|$ and $\|\cdot\|_{\infty}$ the usual norms of $L^{2} \stackrel{\text { def }}{=} L^{2}\left(\mathbb{T}^{d}\right)$ and $L^{\infty} \stackrel{\text { def }}{=} L^{\infty}\left(\mathbb{T}^{d}\right)$, respectively. We also make a convention that $\|\cdot\|=\|\cdot\|_{0}$. Finally, $\langle\cdot, \cdot\rangle$ stands for the inner product in $L^{2}\left(\mathbb{T}^{d}\right)$ and $\operatorname{Im}(V)$ stands for the image of a function $V$. For two sets $\omega, \Omega \in \mathbb{R}^{n}, \omega \subset \subset \Omega$ means that $\omega$ is relatively compact in $\Omega$.

Throughout this paper, $s>d / 2+1$ is an integer and $c>0$ stands for a generic constant independent of $\varepsilon$. We assume there exists an approximate solution $U_{\varepsilon}^{m}$ to (1.1)-(1.2) defined on a time interval [ $0, T_{m}$ ], with $T_{m}>0$ independent of $\varepsilon$. Here $U_{\varepsilon}^{m}$ is not necessarily given by (1.9). Let $U_{0}=\left[\begin{array}{c}u_{0} \\ v_{0}\end{array}\right]$ with $v_{0}=0$ and $u_{0} \in C\left(\left[0, T_{m}\right], H^{s+1}\right)$ being an arbitrary smooth solution of (1.17) and (1.10).

We make the following assumptions:
(H1) $A_{j}^{11}\left(u_{0}, 0\right)$ and $\tilde{A}_{j}^{11}\left(u_{0}, 0\right)$ are constant matrices and $\partial_{u} A_{j}^{11}\left(u_{0}, 0\right)=0$ for all $1 \leq j \leq d$;
(H2) there is a constant $c_{0}>0$, depending only on $G$, such that

$$
A_{0}(u, 0) \partial_{U} Q(0, u, 0) \xi \cdot \xi \leq-c_{0}\left|\xi^{I I}\right|^{2}, \quad \forall(u, 0) \in G, \forall \xi \in \mathbb{R}^{n} ;
$$

(H3) $\partial_{u} \partial_{\varepsilon} Q^{I}(0, u, 0)=0$ for all $u \in \mathbb{R}^{n-r}$;
(H4) $\bar{U} \in H^{s}$ and there exists a convex open set $G_{0} \subset G$ such that $\operatorname{Im}(\bar{U}) \subset \subset G_{0}$;
(H5) for sufficiently small $\varepsilon>0, U_{\varepsilon}^{m}$ satisfies $U_{\varepsilon}^{m} \in C\left(\left[0, T_{m}\right], H^{s+1}\right) \cap C^{1}\left(\left[0, T_{m}\right], H^{s}\right), \operatorname{Im}\left(U_{\varepsilon}^{m}\right) \subset \subset G_{0}$,

$$
\begin{equation*}
\left\|U_{\varepsilon}^{m}(0, \cdot)-\bar{U}(\cdot, \varepsilon)\right\|_{s} \leq c \varepsilon^{m} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{t} U_{\varepsilon}^{m}(t, \cdot)\right\|_{s} \leq c+c \varepsilon^{-2} e^{-\frac{\mu t}{\varepsilon^{2}}}, \quad \sup _{0 \leq t \leq T_{m}}\left\|U_{\varepsilon}^{m}(t, \cdot)-U_{0}(t, \cdot)\right\|_{s} \leq c \varepsilon+c e^{-\frac{\mu t}{\varepsilon^{2}}}, \tag{2.2}
\end{equation*}
$$

where $\mu>0$ is a constant independent of $\varepsilon$;
(H6) the error $R_{m}^{\varepsilon}$ defined in (1.8) can be expressed as

$$
R_{m}^{\varepsilon}=\varepsilon^{m-1}\left[\begin{array}{c}
0 \\
r_{m}
\end{array}\right]+\varepsilon^{m-1} F_{m}^{\varepsilon},
$$

with $r_{m} \in C\left(\left[0, T_{m}\right], H^{s}\right), F_{m}^{\varepsilon} \in C\left(\left[0, T_{m}\right], H^{s}\right)$ and

$$
\left\|F_{m}^{\varepsilon}(t)\right\|_{s} \leq c \varepsilon+c e^{-\frac{\mu t}{\varepsilon^{2}}}
$$

Theorem 2.1. Let $s>d / 2+1$ be an integer and $U^{\varepsilon}$ be the exact solution to (1.1)-(1.2) defined on the maximal time interval $\left[0, T_{\varepsilon}\right.$ ) satisfying (1.7). Let $m \geq 2$ be any fixed integer and $U_{\varepsilon}^{m}$ be an approximate solution to (1.1)-(1.2) defined on $\left[0, T_{m}\right]$ with $T_{m}>0$ being independent of $\varepsilon$. Assume (H1)-(H6) and (1.4)-(1.5) hold. Then there exists $\varepsilon_{0}>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$, we have $T_{\varepsilon}>T_{m}$ and

$$
\begin{equation*}
\sup _{0 \leq t \leq T_{m}}\left\|U^{\varepsilon}(t)-U_{\varepsilon}^{m}(t)\right\|_{s} \leq c \varepsilon^{m} \tag{2.3}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int_{0}^{T_{m}}\left\|v^{\varepsilon}(t)-v_{\varepsilon}^{m}(t)\right\|_{s}^{2} d t \leq c \varepsilon^{2(m+1)} \tag{2.4}
\end{equation*}
$$

Now the following remark is necessary.

## Remark 2.1.

- (H1)-(H3) together with (1.4)-(1.5) are structural stability conditions of the quasilinear system (1.1) and they can be checked for a given system and a given $u_{0}$. In particular, they are satisfied with all examples given in the last section.
- (H1) is used in the proofs of Lemmas 3.3-3.4 and 3.7. It replaces condition $A_{j}^{11}(0)=0$ for studying (1.6) in [16].
- (H1) is satisfied if $A_{j}^{11}(u, 0)$ and $\tilde{A}_{j}^{11}(u, 0)$ are constant matrices for all $u$ and all $1 \leq j \leq d$. This is the case of all examples given in the last section. In particular, (H1) is satisfied when $u_{0}$ is a constant and $\partial_{u} A_{j}^{11}\left(u_{0}, 0\right)=0$, or when (1.1) is semilinear, namely, $A_{j}$ is a constant matrix for all $1 \leq j \leq d$.
- (H2) stands for the partial dissipation property of (1.1). Together with (1.4)-(1.5), it gives a property on the symmetrizer that we need later (see Lemma 3.1). When $r=n$ the dissipation is complete and $U=v$. This case is easier to treat comparing to the partial dissipation case $1 \leq r \leq n-1$.
- (H3) is a technical assumption to treat the source term $Q$ and it is trivially satisfied when $Q$ is a function of only $U$.
- (H4) is necessary to apply the existence theorem of Kato, see [20].
- In (H5), (2.1) is a natural condition on the initial data. It stands for initial errors. Condition (2.2) and (H6) can be checked in the construction of $U_{\varepsilon}^{m}$ in Section 4.


## 3. Justification of formal expansions

### 3.1. Preliminaries

Let $m \geq 2$ be an integer and $U_{\varepsilon}^{m}$ be an approximate solution of (1.1)-(1.2) defined on [ $0, T_{m}$ ], with $T_{m}>0$ being independent of $\varepsilon$. Then, for all $T_{\varepsilon}^{1} \in\left(0, T_{\varepsilon}\right) \cap\left(0, T_{m}\right]$, both the exact solution $U^{\varepsilon}$ and the approximate solution are defined on time interval $\left[0, T_{\varepsilon}^{1}\right]$, on which we define

$$
W^{\varepsilon}=U^{\varepsilon}-U_{\varepsilon}^{m}
$$

From (1.1) and (1.8), we obtain

$$
\begin{equation*}
\partial_{t} W^{\varepsilon}+\frac{1}{\varepsilon} \sum_{j=1}^{d} A_{j}\left(U^{\varepsilon}\right) \partial_{x_{j}} W^{\varepsilon}=\frac{a^{\varepsilon}}{\varepsilon}+\frac{b^{\varepsilon}}{\varepsilon^{2}}-R_{m}^{\varepsilon}, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
a^{\varepsilon}=\sum_{j=1}^{d}\left[A_{j}\left(U_{\varepsilon}^{m}\right)-A_{j}\left(U^{\varepsilon}\right)\right] \partial_{x_{j}} U_{\varepsilon}^{m} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b^{\varepsilon}=Q\left(\varepsilon, U^{\varepsilon}\right)-Q\left(\varepsilon, U_{\varepsilon}^{m}\right) \tag{3.3}
\end{equation*}
$$

Let $\alpha \in \mathbb{N}^{d}$ with $|\alpha| \leq s$. Thanks to the symmetry of $A_{0}$ and $\tilde{A}_{j}$, we obtain an energy equality:

$$
\begin{aligned}
\frac{d}{d t}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle= & \left\langle\operatorname{div}_{\varepsilon} A\left(U^{\varepsilon}\right) \partial^{\alpha} W^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle+\frac{2}{\varepsilon}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle \\
& +\frac{2}{\varepsilon^{2}}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} b^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle-2\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} R_{m}^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle \\
& +\frac{2}{\varepsilon}\left\langle A_{0}\left(U^{\varepsilon}\right) f_{\alpha}^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle,
\end{aligned}
$$

where

$$
\begin{equation*}
\operatorname{div}_{\varepsilon} A(V)=\partial_{t} A_{0}(V)+\frac{1}{\varepsilon} \sum_{j=1}^{d} \partial_{x_{j}} \tilde{A}_{j}(V) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\alpha}^{\varepsilon}=\sum_{j=1}^{d} f_{\alpha j}^{\varepsilon}, \quad f_{\alpha j}^{\varepsilon}=A_{j}\left(U^{\varepsilon}\right) \partial_{x_{j}}\left(\partial^{\alpha} W^{\varepsilon}\right)-\partial^{\alpha}\left(A_{j}\left(U^{\varepsilon}\right) \partial_{x_{j}} W^{\varepsilon}\right) . \tag{3.5}
\end{equation*}
$$

We write this equality as follows:

$$
\frac{d}{d t}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W^{\varepsilon}, \partial^{\alpha} W^{\varepsilon}\right\rangle=I_{1, \varepsilon}^{\alpha}+I_{2, \varepsilon}^{\alpha}+I_{3, \varepsilon}^{\alpha}+I_{4, \varepsilon}^{\alpha}+I_{5, \varepsilon}^{\alpha},
$$

with the natural correspondence for $I_{1, \varepsilon}^{\alpha}, \cdots, I_{5, \varepsilon}^{\alpha}$.
We first give two preliminary results, which are useful in the proofs of results in Sections 3-4. The proof of Lemma 3.1 can be found in [33] with a minor variation.

Lemma 3.1. For any $u \in \mathbb{R}^{n-r}$, (H2) together with (1.4)-(1.5) implies that $A_{0}^{12}(u, 0)=0$.
Lemma 3.2. Assume (H5) holds and $m \geq 2$. If $\varepsilon>0$ is sufficiently small, then there exists a maximal time $T_{\varepsilon}^{2} \in$ $\left(0, T_{\varepsilon}\right) \cap\left(0, T_{m}\right]$, such that

$$
\begin{equation*}
\left\|W^{\varepsilon}(t)\right\|_{s} \leq \varepsilon, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { either }\left\|W^{\varepsilon}\left(T_{\varepsilon}^{2}\right)\right\|_{s}=\varepsilon \text { or } T_{\varepsilon}^{2}=T_{m} \tag{3.7}
\end{equation*}
$$

## Moreover,

$$
\begin{align*}
& \left\|U^{\varepsilon}(t)-U_{0}(t)\right\|_{s} \leq c \varepsilon+c e^{-\frac{\mu t}{\varepsilon^{2}}}, \quad\left\|U^{\varepsilon}(t)\right\|_{s} \leq c, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right],  \tag{3.8}\\
& \operatorname{Im}\left(U^{\varepsilon}(t, x)\right) \subset \subset G_{0}, \quad \forall(t, x) \in\left[0, T_{\varepsilon}^{2}\right] \times \mathbb{T}^{d} . \tag{3.9}
\end{align*}
$$

Proof. For all $T_{\varepsilon}^{1} \in\left(0, T_{\varepsilon}\right) \cap\left(0, T_{m}\right]$, since $W^{\varepsilon} \in C\left(\left[0, T_{\varepsilon}^{1}\right], H^{s}\right)$, the function $t \longmapsto\left\|W^{\varepsilon}(t)\right\|_{s}$ is continuous on [ $0, T_{\varepsilon}^{1}$ ]. Moreover, for any fixed integer $m \geq 2$, any fixed constant $c>0$ and sufficiently small $\varepsilon>0$, we always have $c \varepsilon^{m}<\varepsilon$.

If $T_{m}<T_{\varepsilon}$, then $\left[0, T_{\varepsilon}\right) \cap\left[0, T_{m}\right]=\left[0, T_{m}\right]$, which is a bounded closed interval. It follows from (2.1) that there exists a maximal time $T_{\varepsilon}^{2} \in\left(0, T_{m}\right]$, such that (3.6)-(3.7) hold. Otherwise, $T_{m} \geq T_{\varepsilon}$ and $\left[0, T_{\varepsilon}\right) \cap\left[0, T_{m}\right]=\left[0, T_{\varepsilon}\right)$. Since $T_{\varepsilon}$ is the maximal existence time for $U^{\varepsilon}$, we have

$$
\lim _{t \rightarrow T_{\varepsilon}^{-}}\left\|W^{\varepsilon}(t)\right\|_{s}=+\infty
$$

Hence, there still exists a maximal time $T_{\varepsilon}^{2} \in\left(0, T_{\varepsilon}\right)$, such that (3.6) holds and $\left\|W^{\varepsilon}\left(T_{\varepsilon}^{2}\right)\right\|_{s}=\varepsilon$. This proves (3.6)-(3.7). Finally, (3.8) follows from (3.6) and (2.2), and (3.9) follows from (3.6), $\operatorname{Im}\left(U_{\varepsilon}^{m}\right) \subset \subset G_{0}$ and the continuous imbedding $H^{s} \hookrightarrow L^{\infty}$.

### 3.2. Energy estimates

In general we start the energy estimates by an $L^{2}$-estimate for $\alpha=0$ followed by higher order estimates for $|\alpha| \geq 1$. These estimates are indeed similar for the non-conservative system. In order to avoid repeated calculations, we consider a general estimate of order $|\alpha| \leq s$ which includes the $L^{2}$-estimate as a particular case, by adopting a convention that $\|\cdot\|_{-1}=0$.

In Lemmas 3.3-3.7 below, we establish the estimates for $I_{1, \varepsilon}^{\alpha}, \cdots, I_{5, \varepsilon}^{\alpha}$ on $\left[0, T_{\varepsilon}^{2}\right]$. For this purpose, we always assume that the conditions of Theorem 2.1 hold and we will repeatedly use (3.6), (3.8) and the continuous imbedding $H^{s} \hookrightarrow W^{1, \infty} \stackrel{\text { def }}{=} W^{1, \infty}\left(\mathbb{T}^{d}\right)$. For simplicity, in what follows we drop $\varepsilon$ in $W^{\varepsilon}$ and in $I_{1, \varepsilon}^{\alpha}, \cdots, I_{5, \varepsilon}^{\alpha}$, and we introduce

$$
\begin{equation*}
v_{\varepsilon}(t)=e^{-\frac{\mu t}{\varepsilon^{2}}} . \tag{3.10}
\end{equation*}
$$

This function has already appeared in (H5)-(H6) and (3.8). We also write $W=\left[\begin{array}{l}W^{I} \\ W^{I I}\end{array}\right]$. From (1.4) and (1.5) we have

$$
\partial_{U} Q(0, u, 0)=\left[\begin{array}{cc}
0 & 0  \tag{3.11}\\
0 & \partial_{v} q(u, 0)
\end{array}\right], \quad \partial_{U} Q(0, u, 0) W=\left[\begin{array}{c}
0 \\
\partial_{v} q(u, 0) W^{I I}
\end{array}\right], \quad \forall u \in \mathbb{R}^{n-r} .
$$

The strategy of the proof is to control each $I_{i}^{\alpha}(i \neq 3)$ by

$$
\begin{equation*}
\frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon} \nu_{\varepsilon}(t)+\frac{1}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}\right)\|W(t)\|_{s}^{2}+c \varepsilon^{2 m} \tag{3.12}
\end{equation*}
$$

where $\delta>0$ stands for an arbitrary small constant (independent of $\varepsilon$ ) to be chosen later and $c>0$ may depend on $\delta$. The first term in (3.12) will be absorbed by $I_{3}^{\alpha}$ due to the dissipation assumption (H2). Then the second term in (3.12) can be treated by an induction argument on $|\alpha|$. Finally, a Gronwall inequality yields the desired estimate.

Lemma 3.3. It holds

$$
\begin{equation*}
\left|I_{1}^{\alpha}(t)\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+c\left(1+\frac{1}{\varepsilon} \nu_{\varepsilon}(t)+\frac{1}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}\right)\|W(t)\|_{s}^{2}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] . \tag{3.13}
\end{equation*}
$$

Proof. Recall that

$$
I_{1}^{\alpha}=\left\langle\operatorname{div}_{\varepsilon} A\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle
$$

where $\operatorname{div}_{\varepsilon} A\left(U^{\varepsilon}\right)$ is defined in (3.4). We first prove that

$$
\begin{equation*}
\left|\left\langle\partial_{t} A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle\right| \leq c\left(1+\frac{1}{\varepsilon} \nu_{\varepsilon}+\frac{1}{\varepsilon^{2}}\left\|W^{I I}\right\|_{s}\right)\|W\|_{s}^{2} \tag{3.14}
\end{equation*}
$$

Indeed, system (3.1) yields

$$
\partial_{t} W=-\frac{1}{\varepsilon} \sum_{j=1}^{d} A_{j}\left(U^{\varepsilon}\right) \partial_{x_{j}} W+\frac{a^{\varepsilon}}{\varepsilon}+\frac{b^{\varepsilon}}{\varepsilon^{2}}-R_{m}^{\varepsilon} .
$$

In view of the given expressions, we have obviously

$$
\left\|\sum_{j=1}^{d} A_{j}\left(U^{\varepsilon}\right) \partial_{x_{j}} W\right\|_{\infty} \leq c\|W\|_{s} \leq c \varepsilon
$$

and

$$
\left\|a^{\varepsilon}\right\|_{\infty} \leq c\|W\|_{s} \leq c \varepsilon
$$

From $m \geq 2$ and (H6), we also have

$$
\left\|R_{m}^{\varepsilon}\right\|_{\infty} \leq \varepsilon^{m-1}\left\|r_{m}\right\|_{\infty}+\varepsilon^{m-1}\left\|F_{m}^{\varepsilon}\right\|_{\infty} \leq c
$$

Now we write $b^{\varepsilon}$ as

$$
\begin{aligned}
b^{\varepsilon}= & Q\left(\varepsilon, U^{\varepsilon}\right)-Q\left(\varepsilon, U_{\varepsilon}^{m}\right) \\
= & Q\left(\varepsilon, U^{\varepsilon}\right)-Q\left(\varepsilon, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(\varepsilon, U_{\varepsilon}^{m}\right) W \\
& +\left(\partial_{U} Q\left(\varepsilon, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(\varepsilon, U_{0}\right)\right) W+\left(\partial_{U} Q\left(\varepsilon, U_{0}\right)-\partial_{U} Q\left(0, U_{0}\right)\right) W+\partial_{U} Q\left(0, U_{0}\right) W .
\end{aligned}
$$

Noting (3.11), we obtain from (H5), (3.6) and (3.8) that

$$
\left\|b^{\varepsilon}\right\|_{\infty} \leq c \varepsilon^{2}+c \varepsilon v_{\varepsilon}+c\left\|W^{I I}\right\|_{s},
$$

which implies that

$$
\left\|\partial_{t} W\right\|_{\infty} \leq c+\frac{c}{\varepsilon} \nu_{\varepsilon}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}\right\|_{s} .
$$

Therefore, (3.14) follows from (H5) and

$$
\partial_{t} A_{0}\left(U^{\varepsilon}\right)=A_{0}^{\prime}\left(U^{\varepsilon}\right)\left(\partial_{t} W+\partial_{t} U_{\varepsilon}^{m}\right)
$$

Next, since $\tilde{A}_{j}\left(U^{\varepsilon}\right)$ is symmetric, we have

$$
\begin{aligned}
\left\langle\partial_{x_{j}} \tilde{A}_{j}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle= & \left\langle\partial_{x_{j}} \tilde{A}_{j}^{11}\left(U^{\varepsilon}\right) \partial^{\alpha} W^{I}, \partial^{\alpha} W^{I}\right\rangle+2\left\langle\partial_{x_{j}} \tilde{A}_{j}^{12}\left(U^{\varepsilon}\right) \partial^{\alpha} W^{I I}, \partial^{\alpha} W^{I}\right\rangle \\
& +\left\langle\partial_{x_{j}} \tilde{A}_{j}^{22}\left(U^{\varepsilon}\right) \partial^{\alpha} W^{I I}, \partial^{\alpha} W^{I I}\right\rangle .
\end{aligned}
$$

The last two terms on the right-hand side are bounded by

$$
c\|W\|_{s}\left\|\partial^{\alpha} W^{I I}\right\| \leq \frac{\delta}{\varepsilon}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c \varepsilon\|W\|_{s}^{2} .
$$

For the first term, we use (H1) to get

$$
\begin{aligned}
\left|\left\langle\partial_{x_{j}} \tilde{A}_{j}^{11}\left(U^{\varepsilon}\right) \partial^{\alpha} W^{I}, \partial^{\alpha} W^{I}\right\rangle\right| & =\left|\left\langle\partial_{x_{j}}\left(\tilde{A}_{j}^{11}\left(U^{\varepsilon}\right)-\tilde{A}_{j}^{11}\left(U_{0}\right)\right) \partial^{\alpha} W^{I}, \partial^{\alpha} W^{I}\right\rangle\right| \\
& \leq c\left\|\partial_{x_{j}}\left(U^{\varepsilon}-U_{0}\right)\right\|_{\infty}\|W\|_{s}^{2} \\
& \leq c\left(\varepsilon+v_{\varepsilon}\right)\|W\|_{s}^{2} .
\end{aligned}
$$

Hence,

$$
\frac{1}{\varepsilon}\left|\left\langle\sum_{j=1}^{d} \partial_{x_{j}} \tilde{A}_{j}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle\right| \leq c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}\right)\|W\|_{s}^{2}
$$

Together with (3.14), this yields (3.13).

## Lemma 3.4. It holds

$$
\begin{equation*}
\left|I_{2}^{\alpha}(t)\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] . \tag{3.15}
\end{equation*}
$$

Proof. Recall that

$$
\begin{align*}
I_{2}^{\alpha} & =\frac{2}{\varepsilon}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W\right\rangle \\
& =\frac{2}{\varepsilon}\left\langle\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W\right\rangle+\frac{2}{\varepsilon}\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W\right\rangle, \tag{3.16}
\end{align*}
$$

where $a^{\varepsilon}$ is defined in (3.2). From (H5) and (3.6), it is clear that

$$
\left\|\partial^{\alpha} a^{\varepsilon}\right\| \leq\left\|a^{\varepsilon}\right\|_{s} \leq c\|W\|_{s} .
$$

Similarly, (3.8) yields

$$
\left\|A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right\|_{\infty} \leq c\left(\varepsilon+v_{\varepsilon}\right)
$$

Therefore,

$$
\begin{equation*}
\frac{2}{\varepsilon}\left|\left\langle\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W\right\rangle\right| \leq c\left(1+\frac{1}{\varepsilon} \nu_{\varepsilon}\right)\|W\|_{s}^{2} . \tag{3.17}
\end{equation*}
$$

For the second term in (3.16), by Lemma 3.1 we have $A_{0}^{12}\left(U_{0}\right)=0$. Then a straightforward calculation gives

$$
\begin{aligned}
\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W\right\rangle= & \sum_{j=1}^{d}\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}\left(U_{\varepsilon}^{m}\right)-A_{j}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} U_{\varepsilon}^{m}\right], \partial^{\alpha} W\right\rangle \\
= & \sum_{j=1}^{d}\left\langle A_{0}^{11}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}^{11}\left(U_{\varepsilon}^{m}\right)-A_{j}^{11}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} u_{\varepsilon}^{m}\right], \partial^{\alpha} W^{I}\right\rangle \\
& +\sum_{j=1}^{d}\left\langle A_{0}^{11}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}^{12}\left(U_{\varepsilon}^{m}\right)-A_{j}^{12}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} v_{\varepsilon}^{m}\right], \partial^{\alpha} W^{I}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{j=1}^{d}\left\langle A_{0}^{22}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}^{21}\left(U_{\varepsilon}^{m}\right)-A_{j}^{21}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} u_{\varepsilon}^{m}\right], \partial^{\alpha} W^{I I}\right\rangle \\
& +\sum_{j=1}^{d}\left\langle A_{0}^{22}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}^{22}\left(U_{\varepsilon}^{m}\right)-A_{j}^{22}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} v_{\varepsilon}^{m}\right], \partial^{\alpha} W^{I I}\right\rangle \tag{3.18}
\end{align*}
$$

Obviously, the last two terms in (3.18) are bounded by

$$
c\|W\|_{s}\left\|\partial^{\alpha} W^{I I}\right\| \leq \frac{\delta}{\varepsilon}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c \varepsilon\|W\|_{s}^{2} .
$$

Since $v_{0}=0$, (H5) yields $\left\|v_{\varepsilon}^{m}\right\|_{s} \leq c \varepsilon+c v_{\varepsilon}$. Therefore,

$$
\left|\sum_{j=1}^{d}\left\langle A_{0}^{11}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}^{12}\left(U_{\varepsilon}^{m}\right)-A_{j}^{12}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} v_{\varepsilon}^{m}\right], \partial^{\alpha} W^{I}\right\rangle\right| \leq c\left(\varepsilon+v_{\varepsilon}\right)\|W\|_{s}^{2} .
$$

For the first term in (3.18), we have

$$
\begin{aligned}
A_{j}^{11}\left(U_{\varepsilon}^{m}\right)-A_{j}^{11}\left(U^{\varepsilon}\right)= & \left(A_{j}^{11}\left(u_{\varepsilon}^{m}, v_{\varepsilon}^{m}\right)-A_{j}^{11}\left(u^{\varepsilon}, v_{\varepsilon}^{m}\right)\right)+\left(A_{j}^{11}\left(u^{\varepsilon}, v_{\varepsilon}^{m}\right)-A_{j}^{11}\left(u^{\varepsilon}, v^{\varepsilon}\right)\right) \\
= & -\int_{0}^{1} \partial_{u} A_{j}^{11}\left(u_{\varepsilon}^{m}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right), v_{\varepsilon}^{m}\right) W^{I} d \theta \\
& -\int_{0}^{1} \partial_{v} A_{j}^{11}\left(u^{\varepsilon}, v_{\varepsilon}^{m}+\theta\left(v^{\varepsilon}-v_{\varepsilon}^{m}\right)\right) W^{I I} d \theta
\end{aligned}
$$

The second integral above is easily estimated due to the appearance of $W^{I I}$. The first one can be treated due to condition $\partial_{u} A_{j}^{11}\left(u_{0}, 0\right)=0$ in (H1). Precisely, we write

$$
\begin{aligned}
& \partial_{u} A_{j}^{11}\left(u_{\varepsilon}^{m}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right), v_{\varepsilon}^{m}\right) \\
= & {\left[\partial_{u} A_{j}^{11}\left(u_{\varepsilon}^{m}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right), v_{\varepsilon}^{m}\right)-\partial_{u} A_{j}^{11}\left(u_{0}, v_{\varepsilon}^{m}\right)\right]+\left[\partial_{u} A_{j}^{11}\left(u_{0}, v_{\varepsilon}^{m}\right)-\partial_{u} A_{j}^{11}\left(u_{0}, 0\right)\right] } \\
= & \int_{0}^{1} \partial_{u u}^{2} A_{j}^{11}\left(\left(1-\theta^{\prime}\right) u_{0}+\theta^{\prime}\left(u_{\varepsilon}^{m}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right)\right), v_{\varepsilon}^{m}\right)\left(u_{\varepsilon}^{m}-u_{0}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right)\right) d \theta^{\prime} \\
& +\int_{0}^{1} \partial_{u v}^{2} A_{j}^{11}\left(u_{0}, \theta^{\prime} v_{\varepsilon}^{m}\right) v_{\varepsilon}^{m} d \theta^{\prime} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& -\int_{0}^{1} \partial_{u} A_{j}^{11}\left(u_{\varepsilon}^{m}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right), v_{\varepsilon}^{m}\right) W^{I} d \theta \\
= & -\int_{0}^{1} \int_{0}^{1} \partial_{u u}^{2} A_{j}^{11}\left(\left(1-\theta^{\prime}\right) u_{0}+\theta^{\prime}\left(\left(u_{\varepsilon}^{m}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right)\right), v_{\varepsilon}^{m}\right)\left(u_{\varepsilon}^{m}-u_{0}+\theta\left(u^{\varepsilon}-u_{\varepsilon}^{m}\right), W^{I}\right) d \theta d \theta^{\prime}\right. \\
& -\int_{0}^{1} \int_{0}^{1} \partial_{u v}^{2} A_{j}^{11}\left(u_{0}, \theta^{\prime} v_{\varepsilon}^{m}\right)\left(W^{I}, v_{\varepsilon}^{m}\right) d \theta d \theta^{\prime}
\end{aligned}
$$

Since $\left\|U_{\varepsilon}^{m}\right\|_{s} \leq c \varepsilon+c \nu_{\varepsilon}$, it follows that

$$
\begin{aligned}
& \left|\sum_{j=1}^{d}\left\langle A_{0}^{11}\left(U_{0}\right) \partial^{\alpha}\left[\left(A_{j}^{11}\left(U_{\varepsilon}^{m}\right)-A_{j}^{11}\left(U^{\varepsilon}\right)\right) \partial_{x_{j}} u_{\varepsilon}^{m}\right], \partial^{\alpha} W^{I}\right\rangle\right| \\
\leq & \frac{\delta}{\varepsilon}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+\frac{c}{\varepsilon}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(\varepsilon+v_{\varepsilon}\right)\|W\|_{s}^{2} .
\end{aligned}
$$

This proves

$$
\frac{2}{\varepsilon}\left|\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha} a^{\varepsilon}, \partial^{\alpha} W\right\rangle\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}\right)\|W\|_{s}^{2} .
$$

Together with (3.16)-(3.17) it yields (3.15).

## Lemma 3.5. It holds

$$
\begin{equation*}
I_{3}^{\alpha}(t) \leq \frac{4 \delta-2 c_{0}}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon^{2}} \nu_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right], \tag{3.19}
\end{equation*}
$$

where the positive constant $c_{0}$ is given in (H2).
Proof. Recall that

$$
I_{3}^{\alpha}=\frac{2}{\varepsilon^{2}}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} b^{\varepsilon}, \partial^{\alpha} W\right\rangle
$$

where $b^{\varepsilon}$ is defined in (3.3). We first write $b^{\varepsilon}$ as

$$
\begin{aligned}
b^{\varepsilon}= & \partial_{U} Q\left(0, U_{0}\right) W \\
& +\varepsilon \partial_{U} \partial_{\varepsilon} Q\left(0, U_{0}\right) W \\
& +\left[Q\left(0, U^{\varepsilon}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(0, U_{0}\right) W\right] \\
& +\varepsilon\left[\partial_{\varepsilon} Q\left(0, U^{\varepsilon}\right)-\partial_{\varepsilon} Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} \partial_{\varepsilon} Q\left(0, U_{0}\right) W\right] \\
& +\left[Q\left(\varepsilon, U^{\varepsilon}\right)-Q\left(0, U^{\varepsilon}\right)-\varepsilon \partial_{\varepsilon} Q\left(0, U^{\varepsilon}\right)-\left(Q\left(\varepsilon, U_{\varepsilon}^{m}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\varepsilon \partial_{\varepsilon} Q\left(0, U_{\varepsilon}^{m}\right)\right)\right],
\end{aligned}
$$

which implies that

$$
I_{3}^{\alpha}=I_{31}^{\alpha}+I_{32}^{\alpha}+I_{33}^{\alpha}+I_{34}^{\alpha}+I_{35}^{\alpha}
$$

with the natural correspondence for $I_{31}^{\alpha}, \cdots, I_{35}^{\alpha}$. Now we estimate each of these terms.
(i) For $I_{31}^{\alpha}$ we write

$$
\begin{aligned}
A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha}\left[\partial_{U} Q\left(0, U_{0}\right) W\right]= & A_{0}\left(U_{0}\right) \partial_{U} Q\left(0, U_{0}\right) \partial^{\alpha} W \\
& +A_{0}\left(U_{0}\right)\left[\partial^{\alpha}\left(\partial_{U} Q\left(0, U_{0}\right) W\right)-\partial_{U} Q\left(0, U_{0}\right) \partial^{\alpha} W\right] \\
& +\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha}\left[\partial_{U} Q\left(0, U_{0}\right) W\right] .
\end{aligned}
$$

Then (H2) implies that

$$
\left\langle A_{0}\left(U_{0}\right) \partial_{U} Q\left(0, U_{0}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle \leq-c_{0}\left\|\partial^{\alpha} W^{I I}\right\|^{2} .
$$

Noting (3.11) and $A_{0}^{12}\left(U_{0}\right)=0$, we obtain

$$
\begin{aligned}
& \left\langle A_{0}\left(U_{0}\right)\left[\partial^{\alpha}\left(\partial_{U} Q\left(0, U_{0}\right) W\right)-\partial_{U} Q\left(0, U_{0}\right) \partial^{\alpha} W\right], \partial^{\alpha} W\right\rangle \\
= & \left\langle A_{0}^{22}\left(U_{0}\right)\left[\partial^{\alpha}\left(\partial_{v} q\left(U_{0}\right) W^{I I}\right)-\partial_{v} q\left(U_{0}\right) \partial^{\alpha} W^{I I}\right], \partial^{\alpha} W^{I I}\right\rangle .
\end{aligned}
$$

This term vanishes when $\alpha=0$. Hence, for all $|\alpha| \leq s$, by the Moser-type calculus inequalities (see [14,20]), we always have

$$
\begin{aligned}
& \left\langle A_{0}\left(U_{0}\right)\left[\partial^{\alpha}\left(\partial_{U} Q\left(0, U_{0}\right) W\right)-\partial_{U} Q\left(0, U_{0}\right) \partial^{\alpha} W\right], \partial^{\alpha} W\right\rangle \\
\leq & c\left\|W^{I I}\right\|_{|\alpha|-1} \cdot\left\|\partial^{\alpha} W^{I I}\right\| \\
\leq & \frac{\delta}{4}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c\left\|W^{I I}\right\|_{|\alpha|-1}^{2} .
\end{aligned}
$$

For the last term in $I_{31}^{\alpha}$, a similar calculation yields

$$
\begin{aligned}
& \left\langle\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha}\left[\partial_{U} Q\left(0, U_{0}\right) W\right], \partial^{\alpha} W\right\rangle \\
= & \left\langle\left[A_{0}^{12}\left(U^{\varepsilon}\right)-A_{0}^{12}\left(U_{0}\right)\right] \partial^{\alpha}\left[\partial_{v} q\left(U_{0}\right) W^{I I}\right], \partial^{\alpha} W^{I}\right\rangle \\
& +\left\langle\left[A_{0}^{22}\left(U^{\varepsilon}\right)-A_{0}^{22}\left(U_{0}\right)\right] \partial^{\alpha}\left[\partial_{v} q\left(U_{0}\right) W^{I I}\right], \partial^{\alpha} W^{I I}\right\rangle .
\end{aligned}
$$

Since $\left\|A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right\|_{\infty} \leq c \varepsilon+c v_{\varepsilon}$ and $v_{\varepsilon}^{2} \leq \nu_{\varepsilon}$, it is clear that

$$
\begin{aligned}
& \left\langle\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha}\left[\partial_{U} Q\left(0, U_{0}\right) W\right], \partial^{\alpha} W\right\rangle \\
\leq & c\left(\varepsilon+v_{\varepsilon}\right)\left\|W^{I I}\right\|_{|\alpha|} \cdot\|W\|_{|\alpha|} \\
\leq & \frac{\delta}{4}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c\left\|W^{I I}\right\|_{|\alpha|-1}^{2}+c\left(\varepsilon^{2}+v_{\varepsilon}\right)\|W\|_{s}^{2} .
\end{aligned}
$$

This shows that

$$
I_{31}^{\alpha} \leq \frac{\delta-2 c_{0}}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\right)\|W\|_{s}^{2} .
$$

(ii) For $I_{32}^{\alpha}$, (H3) yields

$$
\partial_{U} \partial_{\varepsilon} Q\left(0, U_{0}\right)=\left[\begin{array}{cc}
0 & \partial_{v} \partial_{\varepsilon} Q^{I}\left(0, U_{0}\right) \\
\partial_{u} \partial_{\varepsilon} Q^{I I}\left(0, U_{0}\right) & \partial_{v} \partial_{\varepsilon} Q^{I I}\left(0, U_{0}\right)
\end{array}\right] .
$$

Hence,

$$
\begin{aligned}
I_{32}^{\alpha}= & \frac{2}{\varepsilon}\left\langle A_{0}^{11}\left(U^{\varepsilon}\right) \partial^{\alpha}\left(\partial_{v} \partial_{\varepsilon} Q^{I}\left(0, U_{0}\right) W^{I I}\right), \partial^{\alpha} W^{I}\right\rangle \\
& +\frac{2}{\varepsilon}\left\langle\left[A_{0}^{12}\left(U^{\varepsilon}\right)-A_{0}^{12}\left(U_{0}\right)\right] \partial^{\alpha}\left(\partial_{u} \partial_{\varepsilon} Q^{I I}\left(0, U_{0}\right) W^{I}\right), \partial^{\alpha} W^{I}\right\rangle \\
& +\frac{2}{\varepsilon}\left\langle A_{0}^{12}\left(U^{\varepsilon}\right) \partial^{\alpha}\left(\partial_{v} \partial_{\varepsilon} Q^{I I}\left(0, U_{0}\right) W^{I I}\right), \partial^{\alpha} W^{I}\right\rangle \\
& +\frac{2}{\varepsilon}\left\langle A_{0}^{21}\left(U^{\varepsilon}\right) \partial^{\alpha}\left[\partial_{v} \partial_{\varepsilon} Q^{I}\left(0, U_{0}\right) W^{I I}\right], \partial^{\alpha} W^{I I}\right\rangle \\
& +\frac{2}{\varepsilon}\left\langle A_{0}^{22}\left(U^{\varepsilon}\right) \partial^{\alpha}\left[\partial_{u} \partial_{\varepsilon} Q^{I I}\left(0, U_{0}\right) W^{I}+\partial_{v} \partial_{\varepsilon} Q^{I I}\left(0, U_{0}\right) W^{I I}\right], \partial^{\alpha} W^{I I}\right\rangle,
\end{aligned}
$$

in which each term is quadratic containing $W^{I I}$, except for the second one, which is obviously bounded by $c\left(1+\frac{1}{\varepsilon} \nu_{\varepsilon}\right)\|W\|_{s}^{2}$. Hence,

$$
\left|I_{32}^{\alpha}\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}\right)\|W\|_{s}^{2} .
$$

(iii) For $I_{33}^{\alpha}$, since $\partial_{u} q\left(U_{0}\right)=0$, we have (3.11) and $\partial_{v} q\left(U_{0}\right) W^{I I}=\partial_{U} q\left(U_{0}\right) W$. Hence,

$$
\begin{aligned}
& Q\left(0, U^{\varepsilon}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(0, U_{0}\right) W \\
= & {\left[\begin{array}{c}
0 \\
q\left(U^{\varepsilon}\right)-q\left(U_{\varepsilon}^{m}\right)-\partial_{U} q\left(U_{\varepsilon}^{m}\right) W
\end{array}\right]+\left[\begin{array}{c}
0 \\
\left(\partial_{U} q\left(U_{\varepsilon}^{m}\right)-\partial_{U} q\left(U_{0}\right)\right) W
\end{array}\right] . }
\end{aligned}
$$

By the Taylor formula, it is clear that

$$
\left\|\partial^{\alpha}\left(q\left(U^{\varepsilon}\right)-q\left(U_{\varepsilon}^{m}\right)-\partial_{U} q\left(U_{\varepsilon}^{m}\right) W\right)\right\| \leq c\|W\|_{s}^{2} \leq c \varepsilon\|W\|_{s}
$$

and

$$
\left.\| \partial^{\alpha}\left(\partial_{U} q\left(U_{\varepsilon}^{m}\right)-\partial_{U} q\left(U_{0}\right)\right) W\right)\left\|\leq c\left(\varepsilon+v_{\varepsilon}\right)\right\| W \|_{s} .
$$

Since $A_{0}^{12}\left(U_{0}\right)=A_{0}^{21}\left(U_{0}\right)=0$, we have

$$
\begin{aligned}
& \frac{2}{\varepsilon^{2}}\left|\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha}\left(Q\left(0, U^{\varepsilon}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(0, U_{0}\right) W\right), \partial^{\alpha} W\right\rangle\right| \\
\leq & \frac{2}{\varepsilon^{2}}\left|\left\langle A_{0}^{22}\left(U_{0}\right) \partial^{\alpha}\left(q\left(U^{\varepsilon}\right)-q\left(U_{\varepsilon}^{m}\right)-\partial_{U} q\left(U_{\varepsilon}^{m}\right) W\right), \partial^{\alpha} W^{I I}\right\rangle\right| \\
& \left.+\frac{2}{\varepsilon^{2}}\left|\left\langle A_{0}^{22}\left(U_{0}\right) \partial^{\alpha}\left(\partial_{U} q\left(U_{\varepsilon}^{m}\right)-\partial_{U} q\left(U_{0}\right)\right) W\right), \partial^{\alpha} W^{I I}\right\rangle \right\rvert\, \\
\leq & \frac{c}{\varepsilon^{2}}\left(\varepsilon+v_{\varepsilon}\right)\|W\|_{s}\left\|\partial^{\alpha} W^{I I}\right\| \\
\leq & \frac{\delta}{2 \varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\right)\|W\|_{s}^{2} .
\end{aligned}
$$

Now

$$
\begin{aligned}
I_{33}^{\alpha}= & \frac{2}{\varepsilon^{2}}\left\langle\left(A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right) \partial^{\alpha}\left(Q\left(0, U^{\varepsilon}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(0, U_{0}\right) W\right), \partial^{\alpha} W\right\rangle \\
& +\frac{2}{\varepsilon^{2}}\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha}\left(Q\left(0, U^{\varepsilon}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} Q\left(0, U_{0}\right) W\right), \partial^{\alpha} W\right\rangle .
\end{aligned}
$$

The first term can be estimated as above by using $\left\|U^{\varepsilon}-U_{0}\right\|_{s} \leq c\left(\varepsilon+v_{\varepsilon}\right)$. Therefore,

$$
\left|I_{33}^{\alpha}\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\right)\|W\|_{s}^{2}
$$

(iv) Similarly, we obtain

$$
\begin{aligned}
\left|I_{34}^{\alpha}\right| & =\varepsilon\left|\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha}\left(\partial_{\varepsilon} Q\left(0, U^{\varepsilon}\right)-\partial_{\varepsilon} Q\left(0, U_{\varepsilon}^{m}\right)-\partial_{U} \partial_{\varepsilon} Q\left(0, U_{0}\right) W\right), \partial^{\alpha} W\right\rangle\right| \\
& \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}\right)\|W\|_{s}^{2} .
\end{aligned}
$$

(v) For this last term in $I_{3}^{\alpha}$, we have

$$
\begin{aligned}
& Q\left(\varepsilon, U^{\varepsilon}\right)-Q\left(0, U^{\varepsilon}\right)-\varepsilon \partial_{\varepsilon} Q\left(0, U^{\varepsilon}\right)-\left(Q\left(\varepsilon, U_{\varepsilon}^{m}\right)-Q\left(0, U_{\varepsilon}^{m}\right)-\varepsilon \partial_{\varepsilon} Q\left(0, U_{\varepsilon}^{m}\right)\right) \\
= & \varepsilon^{2} \int_{0}^{1} \int_{0}^{1} \partial_{U} \partial_{\varepsilon \varepsilon}^{2} Q\left(\theta \varepsilon, \tau U^{\varepsilon}+(1-\tau) U_{\varepsilon}^{m}\right) W d \tau d \theta,
\end{aligned}
$$

which implies that

$$
\left|I_{35}^{\alpha}\right| \leq \frac{2}{\varepsilon^{2}} c \varepsilon^{2}\|W\|_{s}\|W\|_{s} \leq c\|W\|_{s}^{2} .
$$

From the estimates in (i)-(v), we obtain (3.19).

## Lemma 3.6. It holds

$$
\begin{equation*}
\left|I_{4}^{\alpha}(t)\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2}+c \varepsilon^{2 m}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] . \tag{3.20}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
I_{4}^{\alpha} & =-2\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} R^{\varepsilon}, \partial^{\alpha} W\right\rangle \\
& =-2\left\langle\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha} R^{\varepsilon}, \partial^{\alpha} W\right\rangle-2\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha} R^{\varepsilon}, \partial^{\alpha} W\right\rangle
\end{aligned}
$$

Since

$$
\left\|A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right\|_{\infty} \leq c\left\|U^{\varepsilon}-U_{0}\right\|_{\infty} \leq\left\|U^{\varepsilon}-U_{0}\right\|_{s} \leq c\left(\varepsilon+v_{\varepsilon}\right)
$$

using (H6) and (3.6) we obtain

$$
\begin{aligned}
\left|\left\langle\left[A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right] \partial^{\alpha} R^{\varepsilon}, \partial^{\alpha} W\right\rangle\right| & \leq c \varepsilon^{m}\left(1+\frac{1}{\varepsilon} \nu_{\varepsilon}\right)\left(\left\|r_{m}\right\|_{s}+\left\|F_{m}^{\varepsilon}\right\|_{s}\right)\|W\|_{s} \\
& \leq c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\right)\|W\|_{s}^{2}+c \varepsilon^{2 m}
\end{aligned}
$$

For the second term in $I_{4}^{\alpha}$, we use $A_{0}^{12}\left(U_{0}\right)=A_{0}^{21}\left(U_{0}\right)=0$ to get

$$
\begin{aligned}
\left|\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha} R^{\varepsilon}, \partial^{\alpha} W\right\rangle\right| & =\varepsilon^{m-1}\left|\left\langle A_{0}^{22}\left(U_{0}\right) \partial^{\alpha} r_{m}, \partial^{\alpha} W^{I I}\right\rangle+\left\langle A_{0}\left(U_{0}\right) \partial^{\alpha} F_{m}^{\varepsilon}, \partial^{\alpha} W\right\rangle\right| \\
& \leq \frac{\delta}{2 \varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\right)\|W\|_{s}^{2}+c \varepsilon^{2 m} .
\end{aligned}
$$

This proves (3.20).

## Lemma 3.7. It holds

$$
\begin{equation*}
\left|I_{5}^{\alpha}(t)\right| \leq \frac{\delta}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] . \tag{3.21}
\end{equation*}
$$

Proof. Recall that

$$
I_{5}^{\alpha}=\frac{2}{\varepsilon} \sum_{j=1}^{d}\left\langle A_{0}\left(U^{\varepsilon}\right) f_{\alpha j}^{\varepsilon}, \partial^{\alpha} W\right\rangle,
$$

where $f_{\alpha j}^{\varepsilon}$ is defined in (3.5). Then

$$
\begin{aligned}
A_{0}\left(U^{\varepsilon}\right) f_{\alpha j}^{\varepsilon}= & A_{0}\left(U^{\varepsilon}\right)\left[\left(A_{j}\left(U^{\varepsilon}\right)-A_{j}\left(U_{0}\right)\right) \partial_{x_{j}}\left(\partial^{\alpha} W\right)-\partial^{\alpha}\left(\left(A_{j}\left(U^{\varepsilon}\right)-A_{j}\left(U_{0}\right)\right) \partial_{x_{j}} W\right)\right] \\
& +\left(A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right)\left[A_{j}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W\right)-\partial^{\alpha}\left(A_{j}\left(U_{0}\right) \partial_{x_{j}} W\right)\right] \\
& +A_{0}\left(U_{0}\right)\left[A_{j}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W\right)-\partial^{\alpha}\left(A_{j}\left(U_{0}\right) \partial_{x_{j}} W\right)\right] .
\end{aligned}
$$

Applying the Moser-type calculus inequalities together with

$$
\left\|A_{j}\left(U^{\varepsilon}\right)-A_{j}\left(U_{0}\right)\right\|_{s} \leq c\left(\varepsilon+v_{\varepsilon}\right), \quad\left\|A_{0}\left(U^{\varepsilon}\right)-A_{0}\left(U_{0}\right)\right\|_{s} \leq c\left(\varepsilon+v_{\varepsilon}\right)
$$

the first two terms in $\left|I_{5}^{\alpha}\right|$ are bounded by $c\left(1+\frac{1}{\varepsilon} v_{\varepsilon}\right)\|W\|_{s}^{2}$.
For the last term in $\left|I_{5}^{\alpha}\right|$, we use again $A_{0}^{12}\left(U_{0}\right)=A_{0}^{21}\left(U_{0}\right)=0$. Since $A_{j}^{11}\left(U_{0}\right)$ is constant (thanks to (H1)), a straightforward calculation yields

$$
\begin{aligned}
& \left\langle A_{0}\left(U_{0}\right)\left[A_{j}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W\right)-\partial^{\alpha}\left(A_{j}\left(U_{0}\right) \partial_{x_{j}} W\right)\right], \partial^{\alpha} W\right\rangle \\
= & \left\langle A_{0}^{11}\left(U_{0}\right)\left[A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W^{I I}\right)-\partial^{\alpha}\left(A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} W^{I I}\right)\right], \partial^{\alpha} W^{I}\right\rangle \\
& +\left\langle A_{0}^{22}\left(U_{0}\right)\left[A_{j}^{21}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W^{I}\right)-\partial^{\alpha}\left(A_{j}^{21}\left(U_{0}\right) \partial_{x_{j}} W^{I}\right)\right], \partial^{\alpha} W^{I I}\right\rangle \\
& +\left\langle A_{0}^{22}\left(U_{0}\right)\left[A_{j}^{22}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W^{I I}\right)-\partial^{\alpha}\left(A_{j}^{22}\left(U_{0}\right) \partial_{x_{j}} W^{I I}\right)\right], \partial^{\alpha} W^{I I}\right\rangle,
\end{aligned}
$$

in which each term on the right-hand side contains $W^{I I}$. By the Moser-type calculus inequalities, it is easy to see that

$$
\begin{aligned}
& \left|\left\langle A_{0}\left(U_{0}\right)\left[A_{j}\left(U_{0}\right) \partial_{x_{j}}\left(\partial^{\alpha} W\right)-\partial^{\alpha}\left(A_{j}\left(U_{0}\right) \partial_{x_{j}} W\right)\right], \partial^{\alpha} W\right\rangle\right| \\
\leq & c\left\|W^{I I}\right\|_{|\alpha|}\|W\|_{s} \\
\leq & \frac{\delta}{2 \varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}\right\|^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}\right\|_{|\alpha|-1}^{2}+c \varepsilon^{2}\|W\|_{s}^{2} .
\end{aligned}
$$

This implies (3.21).

### 3.3. Proof of Theorem 2.1

Adding the estimates in Lemmas 3.3-3.7 and taking $\delta$ to be sufficiently small, we conclude the following result.
Lemma 3.8. There is a constant $c_{1} \in\left(0, c_{0}\right]$, independent of $\varepsilon$, such that for all $t \in\left[0, T_{\varepsilon}^{2}\right]$ and all $\alpha \in \mathbb{N}^{d}$ with $|\alpha| \leq s$, it holds

$$
\begin{align*}
\frac{d}{d t}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle+\frac{c_{1}}{\varepsilon^{2}}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2} \leq & \frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{|\alpha|-1}^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2} \\
& +\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}\|W(t)\|_{s}^{2}+c \varepsilon^{2 m} \tag{3.22}
\end{align*}
$$

By an induction argument together with Lemma 3.8, we obtain the final energy estimate in $H^{s}$ as follows.
Proposition 3.1. Under the assumptions of Theorem 2.1, it holds

$$
\begin{equation*}
\|W(t)\|_{s}^{2}+\frac{1}{\varepsilon^{2}} \int_{0}^{t}\left\|W^{I I}\left(t^{\prime}\right)\right\|_{s}^{2} d t^{\prime} \leq c \varepsilon^{2 m}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] . \tag{3.23}
\end{equation*}
$$

Proof. Recall $\left\|W^{I I}\right\|_{-1}=0$. Applying Lemma 3.8 with $|\alpha|=1$, we see that $\frac{c}{\varepsilon^{2}}\left\|W^{I I}\right\|^{2}$ on the right-hand side of (3.22) can be controlled by $\frac{c_{1}}{\varepsilon^{2}}\left\|W^{I I}\right\|^{2}$ on the left-hand side of (3.22) with $|\alpha|=0$. More generally, let $\eta \in(0,1]$. Multiplying (3.22) by $\eta^{|\alpha|}$ and summing up the equalities for all index $\alpha \in \mathbb{N}^{d}$ with $|\alpha| \leq s$ yields

$$
\begin{aligned}
& \frac{d}{d t} \sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle+\frac{c_{1}}{\varepsilon^{2}} \sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2} \\
\leq & \frac{c}{\varepsilon^{2}} \sum_{|\alpha| \leq s-1} \eta^{|\alpha|+1}\left\|W^{I I}(t)\right\|_{|\alpha|}^{2}+c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2}+\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}\|W(t)\|_{s}^{2}+c \varepsilon^{2 m},
\end{aligned}
$$

in which $c$ is independent of $\eta$. Let $\eta$ be suitably small. Then

$$
\frac{c}{\varepsilon^{2}} \sum_{|\alpha| \leq s-1} \eta^{|\alpha|+1}\left\|W^{I I}(t)\right\|_{|\alpha|}^{2} \leq \frac{c_{1}}{2 \varepsilon^{2}} \sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}
$$

and

$$
\frac{c_{1} \eta^{s}}{2 \varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}^{2} \leq \frac{c_{1}}{2 \varepsilon^{2}} \sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\|\partial^{\alpha} W^{I I}(t)\right\|^{2}
$$

Therefore,

$$
\begin{aligned}
\frac{d}{d t} \sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle+\frac{c_{1} \eta^{s}}{2 \varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}^{2} \leq & c\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2} \\
& +\frac{c}{\varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}\|W(t)\|_{s}^{2}+c \varepsilon^{2 m}
\end{aligned}
$$

By the Young inequality, we have

$$
c\left\|W^{I I}(t)\right\|_{s}\|W(t)\|_{s}^{2} \leq \frac{c_{1} \eta^{s}}{4}\left\|W^{I I}(t)\right\|_{s}^{2}+\frac{c^{2}}{c_{1} \eta^{s}}\|W(t)\|_{s}^{4}
$$

It follows from $\|W(t)\|_{s} \leq c \varepsilon$ for all $t \in\left[0, T_{\varepsilon}^{2}\right]$ that

$$
\frac{d}{d t} \sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle+\frac{c_{1} \eta^{s}}{4 \varepsilon^{2}}\left\|W^{I I}(t)\right\|_{s}^{2} \leq c\left(1+\frac{1}{\eta^{s}}+\frac{1}{\varepsilon^{2}} \nu_{\varepsilon}(t)\right)\|W(t)\|_{s}^{2}+c \varepsilon^{2 m}
$$

Now we fix $\eta>0$. Integrating this inequality over $[0, t]$ with $t \leq T_{\varepsilon}^{2}$ and noting that $\sum_{|\alpha| \leq s} \eta^{|\alpha|}\left\langle A_{0}\left(U^{\varepsilon}\right) \partial^{\alpha} W, \partial^{\alpha} W\right\rangle$ is equivalent to $\|W\|_{s}^{2}$, we use (H5) to obtain

$$
\|W(t)\|_{s}^{2}+\frac{1}{\varepsilon^{2}} \int_{0}^{t}\left\|W^{I I}\left(t^{\prime}\right)\right\|_{s}^{2} d t^{\prime} \leq c \int_{0}^{t}\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\left(t^{\prime}\right)\right)\left\|W\left(t^{\prime}\right)\right\|_{s}^{2} d t^{\prime}+c \varepsilon^{2 m}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right]
$$

Finally, noting $\int_{0}^{t}\left(1+\frac{1}{\varepsilon^{2}} v_{\varepsilon}\left(t^{\prime}\right)\right) d t^{\prime} \leq$ const. for all $t \leq T_{\varepsilon}^{2} \leq T_{m}$, the Gronwall inequality implies (3.23).
Proof of Theorem 2.1. In view of the estimate established in Proposition 3.1, it remains to prove $T_{\varepsilon}^{2}=T_{m}$, which implies that $T_{\varepsilon}>T_{m}$. Recall from Lemma 3.2 that $T_{\varepsilon}^{2} \in\left(0, T_{\varepsilon}\right) \cap\left(0, T_{m}\right]$ and $\left[0, T_{\varepsilon}^{2}\right]$ is the maximal time interval on which (3.6)-(3.7) hold. On the other hand, by Proposition 3.1, we have

$$
\|W(t)\|_{s} \leq c \varepsilon^{m}, \quad \forall t \in\left[0, T_{\varepsilon}^{2}\right] .
$$

In particular, $\left\|W\left(T_{\varepsilon}^{2}\right)\right\|_{s} \leq c \varepsilon^{m}$. When $m \geq 2$ and $\varepsilon$ is sufficiently small, we always have $c \varepsilon^{m}<\varepsilon$ for any fixed constant $c>0$. Thus, $T_{\varepsilon}^{2}=T_{m}$ follows from (3.7).

## 4. Formal asymptotic expansions

We are looking for an approximate solution to (1.1)-(1.2) of the form

$$
\begin{equation*}
\sum_{k=0}^{+\infty} \varepsilon^{k}\left(U_{k}(t, x)+I_{k}(\tau, x)\right), \quad \tau=t / \tau^{2} \tag{4.1}
\end{equation*}
$$

with profiles $I_{k}$ that converge exponentially fast to zero when $\tau$ tends to infinity. In what follows, we present a detailed construction of $U_{k}$ and $I_{k}$, and we show that $U_{\varepsilon}^{m}$ defined by (1.9) satisfies conditions (H5)-(H6) together with the definition of $R_{m}^{\varepsilon}$ in (1.8). Remark that for $V=\sum_{k=0}^{+\infty} \varepsilon^{k} V_{k}$ and a sufficiently smooth function $H$, we have formally

$$
\begin{equation*}
H(V)=H\left(V_{0}\right)+\sum_{k=1}^{+\infty} \varepsilon^{k}\left[\partial_{V} H\left(V_{0}\right) V_{k}+\mathcal{C}(H, k, \underline{V})\right] \tag{4.2}
\end{equation*}
$$

where $\mathcal{C}(H, k, \underline{V})$ only depends on $H$ and the first $k$ elements of $\underline{V}=\left(V_{0}, V_{1}, V_{2}, \cdots\right)$, with $\mathcal{C}(H, 1, \underline{V})=0$. The derivation of $U_{k}$ and $I_{k}$ is based on the fact that both series $\sum_{k=0}^{+\infty} \varepsilon^{k} U_{k}(t, x)$ and (4.1) are formal solutions of (1.1). 4.1. The equations for $U_{k}$

Putting $\sum_{k=0}^{+\infty} \varepsilon^{k} U_{k}(t, x)$ into (1.1), the identification of the powers of $\varepsilon$ yields

$$
\begin{array}{ll}
\varepsilon^{-2}: & Q\left(0, U_{0}\right)=0, \\
\varepsilon^{-1}: & \sum_{j=1}^{d} A_{j}\left(U_{0}\right) \partial_{x_{j}} U_{0}-\partial_{\varepsilon} Q\left(0, U_{0}\right)-\partial_{U} Q\left(0, U_{0}\right) U_{1}=0,  \tag{4.4}\\
\varepsilon^{k}: & \partial_{t} U_{k}+\sum_{j=1}^{d} A_{j}\left(U_{0}\right) \partial_{x_{j}} U_{k+1}+\sum_{l=0}^{k} \sum_{j=1}^{d}\left[\partial_{U} A_{j}\left(U_{0}\right) U_{l+1}+\mathcal{C}\left(A_{j}, l+1, \underline{U}\right)\right] \partial_{x_{j}} U_{k-l}
\end{array}
$$

$$
\begin{align*}
& -\sum_{l=0}^{k+1} \frac{1}{l!}\left[\partial_{U} \partial_{\varepsilon}^{l} Q\left(0, U_{0}\right) U_{k+2-l}+\mathcal{C}\left(\partial_{\varepsilon}^{l} Q(0, \cdot), k+2-l, \underline{U}\right)\right] \\
& -\frac{1}{(k+2)!} \partial_{\varepsilon}^{k+2} Q\left(0, U_{0}\right)=0, \quad \forall k \in \mathbb{N} \tag{4.5}
\end{align*}
$$

Eq. (4.3) gives $v_{0}=0$ thanks to (1.5). Next, we separate (4.4) into two systems of $n-r$ and $r$ equations:

$$
\begin{align*}
& \sum_{j=1}^{d} A_{j}^{11}\left(u_{0}, 0\right) \partial_{x_{j}} u_{0}-\partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right)=0  \tag{4.6}\\
& \sum_{j=1}^{d} A_{j}^{21}\left(u_{0}, 0\right) \partial_{x_{j}} u_{0}-\partial_{\varepsilon} Q^{I I}\left(0, u_{0}, 0\right)-\partial_{v} q\left(u_{0}, 0\right) v_{1}=0 \tag{4.7}
\end{align*}
$$

System (4.6) is a differential constraint on $u_{0}$ which has been discussed in the introduction. From (4.7) and (1.5), we have

$$
\begin{equation*}
v_{1}=\partial_{v} q\left(u_{0}, 0\right)^{-1}\left[\sum_{j=1}^{d} A_{j}^{21}\left(u_{0}, 0\right) \partial_{x_{j}} u_{0}-\partial_{\varepsilon} Q^{I I}\left(0, u_{0}, 0\right)\right] . \tag{4.8}
\end{equation*}
$$

Similarly, for $k \in \mathbb{N}$ we separate (4.5) into two systems of $n-r$ and $r$ equations. Noting

$$
\partial_{u} A_{j}^{11}\left(U_{0}\right)=0, \quad \partial_{U} Q^{I}\left(0, U_{0}\right)=0, \mathcal{C}\left(Q^{I}(0, \cdot), k+2, \underline{U}\right)=0
$$

we obtain

$$
\begin{equation*}
\partial_{t} u_{k}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{k+1}+\sum_{j=1}^{d} A_{j}^{11}\left(U_{0}\right) \partial_{x_{j}} u_{k+1}+g_{k}\left(\left(U_{i}, \nabla U_{i}\right)_{0 \leq i \leq k}, v_{k+1}\right)=0 \tag{4.9}
\end{equation*}
$$

and

$$
\begin{align*}
\partial_{t} v_{k} & +\sum_{j=1}^{d}\left[A_{j}^{21}\left(U_{0}\right) \partial_{x_{j}} u_{k+1}+A_{j}^{22}\left(U_{0}\right) \partial_{x_{j}} v_{k+1}\right]-\frac{1}{(k+2)!} \partial_{\varepsilon}^{k+2} Q^{I I}\left(0, U_{0}\right) \\
& +\sum_{l=0}^{k} \sum_{j=1}^{d}\left[\left(\partial_{u} A_{j}^{21}\left(U_{0}\right) u_{l+1}+\partial_{v} A_{j}^{21}\left(U_{0}\right) v_{l+1}\right) \cdot \partial_{x_{j}} u_{k-l}\right. \\
& \left.+\left(\partial_{u} A_{j}^{22}\left(U_{0}\right) u_{l+1}+\partial_{v} A_{j}^{22}\left(U_{0}\right) v_{l+1}\right) \cdot \partial_{x_{j}} v_{k-l}\right] \\
& +\sum_{l=0}^{k} \sum_{j=1}^{d}\left[\mathcal{C}\left(A_{j}^{21}, l+1, \underline{U}\right) \partial_{x_{j}} u_{k-l}+\mathcal{C}\left(A_{j}^{22}, l+1, \underline{U}\right) \partial_{x_{j}} v_{k-l}\right] \\
& -\sum_{l=0}^{k+1} \frac{1}{l!}\left[\partial_{l} \partial_{\varepsilon}^{l} Q^{I I}\left(0, U_{0}\right) u_{k+2-l}+\partial_{v} \partial_{\varepsilon}^{l} Q^{I I}\left(0, U_{0}\right) v_{k+2-l}+\mathcal{C}\left(\partial_{\varepsilon}^{l} Q^{I I}(0, \cdot), k+2-l, \underline{U}\right)\right]=0 \tag{4.10}
\end{align*}
$$

where

$$
\begin{aligned}
& g_{k}\left(\left(U_{i}, \nabla U_{i}\right)_{0 \leq i \leq k}, v_{k+1}\right)=\sum_{l=0}^{k} \sum_{j=1}^{d}\left[\mathcal{C}\left(A_{j}^{11}, l+1, \underline{U}\right) \partial_{x_{j}} u_{k-l}+\mathcal{C}\left(A_{j}^{12}, l+1, \underline{U}\right) \partial_{x_{j}} v_{k-l}\right] \\
& \quad+\sum_{l=0}^{k} \sum_{j=1}^{d}\left[\partial_{v} A_{j}^{11}\left(U_{0}\right) v_{l+1} \cdot \partial_{x_{j}} u_{k-l}+\left(\partial_{u} A_{j}^{12}\left(U_{0}\right) u_{l+1}+\partial_{v} A_{j}^{12}\left(U_{0}\right) v_{l+1}\right) \cdot \partial_{x_{j}} v_{k-l}\right] \\
& \quad-\sum_{l=1}^{k+1} \frac{1}{l!}\left[\partial_{u} \partial_{\varepsilon}^{l} Q^{I}\left(0, U_{0}\right) u_{k+2-l}+\partial_{v} \partial_{\varepsilon}^{l} Q^{I}\left(0, U_{0}\right) v_{k+2-l}+\mathcal{C}\left(\partial_{\varepsilon}^{l} Q^{I}(0, \cdot), k+2-l, \underline{U}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
-\frac{1}{(k+2)!} \partial_{\varepsilon}^{k+2} Q^{I}\left(0, U_{0}\right) \tag{4.11}
\end{equation*}
$$

In the last summation of (4.10), from (1.5), we have

$$
\partial_{u} \partial_{\varepsilon}^{l} Q^{I I}\left(0, U_{0}\right) u_{k+2-l}+\partial_{v} \partial_{\varepsilon}^{l} Q^{I I}\left(0, U_{0}\right) v_{k+2-l}=\partial_{v} q\left(U_{0}\right) v_{k+2}, \text { for } l=0 .
$$

Hence, (4.10) allows to express $v_{k+2}$ as:

$$
\begin{equation*}
v_{k+2}=\partial_{v} q\left(u_{0}, 0\right)^{-1} \sum_{j=1}^{d} A_{j}^{21}\left(u_{0}, 0\right) \partial_{x_{j}} u_{k+1}+V_{k+2}^{1} u_{k+1}+V_{k+2}^{2}, \quad k \in \mathbb{N}, \tag{4.12}
\end{equation*}
$$

where $V_{k+2}^{1}$ and $V_{k+2}^{2}$ may depend on $U_{0}, U_{1}, \cdots, U_{k}, v_{k+1}$ and their first-order derivatives, but are independent of $u_{k+1}$. Remark that, due to (H3), $u_{k+1}$ does not appear in (4.11).

Now let us make more details for these equations according to the value of $k$. For $k=0$, system (4.9) becomes

$$
\begin{equation*}
\partial_{t} u_{0}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{1}+\sum_{j=1}^{d} A_{j}^{11}\left(U_{0}\right) \partial_{x_{j}} u_{1}+g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)=0, \tag{4.13}
\end{equation*}
$$

where $g_{0}$ is defined in (1.13). In (4.13), $v_{1}$ can be replaced by (4.8), but $u_{1}$ is an independent unknown. From (H1), $A_{j}^{11}\left(U_{0}\right)$ is a constant matrix for all $1 \leq j \leq d$. In order to eliminate $u_{1}$ in (4.13), we assume that there is a constant square matrix of order $n-r$, denoted by $D$, such that (1.14) holds, i.e., $D A_{j}^{11}\left(U_{0}\right)=0$ for all $1 \leq j \leq d$. Applying $D$ to (4.13) yields a nonlinear system of second-order partial differential equations for $u_{0}$ :

$$
\begin{equation*}
D \partial_{t} u_{0}+D \sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{1}+D g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)=0 \tag{4.14}
\end{equation*}
$$

Then (4.13) is a differential constraint for $u_{1}$, which can be rewritten as

$$
\begin{equation*}
\sum_{j=1}^{d} A_{j}^{11}\left(U_{0}\right) \partial_{x_{j}} u_{1}+\left(\mathbf{I}_{n-r}-D\right)\left(\partial_{t} u_{0}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{1}+g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)\right)=0 \tag{4.15}
\end{equation*}
$$

Putting (4.8) into (4.14) yields a closed system for $u_{0}$ :

$$
\begin{align*}
D \partial_{t} u_{0} & +D \sum_{i, j=1}^{d} A_{i j}\left(u_{0}\right) \partial_{x_{i} x_{j}}^{2} u_{0}+D \sum_{j=1}^{d} B_{j}\left(u_{0}\right) \partial_{x_{j}} u_{0} \\
& +D \sum_{i, j=1}^{d} C_{i j}\left(u_{0}\right) \partial_{x_{i}} u_{0} \partial_{x_{j}} u_{0}+D f_{0}\left(u_{0}\right)=0 \tag{4.16}
\end{align*}
$$

where $A_{i j}, B_{j}, C_{i j}$ and $f_{0}$ are defined in (1.18), (1.19), (1.20) and (1.21), respectively.
System (4.16) and its differential constraint (4.6) are just the limit equations (1.17) and (1.10) given in the introduction. Assume that (4.16) and (4.6) admit a local smooth solution $u_{0}$, defined on $\left[0, T_{0}\right]$ with $T_{0}>0$ being independent of $\varepsilon$. Then we have constructed $U_{0}=\left[\begin{array}{c}u_{0} \\ 0\end{array}\right]$ and $v_{1}$, which is given by (4.8). Moreover, we still have a constraint (4.15) on $u_{1}$.

Now let $k \geq 1$. By induction, assume that $U_{0}, U_{1}, \cdots, U_{k-1}$ and $v_{k}$ are defined on [ $0, T_{k-1}$ ] with $T_{k-1} \in\left(0, T_{0}\right]$ being independent of $\varepsilon$, and we have a differential constraint on $u_{k}$ of the same type as (4.15):

$$
\begin{align*}
\sum_{j=1}^{d} A_{j}^{11}\left(u_{0}, 0\right) \partial_{x_{j}} u_{k} & +\left(\mathbf{I}_{n-r}-D\right)\left(\partial_{t} u_{k-1}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{k}\right) \\
& +\left(\mathbf{I}_{n-r}-D\right) g_{k-1}\left(\left(U_{i}, \nabla U_{i}\right)_{0 \leq i \leq k-1}, v_{k}\right)=0 . \tag{4.17}
\end{align*}
$$

Similarly to the case $k=0$, applying $D$ to (4.9) yields a linear system of partial differential equations for $u_{k}$ :

$$
\begin{equation*}
D \partial_{t} u_{k}+D \sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{k+1}+D g_{k}\left(\left(U_{i}, \nabla U_{i}\right)_{0 \leq i \leq k}, v_{k+1}\right)=0 . \tag{4.18}
\end{equation*}
$$

Then (4.9) becomes a linear differential constraint for $u_{k+1}$, which can be rewritten as

$$
\begin{align*}
\sum_{j=1}^{d} A_{j}^{11}\left(u_{0}, 0\right) \partial_{x_{j}} u_{k+1} & +\left(\mathbf{I}_{n-r}-D\right)\left(\partial_{t} u_{k}+\sum_{j=1}^{d} A_{j}^{12}\left(U_{0}\right) \partial_{x_{j}} v_{k+1}\right) \\
& +\left(\mathbf{I}_{n-r}-D\right) g_{k}\left(\left(U_{i}, \nabla U_{i}\right)_{0 \leq i \leq k}, v_{k+1}\right)=0 . \tag{4.19}
\end{align*}
$$

Putting (4.12) with $k+1$ instead of $k+2$ into (4.18), we obtain the equations of $u_{k}$ :

$$
\begin{equation*}
D \partial_{t} u_{k}+D \sum_{i, j=1}^{d} A_{i j}\left(u_{0}\right) \partial_{x_{i} x_{j}}^{2} u_{k}+D \sum_{j=1}^{d} B_{j}^{k} \partial_{x_{j}} u_{k}+D \sum_{j=1}^{d} C_{j}^{k} u_{k}+D f_{k}=0 \tag{4.20}
\end{equation*}
$$

where $B_{j}^{k}, C_{j}^{k}$ and $f_{k}$ may depend on $U_{0}, U_{1}, \cdots, U_{k-1}$ and their first-order derivatives, but are independent of $u_{k}$.
Assume that (4.20) and (4.17) admit a local smooth solution $u_{k}$ defined on [ $0, T_{k}$ ] with $T_{k} \in\left(0, T_{k-1}\right]$ being independent of $\varepsilon$. Thus we have constructed $U_{k}$ and $v_{k+1}$, which is given by (4.12) with $k+1$ instead of $k+2$. Finally, we still have a constraint (4.19) on $u_{k+1}$.

Remark that the second-order operator is the same in (4.16) and (4.20). If $\partial_{\varepsilon} Q^{I}\left(0, u_{0}, 0\right)=0$ and $A_{j}^{11}\left(u_{0}, 0\right)=0$ for all $1 \leq j \leq d$, then the constraints (4.6) and (4.17) are trivially satisfied with $D=\mathbf{I}_{n-r}$. Hence, $u_{0}$ and $u_{k}$ are determined by (4.16) and (4.20). In this case, we give below a sufficient condition for (4.16) and (4.20) to be parabolic. Its proof is quite similar to those proved in $[16,33]$. A typical example of this situation is the Euler equations with damping given in the last section.

Proposition 4.1. Let $\omega=\left(\omega_{1}, \cdots, \omega_{d}\right) \in \mathbb{R}^{d} \backslash\{0\}$ and $A^{21}\left(\omega, u_{0}\right)=\sum_{j=1}^{d} A_{j}^{21}\left(u_{0}, 0\right) \omega_{j}$. Assume $\operatorname{Ker}\left(A^{21}\left(\omega, u_{0}\right)\right)=$ $\{0\}$, i.e., $r \geq n-r$ and $A^{21}\left(\omega, u_{0}\right)$ is a full-rank matrix. Then, $\sum_{i, j=1}^{d} A_{i j}\left(u_{0}\right) \omega_{i} \omega_{j}$ is a negative matrix. Consequently, if $D=\mathbf{I}_{n-r}$, then both (4.16) and (4.20) are strictly parabolic.

### 4.2. The determination of $I_{k}$ and the initial date of $u_{k}$

Since $t=\varepsilon^{2} \tau$, we have formally

$$
\begin{equation*}
\sum_{k=0}^{+\infty} \varepsilon^{k} U_{k}(t, x)=\sum_{k=0}^{+\infty} \varepsilon^{k} P_{k}(\tau, x) \tag{4.21}
\end{equation*}
$$

with

$$
P_{k}(\tau, x)=\sum_{h=0}^{\lfloor k / 2\rfloor} \frac{\tau^{h}}{h!} \frac{\partial^{h} U_{k-2 h}}{\partial t^{h}}(0, x) .
$$

Hence,

$$
\begin{equation*}
\sum_{k=0}^{+\infty} \varepsilon^{k}\left(U_{k}(t, x)+I_{k}(\tau, x)\right)=\sum_{k=0}^{+\infty} \varepsilon^{k}\left(P_{k}(\tau, x)+I_{k}(\tau, x)\right) \tag{4.22}
\end{equation*}
$$

Now write (1.1) in variables ( $\tau, x$ ). Putting (4.22) into (1.1) and repeatedly using (4.2) and the same techniques as above, we obtain

$$
\left\{\begin{array}{l}
\partial_{\tau}\left(I_{0}+P_{0}\right)=Q\left(0, I_{0}+P_{0}\right), \\
\partial_{\tau}\left(I_{1}+P_{1}\right)=\partial_{U} Q\left(0, I_{0}+P_{0}\right)\left(I_{1}+P_{1}\right)+\partial_{\varepsilon} Q\left(0, I_{0}+P_{0}\right)-\sum_{j=1}^{d} A_{j}\left(I_{0}+P_{0}\right) \partial_{x_{j}}\left(I_{0}+P_{0}\right), \\
\partial_{\tau}\left(I_{k}+P_{k}\right)=\partial_{U} Q\left(0, I_{0}+P_{0}\right)\left(I_{k}+P_{k}\right)+\mathcal{F}(k, \underline{I+P}), \text { for all } k \geq 2,
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathcal{F}(k, \underline{I+P})=\sum_{l=1}^{k-1} \frac{1}{l!}\left[\partial_{U} \partial_{\varepsilon}^{l} Q\left(0, I_{0}+P_{0}\right)\left(I_{k-l}+P_{k-l}\right)+\mathcal{C}\left(\partial_{\varepsilon}^{l} Q(0, \cdot), k-l, \underline{I+P}\right)\right] \\
& \quad+\frac{1}{k!} \partial_{\varepsilon}^{k} Q\left(0, I_{0}+P_{0}\right)-\sum_{j=1}^{d} A_{j}\left(I_{0}+P_{0}\right) \partial_{x_{j}}\left(I_{k-1}+P_{k-1}\right) \\
& \quad-\sum_{j=1}^{d} \sum_{l=0}^{k-2}\left[\partial_{U} A_{j}\left(I_{0}+P_{0}\right)\left(I_{l+1}+P_{l+1}\right)+\mathcal{C}\left(A_{j}, l+1, \underline{I+P}\right)\right] \partial_{x_{j}}\left(I_{k-2-l}+P_{k-2-l}\right)
\end{aligned}
$$

depending only on the first $k$ terms of $\underline{I+P}=\left(I_{0}+P_{0}, I_{1}+P_{1}, \cdots, I_{k-1}+P_{k-1}, \cdots\right)$.
On the other hand, due to (4.21), $\sum_{k=0}^{+\infty} \varepsilon^{k} P_{k}(\tau, x)$ is also a solution of (1.1). Hence, we obtain as above

$$
\left\{\begin{array}{l}
\partial_{\tau} P_{0}=Q\left(0, P_{0}\right), \\
\partial_{\tau} P_{1}=\partial_{U} Q\left(0, P_{0}\right) P_{1}+\partial_{\varepsilon} Q\left(0, I_{0}\right)-\sum_{j=1}^{d} A_{j}\left(P_{0}\right) \partial_{x_{j}} P_{0} \\
\partial_{\tau} P_{k}=\partial_{U} Q\left(0, P_{0}\right) P_{k}+\mathcal{F}(k, \underline{P}), \text { for all } k \geq 2
\end{array}\right.
$$

It follows from $P_{0}(\tau, x)=U_{0}(0, x)$ and $Q\left(0, P_{0}\right)=0$ that

$$
\left\{\begin{array}{l}
\partial_{\tau} I_{0}=Q\left(0, I_{0}+P_{0}\right)  \tag{4.23}\\
\partial_{\tau} I_{k}=\partial_{U} Q\left(0, I_{0}+P_{0}\right) I_{k}+\left[\partial_{U} Q\left(0, I_{0}+P_{0}\right)-\partial_{U} Q\left(0, P_{0}\right)\right] P_{k}(\tau, x)+\mathcal{G}(k, \tau, x), \quad \forall k \geq 1
\end{array}\right.
$$

where

$$
\mathcal{G}(k, \tau, x)=\mathcal{F}(k, \underline{I+P})-\mathcal{F}(k, \underline{P}), \quad \forall k \geq 1
$$

with

$$
\mathcal{F}(1, \underline{I+P})=\partial_{\varepsilon} Q\left(0, I_{0}+P_{0}\right)-\sum_{j=1}^{d} A_{j}\left(I_{0}+P_{0}\right) \partial_{x_{j}}\left(I_{0}+P_{0}\right)
$$

Now we solve $I_{k}$ and determine the initial conditions for $u_{k}$. Let $\bar{U}_{k}=\left[\begin{array}{c}\bar{u}_{k} \\ \bar{v}_{k}\end{array}\right]$ be given smooth functions of $x$, obtained through a formal asymptotic expansion of the initial datum $\bar{U}$ :

$$
\bar{U}(x, \varepsilon)=\sum_{k=0}^{\infty} \varepsilon^{k} \bar{U}_{k}(x)
$$

If $\sum_{k=0}^{+\infty} \varepsilon^{k}\left(U_{k}(t, x)+I_{k}(\tau, x)\right)$ is a solution of (1.1)-(1.2), we should have

$$
U_{k}(0, x)+I_{k}(0, x)=\bar{U}_{k}(x)
$$

or equivalently

$$
\left\{\begin{array}{l}
u_{k}(0, x)+I_{k}^{I}(0, x)=\bar{u}_{k}(x)  \tag{4.24}\\
v_{k}(0, x)+I_{k}^{I I}(0, x)=\bar{v}_{k}(x), \quad \forall k \geq 0
\end{array}\right.
$$

From $Q^{I}(0, U)=0$ and the first equation of (4.23), we have $\partial_{\tau} I_{0}^{I}=0$, which means that there is no zero-th order initial layer for $u$. In this case, we may take $I_{0}^{I}=0$. Together with $v_{0}=0$, we obtain

$$
u_{0}(0, x)=\bar{u}_{0}(x), \quad I_{0}^{I I}(0, x)=\bar{v}_{0}(x)
$$

which are the initial conditions for $u_{0}$ and $I_{0}^{I I}$. Hence, the equation of $I_{0}^{I I}$ becomes

$$
\partial_{\tau} I_{0}^{I I}=q\left(\bar{u}_{0}(x), I_{0}^{I I}\right), \quad x \in \mathbb{T}^{d}
$$

Lemma 4.1. Let $\left(\bar{u}_{0}, \bar{v}_{0}\right)$ be sufficiently small and $\bar{v}_{0}$ be sufficiently close to zero. Then there exists a unique global smooth solution $I_{0}$ satisfying

$$
\begin{equation*}
\left\|I_{0}(\tau, \cdot)\right\|_{s+m} \longrightarrow 0, \text { exponentially as } \tau \rightarrow+\infty \tag{4.25}
\end{equation*}
$$

Proof. By Lemma 3.1, the condition in (H2) can be written in an equivalent way:

$$
A_{0}^{22}(u, 0) \partial_{v} q(u, 0) \xi^{I I} \cdot \xi^{I I} \leq-c_{0}\left|\xi^{I I}\right|^{2}, \quad \forall u \in \mathbb{R}^{n-r}, \xi^{I I} \in \mathbb{R}^{r}
$$

Since $A_{0}$ is symmetric positive definite, so is $A_{0}^{22}$. It follows that each eigenvalue of $\partial_{v} q(u, 0)$ is negative uniformly with respect to $u$. Therefore, for sufficiently small data $\bar{v}_{0}$, there is a unique global solution $I_{0}^{I I}(\tau, x)$ which decays exponentially fast to zero as $\tau \rightarrow+\infty$ (see [1]). Next, by induction, for all $\alpha \in \mathbb{N}^{d}$ with $|\alpha| \leq s+m, \partial_{x}^{\alpha} I_{0}^{I I}$ satisfies a linear ordinary differential equation of the form

$$
\begin{equation*}
\partial_{\tau} Y=\partial_{v} q\left(\bar{u}_{0}(x), I_{0}^{I I}\right) Y+g_{\alpha}(\tau, x), \quad x \in \mathbb{T}^{d} \tag{4.26}
\end{equation*}
$$

with exponential decay of $g_{\alpha}$ as $\tau \rightarrow+\infty$. This implies (4.25). We refer to [33] for solving the linear equation of $Y$.

By induction, for $k \geq 1$ and for all $i \leq k-1$, assume that $I_{i}$ exists globally in time and $\left\|I_{i}(\tau, .)\right\|_{s+m-i}$ decays exponentially fast to zero as $\tau$ goes to infinity. Then so does $\|\mathcal{G}(k, \tau, x)\|_{s+m-k}$, since

$$
\mathcal{G}(k, \tau, x)=\mathcal{F}(k, \underline{I+P})-\mathcal{F}(k, \underline{P}),
$$

and $\mathcal{F}$ only depends on those of $\left(I_{i}, P_{i}\right)$ for $i \leq k-1$. The first $n-r$ equations in (4.23) are

$$
\partial_{\tau} I_{k}^{I}=\mathcal{G}^{I}(k, \tau, x)
$$

Hence,

$$
I_{k}^{I}(\tau, x)=I_{k}^{I}(0, x)+\int_{0}^{\tau} \mathcal{G}^{I}\left(k, \tau^{\prime}, x\right) d \tau^{\prime}
$$

which admits a limit 0 as $\tau$ goes to infinity. Therefore,

$$
I_{k}^{I}(\tau, x)=-\int_{\tau}^{+\infty} \mathcal{G}^{I}\left(k, \tau^{\prime}, x\right) d \tau^{\prime}
$$

and

$$
\left\|I_{k}^{I}(\tau, \cdot)\right\|_{s+m-k} \longrightarrow 0, \text { exponentially as } \tau \rightarrow+\infty
$$

In particular,

$$
I_{k}^{I}(0, x)=-\int_{0}^{+\infty} \mathcal{G}^{I}(k, \tau, x) d \tau
$$

Together with (4.24) it determines the initial value of $u_{k}$ :

$$
u_{k}(0, x)=\bar{u}_{k}^{I}(x)+\int_{0}^{+\infty} \mathcal{G}^{I}(k, \tau, x) d \tau
$$

Finally, the last $r$ equations in (4.23) imply that $I_{k}^{I I}$ still satisfies a linear system of the form (4.26). Thus, $I_{k}^{I I}$ exists globally in time and

$$
\left\|I_{k}^{I I}(\tau, \cdot)\right\|_{s+m-k} \longrightarrow 0, \text { exponentially as } \tau \rightarrow+\infty
$$

### 4.3. Error estimates

In the last two subsections we have constructed $U_{k}$ and $I_{k}$ on time interval [ $0, T_{k}$ ] for all $k \in \mathbb{N}$, with $0<T_{k+1} \leq T_{k}$. Now we show that, for any fixed $m \in \mathbb{N}$, the approximate solution $U_{\varepsilon}^{m}$ defined by (1.9) satisfies (H5)-(H6). Indeed, since $I_{0}^{I}=0$,

$$
\partial_{t} I_{0}^{I I}\left(t / \varepsilon^{2}, \cdot\right)=\varepsilon^{-2} \partial_{\tau} I_{0}^{I I}\left(t / \varepsilon^{2}, \cdot\right)=\varepsilon^{-2} \partial_{v} q\left(\bar{u}_{0}, I_{0}^{I I}\right),
$$

and $I_{0}^{I I}(\tau, \cdot)$ decays exponentially fast to zero as $\tau \rightarrow+\infty$, (H5) is obviously satisfied.
The following result (see [16]) implies that (H6) is also satisfied.
Proposition 4.2. Let $R_{m}^{\varepsilon}$ be defined by (1.8). Then

$$
R_{m}^{\varepsilon}=\varepsilon^{m-1}\left[\begin{array}{c}
0 \\
r_{m}
\end{array}\right]+\varepsilon^{m-1} F_{m}^{\varepsilon},
$$

where $r_{m} \in C\left(\left[0, T_{m}\right], H^{s}\right)$ and $F_{m}^{\varepsilon} \in C\left(\left[0, T_{m}\right], H^{s}\right)$ satisfying

$$
\left\|F_{m}^{\varepsilon}(t)\right\|_{s} \leq c \varepsilon+c e^{-\frac{\mu t}{\varepsilon^{2}}}, \quad \forall t \in\left[0, T_{m}\right]
$$

## 5. Examples

### 5.1. Semilinear examples

We give two examples of semilinear equations of the form (1.1) with $n=2$ and $d=1$. Both were considered as applications of (1.6) in [16]. The first one concerns a wave equation of heat conduction and was studied by several authors (see $[10,17]$ and references therein). It reads

$$
\varepsilon^{2} \partial_{t t}^{2} w-\partial_{x x}^{2} w+\partial_{t} w=0, \quad t>0, x \in \mathbb{R}
$$

Let

$$
u=\partial_{x} w, \quad v=-\varepsilon \partial_{t} w
$$

Then the system is written as

$$
\left\{\begin{array}{l}
\partial_{t} u+\frac{1}{\varepsilon} \partial_{x} v=0, \\
\partial_{t} v+\frac{1}{\varepsilon} \partial_{x} u=-\frac{v}{\varepsilon^{2}} .
\end{array}\right.
$$

It is of the form (1.1) with

$$
U=\left[\begin{array}{l}
u \\
v
\end{array}\right], \quad A_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad Q(U)=\left[\begin{array}{c}
0 \\
-v
\end{array}\right] .
$$

Let $A_{0}=\mathbf{I}_{2}$ and $r=1$. It is easy to check that the system is symmetrizable hyperbolic and satisfies (1.4)-(1.5) and $(\mathrm{H} 1)-(\mathrm{H} 3)$, with $A_{0} \partial_{U} Q(u, 0)=\operatorname{diag}(0,-1)$. The corresponding limit equations for $U_{0}$ are $v_{0}=0$ and the onedimensional heat equation

$$
\partial_{t} u_{0}-\partial_{x}^{2} u_{0}=0 .
$$

The second example concerns a generalized discrete two-velocity model in a slow time:

$$
\left\{\begin{array}{l}
\partial_{t} f+\varepsilon^{-1} \partial_{x} f=\varepsilon^{-2}(f+g)^{\gamma}(g-f), \\
\partial_{t} g-\varepsilon^{-1} \partial_{x} g=\varepsilon^{-2}(f+g)^{\gamma}(f-g), \quad t>0, x \in \mathbb{R},
\end{array}\right.
$$

where $\gamma$ is a real number and $f+g>0$. It was studied in [31,28,18]. With a change of variables $u=f+g$ and $v=f-g$, the system is written as

$$
\left\{\begin{array}{l}
\partial_{t} u+\frac{1}{\varepsilon} \partial_{x} v=0 \\
\partial_{t} v+\frac{1}{\varepsilon} \partial_{x} u=-\frac{2 u^{\gamma} v}{\varepsilon^{2}}
\end{array}\right.
$$

Let $A_{0}=\mathbf{I}_{2}, r=1$ and

$$
U=\left[\begin{array}{c}
u \\
v
\end{array}\right], \quad A_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad Q(U)=\left[\begin{array}{c}
0 \\
-2 u^{\gamma} v
\end{array}\right] .
$$

For $u \geq$ const. $>0$, the system is symmetrizable hyperbolic and satisfies (1.4)-(1.5) and (H1)-(H3), with $A_{0} \partial_{U} Q(u, 0)=\operatorname{diag}\left(0,-2 u^{\gamma}\right)$. The corresponding limit equations for $U_{0}$ are $v_{0}=0$ and

$$
\partial_{t} u_{0}-\frac{1}{2} \partial_{x}\left(u_{0}^{-\gamma} \partial_{x} u_{0}\right)=0 .
$$

For both semilinear examples above, we have $A_{1}^{11}=0$ and $Q$ only depends on $U$. Then the differential constraints disappear and $D=1$. It is easy to check that their approximate solutions $U_{\varepsilon}^{m}$ can be constructed for all $m \in \mathbb{N}$ and thus Theorem 2.1 can be applied.

### 5.2. Euler equations with damping

The equations take the form (see [22,21,11,30,7] etc.)

$$
\left\{\begin{array}{l}
\partial_{t^{\prime}} \rho+\operatorname{div}(\rho v)=0, \\
\partial_{t^{\prime}}(\rho v)+\operatorname{div}(\rho v \otimes v)+\nabla p(\rho)=-\frac{\rho v}{\varepsilon}, \quad t^{\prime}>0, x \in \mathbb{R}^{d},
\end{array}\right.
$$

where $\rho>0, v, p$ and $\varepsilon>0$ stand for the fluid density, the velocity, the pressure and the relaxation time, respectively. As usual, we assume $p^{\prime}(\rho)>0$ for all $\rho>0$. For smooth solutions, the system is equivalent to

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\frac{1}{\varepsilon} \operatorname{div}(\rho v)=0, \\
\partial_{t} v+\frac{1}{\varepsilon}[(v . \nabla) v+\nabla h(\rho)]=-\frac{v}{\varepsilon^{2}}, \quad t>0, x \in \mathbb{R}^{d}
\end{array}\right.
$$

where $t=\varepsilon t^{\prime}$ is the slow time and $h^{\prime}(\rho)=\frac{p^{\prime}(\rho)}{\rho}$. Let

$$
u=\rho, \quad U=\left[\begin{array}{l}
\rho \\
v
\end{array}\right], \quad A_{j}(U)=\left[\begin{array}{cc}
v^{j} & \rho e_{j}^{T} \\
h^{\prime}(\rho) e_{j} & v^{j} \mathbf{I}_{d}
\end{array}\right], \quad j=1,2, \cdots, d,
$$

and

$$
Q(U)=\left[\begin{array}{c}
0 \\
-v
\end{array}\right], \quad q(U)=-v,
$$

where $v^{j}$ is the $j$-th component of $v, e_{j}$ is the $j$-th vector of the canonical basis in $\mathbb{R}^{d}$, and the superscript $T$ stands for the transpose. Let $n=d+1$ and $r=d$. Since $\rho>0$ and $h^{\prime}(\rho)>0$, with symmetrizer $A_{0}(U)=\operatorname{diag}\left(\rho^{-1}, h^{\prime}(\rho)^{-1} \mathbf{I}_{d}\right)$, it is straightforward that the system is symmetrizable hyperbolic and satisfies (1.4)-(1.5) and (H1)-(H3).

It is important to point out that the system cannot be put in the form (1.6). Hence, the result in [16] cannot be applied.

The leading profile $\left(\rho_{0}, v_{0}\right)$ satisfies $v_{0}=0$ and a porous medium equation

$$
\partial_{t} \rho_{0}-\Delta p\left(\rho_{0}\right)=0
$$

which is strictly parabolic since $p$ is a strictly increasing function. Hence, it admits a local smooth solution. It is easy to see that $v_{1}=-\nabla h\left(\rho_{0}\right)$. The leading initial layer profile $I_{0}=\left[\begin{array}{c}\tilde{\rho}_{0} \\ \tilde{v}_{0}\end{array}\right]$ satisfies

$$
\partial_{\tau} \tilde{\rho}_{0}=0, \quad \partial_{\tau} \tilde{v}_{0}=-\tilde{v}_{0} .
$$

Thus, it is clear that $I_{0}$ exists globally in time and decays exponentially fast to zero as $\tau \rightarrow+\infty$, even for large initial data.

Similarly, by induction we can construct higher order profiles $\rho_{k}, I_{k}=\left[\begin{array}{c}\tilde{\rho}_{k} \\ \tilde{v}_{k}\end{array}\right]$ and $v_{k+1}$ for $k \geq 1$. More precisely, the equations for $\rho_{k}$ and $I_{k}$ are

$$
\begin{aligned}
& \partial_{t} \rho_{k}-p^{\prime}\left(\rho_{0}\right) \Delta \rho_{k}+b_{k}=0, \\
& \partial_{\tau} \tilde{\rho}_{k}=g_{k}^{I}(\tau, x), \quad \partial_{\tau} \tilde{v}_{k}=-\tilde{v}_{k}+g_{k}^{I I}(\tau, x),
\end{aligned}
$$

where $b_{k}$ only depends on ( $\rho_{i}, v_{i}$ ) for $0 \leq i \leq k$ and their first-order derivatives, $g_{k}^{I}$ and $g_{k}^{I I}$ decay exponentially fast to zero as $\tau \rightarrow+\infty$. Finally, $v_{k+1}$ is given by expression (4.12). Thus, the approximate solution $U_{\varepsilon}^{m}$ is constructed for all $m \in \mathbb{N}$ and Theorem 2.1 can be applied.

Finally, for this system, we have $A_{j}^{11}(\rho, v)=v^{j}$. Since $A_{j}^{11}(\rho, 0)=0$ and $Q$ is a function of only $U$, there is no differential constraint and thus $D=1$ for all $k \in \mathbb{N}$.

### 5.3. An Euler-Maxwell system with relaxation

The system reads (see [2,5]):

$$
\left\{\begin{array}{l}
\partial_{t^{\prime}} \rho+\operatorname{div}(\rho v)=0, \\
\partial_{t^{\prime}}(\rho v)+\operatorname{div}(\rho v \otimes v)+\nabla p(\rho)=-\rho(E+v \times B)-\frac{\rho v}{\varepsilon}, \\
\partial_{t^{\prime}} E-\operatorname{rot} B=\rho v, \quad \operatorname{div} E=b(x)-\rho, \\
\partial_{t^{\prime}} B+\operatorname{rot} E=0, \quad \operatorname{div} B=0, \quad t^{\prime}>0, x \in \mathbb{R}^{3} .
\end{array}\right.
$$

Here $E$ and $B$ are the electric field and the magnetic induction, $b$ is a given time-independent function, $\rho, v, h$ and $\varepsilon$ have the same physical interpretations as in the previous example. The differential constraint equations

$$
\operatorname{div} E=b(x)-\rho, \quad \operatorname{div} B=0
$$

are time invariant. This is a system of 10 equations. In the slow time $t=\varepsilon t^{\prime}$, it becomes

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\frac{1}{\varepsilon} \operatorname{div}(\rho v)=0, \\
\partial_{t} B+\frac{1}{\varepsilon} \operatorname{rot} E=0, \quad \operatorname{div} B=0, \\
\partial_{t} E-\frac{1}{\varepsilon} \operatorname{rot} B=\frac{\rho v}{\varepsilon}, \quad \operatorname{div} E=b(x)-\rho, \\
\partial_{t} v+\frac{1}{\varepsilon}(v . \nabla) v+\frac{1}{\varepsilon} \nabla h(\rho)=-\frac{1}{\varepsilon^{2}}(\varepsilon E+\varepsilon v \times B+v) .
\end{array}\right.
$$

Let

$$
U=\left[\begin{array}{c}
\rho \\
B \\
E \\
v
\end{array}\right], \quad u=\left[\begin{array}{l}
\rho \\
B \\
E
\end{array}\right], \quad A_{j}(U)=\left[\begin{array}{cccc}
v^{j} & 0 & 0 & \rho e_{j}^{T} \\
0 & 0 & J_{j} & 0 \\
0 & J_{j}^{T} & 0 & 0 \\
h^{\prime}(\rho) e_{j} & 0 & 0 & v^{j} \mathbf{I}_{3}
\end{array}\right], \quad j=1,2,3,
$$

and

$$
Q(\varepsilon, U)=\left[\begin{array}{c}
0 \\
0 \\
\varepsilon \rho v \\
-v-\varepsilon E-\varepsilon v \times B
\end{array}\right], \quad Q^{I}(\varepsilon, U)=\left[\begin{array}{c}
0 \\
0 \\
\varepsilon \rho v
\end{array}\right], \quad q(U)=-v,
$$

where

$$
J_{1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right], \quad J_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right], \quad J_{3}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Then the system is written in the form (1.1). By choosing a symmetrizer

$$
A_{0}(U)=\operatorname{diag}\left(\rho^{-1}, \mathbf{I}_{3}, \mathbf{I}_{3}, h^{\prime}(\rho)^{-1} \mathbf{I}_{3}\right)
$$

we easily check that the system is symmetrizable hyperbolic and satisfies (1.4)-(1.5) and (H1)-(H3) with $n=10$ and $r=3$. See $[27,9]$ for the derivation and the justification of the limit, of which the present paper is inspired.

Similarly as above, this system cannot be put in the form (1.6) and hence the result in [16] cannot be applied.
Moreover, we have

$$
A_{j}^{11}(u, 0)=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & J_{j} \\
0 & J_{j}^{T} & 0
\end{array}\right] \neq 0, \quad \partial_{\varepsilon} Q^{I}(0, u, 0)=0 .
$$

Hence, there are differential constraints for the leading profile, which are given by

$$
0=\sum_{j=1}^{3}\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & J_{j} \\
0 & J_{j}^{T} & 0
\end{array}\right] \partial_{x_{j}} u_{0}=\left[\begin{array}{c}
0 \\
\operatorname{rot} E_{0} \\
-\operatorname{rot} B_{0}
\end{array}\right],
$$

namely,

$$
\operatorname{rot} B_{0}=\operatorname{rot} E_{0}=0
$$

Together with the constraints of the Maxwell equations:

$$
\operatorname{div} B_{0}=0, \quad \operatorname{div} E_{0}=b-\rho_{0},
$$

we deduce that $B_{0}$ is a constant and there is a potential function $\phi_{0}$ such that $E_{0}=\nabla \phi_{0}$. Finally, $v_{0}=0$ and the equation for $\rho_{0}$ is

$$
\partial_{t} \rho_{0}+\operatorname{div}\left(\rho_{0} v_{1}\right)=0, \quad v_{1}=-\nabla\left(h\left(\rho_{0}\right)+\phi_{0}\right) .
$$

Therefore, ( $\rho_{0}, \phi_{0}$ ) satisfies the drift-diffusion system:

$$
\left\{\begin{array}{l}
\partial_{t} \rho_{0}-\operatorname{div}\left(\rho_{0} \nabla\left(h\left(\rho_{0}\right)+\phi_{0}\right)\right)=0, \\
\Delta \phi_{0}=b-\rho_{0}, \quad E_{0}=\nabla \phi_{0} .
\end{array}\right.
$$

It is well-known that this system admits a local smooth solution (see [24]). Thus, we have constructed $U_{0}$ and $v_{1}$. It is easy to check that the differential constraints of $u_{1}$ are

$$
\operatorname{rot} E_{1}+\partial_{t} B_{0}=0, \quad-\operatorname{rot} B_{1}+\partial_{t} E_{0}-\rho_{0} v_{1}=0
$$

The leading initial layer profile $I_{0}=\left[\begin{array}{c}\tilde{\rho}_{0} \\ \tilde{B}_{0} \\ \tilde{E}_{0} \\ \tilde{v}_{0}\end{array}\right]$ satisfies

$$
\partial_{\tau} \tilde{\rho}_{0}=0, \quad \partial_{\tau} \tilde{B}_{0}=\partial_{\tau} \tilde{E}_{0}=0, \quad \partial_{\tau} \tilde{v}_{0}=-\tilde{v}_{0} .
$$

Thus, as above $I_{0}$ exists globally in time and decays exponentially fast to zero as $\tau \rightarrow+\infty$.
Similarly, by induction and together with the differential constraints of $u_{k}$, we can construct higher order profiles $u_{k}, I_{k}$ and $v_{k+1}$ for $k \geq 1$. In particular, ( $\rho_{k}, \phi_{k}$ ) solves a linear drift-diffusion system:

$$
\left\{\begin{array}{l}
\partial_{t} \rho_{k}-\operatorname{div}\left(\rho_{0} \nabla\left(h^{\prime}\left(\rho_{0}\right) \rho_{k}+\phi_{k}\right)\right)+\operatorname{div}\left(\rho_{k} v_{1}\right)=\alpha_{k}, \\
\Delta \phi_{k}=-\rho_{k}+\beta_{k}
\end{array}\right.
$$

$B_{k}$ solves a linear div-rot system:

$$
\operatorname{div} B_{k}=0, \quad-\operatorname{rot} B_{k}+\partial_{t} E_{k-1}+\zeta_{k-1}=0
$$

and

$$
E_{k}=\nabla \phi_{k}-\partial_{t} \psi_{k-1}, \quad v_{k+1}=-\nabla\left(h^{\prime}\left(\rho_{0}\right) \rho_{k}+\phi_{k}\right)+\partial_{t} \psi_{k-1}+\gamma_{k},
$$

where $\alpha_{k}, \beta_{k}$ and $\gamma_{k}$ only depend on $U_{i}$ and $\psi_{i}$ for $0 \leq i \leq k-1$, and

$$
B_{k-1}=\operatorname{rot} \psi_{k-1}, \quad \zeta_{k-1}=-\sum_{i=0}^{k-1} \rho_{i} v_{k-i}, \quad k \geq 1 .
$$

Moreover, we still have differential constraints for $u_{k+1}$ :

$$
\operatorname{rot} E_{k+1}+\partial_{t} B_{k}=0, \quad-\operatorname{rot} B_{k+1}+\partial_{t} E_{k}+\zeta_{k}=0
$$

The initial layer profile $I_{k}$ satisfies a linear system of ordinary differential equations with the same principal part as $I_{0}$ and a source term decaying exponentially fast to zero. Thus, the approximate solution $U_{\varepsilon}^{m}$ is constructed for all $m \in \mathbb{N}$ and Theorem 2.1 can be applied. In this example, the corresponding choice is

$$
D=\operatorname{diag}\left(1, \mathbf{0}_{6}\right), \quad g_{0}\left(u_{0}, \nabla u_{0}, v_{1}\right)=\left[\begin{array}{c}
v_{1} . \nabla \rho_{0} \\
0 \\
-\rho_{0} v_{1}
\end{array}\right],
$$

and

$$
g_{k}\left(\left(U_{i}, \nabla U_{i}\right)_{0 \leq i \leq k}, v_{k+1}\right)=\left[\begin{array}{c}
v_{k+1} \cdot \nabla \rho_{0}+\operatorname{div}\left(\rho_{k} v_{1}\right)-\alpha_{k} \\
0 \\
\zeta_{k}
\end{array}\right], k \geq 1 .
$$
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