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Abstract

Equipping the probability space with a local Dirichlet form with square field operatorΓ and generatorA allows us to improve
Monte Carlo simulations of expectations and densities as soon as we are able to simulate a random variableX together with
Γ [X] andA[X]. We give examples on the Wiener space, on the Poisson space and on the Monte Carlo space. WhenX is real-
valued we give an explicit formula yielding the density at the speed of the law of large numbers.To cite this article: N. Bouleau,
C. R. Acad. Sci. Paris, Ser. I 341 (2005).
 2005 Académie des sciences. Published by Elsevier SAS. All rights reserved.

Résumé

Amélioration de simulations Monte Carlo par des formes de Dirichlet. Nous montrons que, dans les situations
l’espace de probabilité est équipé d’une forme de Dirichlet locale avec carré du champΓ et générateurA, la possibilité de
simuler une variable aléatoireX ainsi queΓ [X] etA[X] permet d’accélérer le calcul de l’espérance deX et de sa densité. Nou
donnons des exemples dans les cas de l’espace de Wiener, de l’espace de Poisson et de l’espace de Monte Carlo. LoX est
à valeurs réelles nous donnons une formule explicite permettant d’obtenir la densité à la vitesse de la loi des grands
Pour citer cet article : N. Bouleau, C. R. Acad. Sci. Paris, Ser. I 341 (2005).
 2005 Académie des sciences. Published by Elsevier SAS. All rights reserved.

1. Introduction

The efficiency of Dirichlet forms is known in order to obtain existence of densities under weak hypo
(cf. [3]). We show here that they are still useful for the computation of such densities. Our framework is a
structure(Ω,A,P,D,Γ ), i.e. a probability space equipped with a local Dirichlet form(E,D) admitting a square
field operatorΓ (cf. [2,3]). The associatedL2-generator is denoted(A,DA).

We consider a random variableX ∈DA such thatX, Γ [X] andA[X] are simulatable.
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Example 1 (Wiener space). Let us consider a stochastic differential equation (sde) defined on the Wiener
equipped with the Ornstein–Uhlenbeck error structure (cf. [2,3])

Xt = x0 +
t∫

0

σ(Xs, s)dBs +
t∫

0

r(Xs, s)ds.

By the functional calculus for the operatorsΓ andA, if the coefficients are smooth, the triplet(Xt ,Γ [Xt ],A[Xt ])
is a diffusion, solution to the equation


 Xt

Γ [Xt ]
A[Xt ]


 =


 x0

0
0


 +

t∫
0




σ(Xs, s) 0 0

0 2σ ′
x(Xs, s) 0

−1

2
σ(Xs, s)

1

2
σ ′′

x2(Xs, s) σ ′
x(Xs, s)





 1

Γ [Xs]
A[Xs]


 dBs

+
t∫

0




r(Xs, s) 0 0

σ 2(Xs, s) 2r ′
x(Xs, s) + σ ′2

x (Xs, s) 0

0
1

2
r ′′
x2(Xs, s) r ′

x(Xs, s)





 1

Γ [Xs]
A[Xs]


 ds.

DenotingYt the column vector(Xt ,Γ [Xt ],A[Xt ]) this equation can be writtenYt = Y0 + ∫ t

0 a(Ys, s)dBs +∫ t

0 b(Ys, s)ds and applying the Euler scheme with mesh 1/n on [0,T]: Yn
t = Y0 + ∫ t

0 a(Y n
[ns]
n

, [ns]
n

)dBs +∫ t

0 b(Y n
[ns]
n

, [ns]
n

)ds yields a processYn
t = (Xn

t , (Γ [X])nt , (A[X])nt )t for which it is easy to verify thatΓ [Xn
t ] =

(Γ [X])nt andA[Xn
t ] = (A[X])nt .

By known results (cf. [1,4,5]) in order to compute the density ofXT , we may approximate it by the solutionXn
T

of the Euler scheme. Thus, we have then to simulateXn
T in a situation where we are also able to simulateΓ [Xn

T ]
andA[Xn

T ].

Example 2 (Poisson space). Let (Rd ,B(Rd),µ,d, γ ) be an error structure onRd , (a,Da) its generator. LetN
be a Poisson point process defined on(Ω,A,P) with state spaceRd and intensity measureµ. (Ω,A,P) may be
equipped with a so-called ‘white’ error structure(Ω,A,P,D,Γ ) (cf. [2]) with the following properties: ifh ∈Da

thenN(h) ∈ DA, Γ [N(h)] = N(γ [h]) andA[N(h)] = N(a[h]). In order to simulateN(ξ) we have only to draw
a finite (Poissonian) number of i.i.d. random variables with lawµ so that we are indeed in a situation whereN(h),
Γ [N(h)], andA[N(h)] are amenable to simulation.

Example 3 (Monte Carlo space). Let X = F(U0,U1, . . . ,Um, . . . ;V0,V1, . . . , Vn, . . .) be a random variable de
fined on the space([0,1]N,B([0,1]N),dxN) × ([0,1]N,B([0,1]N),dxN) where theUi are the coordinates of th
first factor with respect to whichX is supposed to be regular,Vj the ones of the second factor with respect to wh
X is supposed to be irregular or discontinuous (rejection method, etc.).

Let us put on theUi the following error structure([0,1]N,B
([0,1]N)

,dxN,D,Γ
) = ([0,1],B([0,1]),dx,d, γ

)N

where(d, γ ) is the closure of the operatorγ [u](x) = x2(1− x)2u′2(x) for u ∈ C1([0,1]).
Then under natural regularity assumptions, we haveΓ [X] = ∑∞

i=0 F ′2
i U2

i (1− Ui)
2 and

A[X] =
∞∑
i=0

(
1

2
F ′′

iiU
2
i (1− Ui)

2 + F ′
i Ui(1− Ui)(1− 2Ui)

)

so thatX, Γ [X] andA[X] are amenable to simulation.
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2. Diminishing the bias

Let (Ω,A,P,D,Γ ) be an error structure. ForX ∈ (DA)d , var[X] denotes the covariance matrix ofX, A[X]
the column vector with components(A[X1], . . . ,A[Xd ]), Γ [X] is the matrixΓ [Xi,Xj ] and

√
Γ [X] denotes the

positive symmetric square root ofΓ [X].
We follow the idea that the random variableX + εA[X] + √

ε
√

Γ [X]G whereG is an exogenous independe

reduced Gaussian variable, has almost the same law asX. Starting from the fundamental relation of the functio
calculus onA, an integration by parts argument gives the following lemma.

Lemma 2.1. Let X ∈ (DA)d we suppose thatX possesses a conditional densityη(x, γ, a) givenΓ [X] = γ and

A[X] = a such thatx �→ η(x, γ, a) beC2 with bounded derivatives. Then∀x ∈ R
d

E

[
−(

A[X])t∇xη
(
x,Γ [X],A[X]) + 1

2
trace

(
Γ [X] · Hessx η

)(
x,Γ [X],A[X])] = 0.

Theorem 2.2. Let g be the density of the normal law. LetX be as in the preceding lemma with densityf , the
conditional densityη(x, γ, a) beingC3 bounded with bounded derivatives. Whenε → 0, the quantity

1

ε2

(
E

[
g
(
x − X − εA[X], εΓ [X])] − f (x)

)
has a finite limit equal to

1

2
E

[(
A[X])t

(Hessx η)
(
x,Γ [X],A[X])A[X] −

d∑
i,j,k=1

A[Xi]Γ [Xj ,Xk]η′′′
xixj xk

(
x,Γ [X],A[X])

]
.

Proof. If we write E[g(x−X−εA[X], εΓ [X])] = ∫
µ(dγ,da)

∫
g(x−y−εa, εγ )η(y, γ, a)dy = ∫

µ(dγ,da)×
Eη(x − εa − √

ε
√

γG,γ, a) whereG is anR
d -valued reduced Gaussian variable, and if we expand with res

to
√

ε and take the expectation, terms in
√

ε andε
√

ε vanish becauseG andG3 are centered and the term inε
vanishes also thanks to the lemma. This gives the result.�

About the variance, we obtain

Proposition 2.3. LetX satisfying the assumptions of the lemma and such that(detΓ [X])−1/2 ∈ L1, then

lim
ε→0

εd/2
Eg2(x − X − εA[X], εΓ [X]) = lim

ε→0
εd/2 varg

(
x − X − εA[X], εΓ [X]) = E

[
η(x,Γ [X],A[X])
(4π)d/2

√
detΓ [X]

]
.

The quantityEg(x − X − εA[X], εΓ [X]) is obtained by simulation with the law of large numbers, so that

approximationf̂ of the densityf of X is

f̂ (x) = 1

N

N∑
n=1

g
(
x − Xn − ε

(
A[X])

n
, ε

(
Γ [X])

n

)
where the indicesn denote independent drawings. The preceding results show that, with respect to the usua
method, the speed, in the sense of theL2-norm, is the same as if the dimension was divided by 2.
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3. Direct formulae

In the case whereX is real-valued, if in addition toX, A[X], Γ [X] we are able to simulateΓ [X, 1
X

], it is
possible to obtain the density ofX at the speed of the law of large numbers thanks to the following formulae:

Theorem 3.1. (a) If X ∈ DA with Γ [X] ∈ D andΓ [X] > 0 a.s. thenX has a densityf which possesses an l.s.
versionf̃ given by

f̃ (x) = lim
ε↓0

↑ 1

2
E

(
sign(x − X)

(
Γ

[
X,

1

ε + Γ [X]
]

+ 2A[X]
ε + Γ [X]

))
.

(b) If in addition 1
Γ [x] ∈ D, thenX has a densityf which is absolutely continuous and given by

f (x) = 1

2
E

(
sign(x − X)

(
Γ

[
X,

1

Γ [X]
]

+ 2A[X]
Γ [X]

))
.

The proof is based on the relation

E

[
ϕ′′(X)

Γ [X]
ε + Γ [X]

]
= −E

[
ϕ′(X)

(
Γ

[
X,

1

ε + Γ [X]
]

+ 2A[X]
ε + Γ [X]

)]

valid for anyC2-functionϕ with bounded derivatives which comes from the functional calculus using the ge
relationE[u,v] = −〈A[u], v〉 ∀u ∈ DA ∀v ∈ D, and then applying it withϕ = √

λ2 + (y − x)2 in order to get the
monotone convergence result.

Under the hypotheses of Theorem 3.1, as soon asG ∈ D ∩ L∞, there are similar formulae for condition
expectationsE[G|X = x]:

f (x)E[G|X = x] = 1

2
E

(
sign(x − X)

(
Γ

[
X,

G

Γ [X]
]

+ 2GA[X]
Γ [X]

))
.

Let us finally remark that in these formulae, the factor on the right of sign(x − X) is centered and a varianc
optimisation may be performed thanks to an arbitrary deterministic function as done in [4] where direct fo
similar to those of Section 3 are given in the case of the Wiener space involving Skorokhod integrals ins
Dirichlet forms.
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