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A NEW METHOD FOR MEASURING THE SPLITTING OF
INVARIANT MANIFOLDS

BY DAVID SAUZIN

ABSTRACT. – We study the so-called Generalized Arnol’d Model (a weakly hyperbolic near-integrable
Hamiltonian system), withd + 1 degrees of freedom (d � 2), in the case where the perturbative term does
not affect a fixed invariantd-dimensional torus. This torus is thus independent of the two perturbation
parameters which are denotedε (ε > 0) andµ.

We describe its stable and unstable manifolds by solutions of the Hamilton–Jacobi equation for which
we obtain a large enough domain of analyticity. The splitting of the manifolds is measured by the partial
derivatives of the difference∆S of the solutions, for which we obtain upper bounds which are exponentially
small with respect toε.

A crucial tool of the method is acharacteristic vector field, which is defined on a part of the configuration
space, which acts by zero on the function∆S and which has constant coefficients in well-chosen
coordinates.

It is in the case where|µ| is bounded by some positive power ofε that the most precise results are
obtained. In a particular case with three degrees of freedom, the method leads also to lower bounds for the
splitting.  2001 Éditions scientifiques et médicales Elsevier SAS

RÉSUMÉ. – Nous étudions le système hamiltonien àd+1 degrés de liberté (d � 2), proche de l’intégrable
et faiblement hyperbolique, appelémodèle d’Arnol’d généralisé, dans le cas où le terme perturbatif n’affecte
pas un tore invariant de dimensiond. Ce tore est donc indépendant des deux paramètres de perturbation qui
sont notésε (ε > 0) etµ.

Ses variétés stable et instable sont décrites par deux solutions de l’équation de Hamilton–Jacobi,
pour lesquelles nous obtenons un domaine d’analyticité assez étendu. L’écart des variétés est mesuré
par les dérivées partielles de la différence∆S des solutions, et nous obtenons des bornes supérieures
exponentiellement petites.

L’outil essentiel de la méthode est unchamp de vecteurs caractéristiquedéfini sur une partie de l’espace
de configuration, qui annule la fonction∆S et dont les coefficients sont constants dans un système de
coordonnées bien choisi.

C’est dans le cas où|µ| est majoré par une puissance positive deε que les résultats les plus précis sont
obtenus. Dans un cas particulier avec trois degrés de liberté, la méthode fournit même des bornes inférieures
pour l’écart des variétés. 2001 Éditions scientifiques et médicales Elsevier SAS

1. Presentation of the problem

1.1. Introduction

The present paper is devoted to the exposition of a new method for studying the phenomenon
of “exponentially small splitting”. It is concerned with the stable and unstable manifolds of
a partially hyperbolic invariant torus (a “whiskered torus”) of a near-integrable Hamiltonian
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160 D. SAUZIN

system. We restrict our attention to systems for which the invariant torus is given right from
the beginning: it is not affected by changes of the perturbation parameters, thus we can refrain
from resorting to KAM theory to find an invariant torus; in our opinion this helps to isolate the
mechanism which produces exponential smallness.

We shall illustrate the method on the case of the following Hamiltonian function:

Hε,µ(q,ϕ, p, I) = ω · I + 1
2
αI2 +

1
2
p2 + ε(cosq− 1) + µεF (q,ϕ)(1.1)

with d+ 1 degrees of freedom (d� 2), the conjugate variables being:

(p, I) ∈ R×R
d and (q,ϕ) ∈ T×T

d, with T=R/2πZ,

and the various parameters being: a vectorω ∈ Rd, a real diagonal matrixα= diag(α1, . . . , αd)
(the notationαI2 means

∑
αjI

2
j ), two small real parametersε > 0 andµ, and a functionF

real-analytic onT×Td.
Let d(pdq + Idϕ) be the usual symplectic two-form. The corresponding Hamiltonian sys-

tem is integrable forµ = 0, since it decouples then as the product of a simple pendu-
lum and d independent rotators. We shall refer to that situation as to the “unperturbed”
one.

Let us use the notation

Th =
{
φ ∈ C/2πZ; |�mφ|< h

}
for h > 0.

We shall require two assumptions onF :
(A1) for all ϕ ∈ Td, F (0, ϕ) = 0 and∂qF (0, ϕ) = 0;
(A2) there existsh0 > 0 such thatF extends analytically to(C/2πZ)×Tdh0

.
The first hypothesis amounts to saying thatF vanishes at order2 on{q = 0}. As a result, the

d-dimensional torus

T =
{
(0, ϕ,0,0), ϕ ∈ T

d
}

is invariant by the Hamiltonian vector field{
q̇ = p,
ṗ= ε sinq − µε∂qF,

{
ϕ̇j = ωj + αjIj ,

İj =−µε∂ϕjF,
(1.2)

independently of the parametersε andµ. The restriction of its flow toT is quasiperiodic withω
as frequency-vector. We shall see thatT is partially hyperbolic:1 it admits(d+1)-dimensional
stable and unstable manifolds, denoted byW+

ε,µ andW−
ε,µ, the first one being the union of all

the orbits which are positively asymptotic toT , and the second one the union of all the orbits
which are negatively asymptotic toT . These manifolds depend analytically onµ and coincide
for µ = 0. In general there is no reason why they should coincide for nonzeroµ, but it turns
out that they are exponentially close one to the other with respect toε asε tends to zero. This
is the exponentially small phenomenon that we want to study. In the sequel we shall omit the
indicesε,µ when referring to the manifoldsW+ andW−. Their intersection consists of orbits,
which are called homoclinic (or biasymptotic) orbits; we shall see that this intersection is not
empty.

1 The reader is referred to [3], [14] and [28,29] for results on partially hyperbolic tori.
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MEASURING THE SPLITTING OF INVARIANT MANIFOLDS 161

In the particular case of an even perturbation, i.e. when

∀(q,ϕ) ∈ T×T
d, F (−q,−ϕ) = F (q,ϕ),

one checks easily that the symmetry(q,ϕ, p, I) �→ (2π − q,−ϕ,p, I) sends any orbit onto an
orbit and reverses the time-parametrization on it, thus this symmetry exchangesW+ andW−.
In that situation, one obtains a homoclinic orbit by considering the intersection ofW+ with the
(d+ 1)-plane{q= π,ϕ= 0}.

Note also that the assumptions (A1) and (A2) are met if for instanceF is of the form

F (q,ϕ) = (1− cos q)m(ϕ),

where the functionm is analytic onTdh0
.

1.2. Historical remarks 2

The Hamiltonian function (1.1) is a natural generalization of the example considered by
V.I. Arnol’d in his famous note [1]. This system was introduced in [17] (seealso [18]) with the
purpose of studying the speed of Arnol’d diffusion. It is sometimes referred to as the “generali-
zed Arnol’d model”. This model was designed to embody the main features of a near-integrable
Hamiltonian in the vicinity of a simple resonance; indeed, ifω is non-resonant, the integrable
Hamiltonian which is obtained whenε vanishes displays a simple resonance at(p, I) = (0,0). In
fact, only the case where the perturbation has the special formF (q,ϕ) = (1− cos q)m(ϕ) was
considered in [17], but the emphasis was already put on the importance of including arbitrarily
high harmonics in the perturbation and the Poincaré–Melnikov approximation of the splitting
was discussed (see below).

In [11], among other things a “rotator-pendulum model” is studied, with an even trigonometric
polynomial of(q,ϕ) for the perturbationF , but without the assumption (A1). The existence of an
invariant hyperbolic torus is proved and “quasiflat” upper bounds are obtained for the splitting
of its whiskers by direct perturbative methods. The proof is rather involved and we must say
that unfortunately we were not able to follow it in all details. In [12], still for a polynomial
perturbation but with a number of harmonics tending to infinity asε decreases, it is claimed that
the same methods lead to results of the kind we are interested in.

The case whereα= 0 is considered in [27] and then in [4]; it may be called theisochronousor
linear case. In that case we can forget about the variablesIj and consider the Hamiltonian vector
field associated to (1.1) as a quasi-periodic perturbation of a simple pendulum. More precisely,
if α= 0, one can associate to the Hamiltonian vector field (1.2) areduced vector field

q̇ = p,
ṗ= ε sinq− µε∂qF (q,ϕ),
ϕ̇j = ωj

(1.3)

(the original vector field was invariant under the translations(q,ϕ, p, I) �→ (q,ϕ, p, I +
constant), and (1.3) is indeed its reduction under that group of transformations), or a non-
autonomous quasi-periodic second-order differential equation

q̈ = ε sinq− µε∂qF (q,ω1t, . . . , ωdt).

2 We confine ourselves to the cased � 2, but of course a number of references should be quoted for the
two-degree-of-freedom case.
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162 D. SAUZIN

Every solution of (1.2) projects onto a solution of (1.3). Note that the invariant tori which we
are interested in project ontonormally hyperbolic invariant tori for (1.3). However, even if
assumptions (A1) and (A2) are satisfied, not all the homoclinic orbits of the reduced vector
field are the projection of some homoclinic orbit of the original system. But it is legitimate in
that case to concentrate on the reduced system and to consider (1.2) as an auxiliary system, a
mere way of putting (1.3) into Hamiltonian form.

In [27] a general averaging theorem is proved and applied, among other things, to a specific
example which can be written in the form (1.1) withd = 2, α = 0, ω =

(
1, 1+

√
5

2

)
, µ = ε−1,

and ∂qF even trigonometric polynomial inϕ which does not depend onq. The splitting of
the invariant manifolds is studied (for the reduced system) and shown to be exponentially
small. After a change of variables (one step of averaging), a Poincaré–Melnikov approximation
is derived and bounded from aboveand from below; numerical evidence is then produced
which indicates that the size of the whole splitting is correctly predicted by that first-order
approximation.

The model which is studied in [4] corresponds tod = 2, α = 0, ω =
(
1, 1+

√
5

2

)
, µ = εp

(p > 3/2), andF (q,ϕ) =m(ϕ) cos q where the functionm is analytic in a “strip”Tr1 × Tr2

but cannot be analytically continued to a larger strip because of some hypothesis on its high
harmonics. The torus{q = 0, p = 0, ϕ ∈ T

2} is invariant for the corresponding system (1.2),
and the splitting of its invariant manifolds is shown to be correctly predicted by the Poincaré–
Melnikov approximation whose asymptotics is precisely computed (seeSection 4 below).

In [25] strong results are stated for the anisochronous case, with an even perturbation, but
unfortunately an error has been discovered in that article (a correction is expected).

The present article is strongly related to a joint work with P. Lochak and J.-P. Marco [21], to
which the reader is referred for further bibliographical notes.

1.3. The method

It is not so easy to compare the existing methods and results, in particular because each author
has his own way of parametrising the invariant manifolds and then of measuring the distance
between them. As for us, we shall use particular solutions of the Hamilton–Jacobi equation in
order to describe these manifolds, as in the article [26] which was itself inspired by [22].

1.3.1. Let us consider the Hamiltonian system associated to (1.1), under the assumptions (A1)
and (A2) of p. 160. Forµ = 0, the stable and unstable manifolds of the invariant torus
T = {(0, ϕ,0,0), ϕ ∈ Td} coincide and are given by the separatrix of the pendulum; we find it
convenient to write them as

W−
|µ=0 =

{
(q,ϕ, p, I) | q ∈ ]− 2π,2π[, ϕ ∈ T

d, p= 2ε1/2 sin
q

2
, I = 0

}
,

W+
|µ=0 =

{
(q,ϕ, p, I) | q ∈ ]0,4π[, ϕ ∈ T

d, p= 2ε1/2 sin
q

2
, I = 0

}
,

distinguishing them quite arbitrarily only by their domain of definition. We should give different
names to the tori{0}×Td×{0}× {0} and{2π}×Td×{0}× {0} as well, but we shall not do
it; from now on we shall consider that the phase space isR× Td × R × Rd, which we identify
with the cotangent bundle of theconfiguration spaceR×Td where the variables(q,ϕ) live (the
cotangent bundle being endowed with its canonical exact symplectic structure). Thus, above a
point of the configuration space, covectors are identified with vectors ofR × Rd. Each of the
unperturbed invariant manifolds is an exact Lagrangian graph, i.e. the graph of the differential of
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MEASURING THE SPLITTING OF INVARIANT MANIFOLDS 163

a function defined on a part ofR×Td:

W±
|µ=0 = Gr(dS0) =

{
(q,ϕ, ∂qS0(q,ϕ), ∂ϕS0(q,ϕ)

}
with S0(q,ϕ) = S0(q) = 4ε1/2

(
cos q2 − 1

)
considered as a function either on]− 2π,2π[×Td

or on ]0,4π[×Td. We shall represent the perturbed invariant manifolds too as graphs over this
space (at least parts of them which do not lie too far from the torusT , i.e. local or “semi-local”
stable and unstable manifolds):

W− = Gr(dS−), W+ = Gr(dS+),

whereS− andS+ are functions on some parts of the configuration space, which depend on(ε,µ)
and which will be uniquely determined (up to an additive constant) as the solutions of the
Hamilton–Jacobi equation

Hε,µ

(
q,ϕ, ∂qS(q,ϕ), ∂ϕS(q,ϕ)

)
= 0(1.4)

such thatGr(dS±) contains the torusT . (The right-hand side of (1.4) must vanish sinceT itself
has zero energy.)

PROPOSITION 1.1. – For any q0 ∈ ]0,2π[, there exists a positive constantµ0 such that the
Hamilton–Jacobi equation(1.4)admits a unique solutionS− = S−(q,ϕ; ε,µ) real-analytic with
respect to all its arguments for

q ∈ ]− q0, q0[, ϕ ∈ T
d, ε > 0, |µ|< µ0,

and such thatS−
|µ=0 coincides withS0 and S− − S0 vanishes at order2 on {q = 0}; and a

unique solutionS+(q,ϕ; ε,µ) real-analytic with respect to all its arguments for

q ∈ ]2π− q0,2π+ q0[, ϕ ∈ T
d, ε > 0, |µ|< µ0,

and such thatS−
|µ=0 coincides withS0 andS+ − S0 vanishes at order2 on{q = 2π}.

COROLLARY 1.1. – The invariant torusT admits stable and unstable manifolds which are
locally the graphs of the differentials of the previous functionsS+ andS− (differentials with
respect to the variablesq andϕ):

W± = Gr(dS±).

Let us define the function

∆S = S+ − S−, for q ∈ ]2π− q0, q0[ (q0 > π), ϕ ∈ T
d, ε > 0, |µ|< µ0.
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164 D. SAUZIN

The differential of∆S is related to the distance betweenW− andW+: above a pointQ= (q,ϕ),
the vector between(Q,dS−(Q)) and (Q,dS+(Q)) can be identified withd(∆S)(Q). The
critical points of∆S are thus projections of homoclinic intersections.3

In fact, the Hessian matrix of∆S at a critical point can be taken as a measure of the splitting
of the manifolds at the corresponding homoclinic point. For that reason it is interesting to
estimate the first and second-order partial derivatives of the function∆S (still with respect to the
variablesq andϕ). The function∆S itself is a difference of Lagrangian actions, which contains
an arbitrary additive constant (constant with respect toq andϕ but function ofε andµ).

We stated the corollary apart just in order to emphasize the fact that, since the invariant
manifolds are represented by functions on the configuration space, our problem is reduced to
the study of the function∆S.

The proposition and its corollary will be a consequence of Proposition3.1 and Theorem3.1
below(we shall even obtain information on the complex extension of the domain of analyticity
of S− andS+: for instanceS− will be proved to be analytic for complexq,ϕ, ε, µ, with ε
belonging to some sector and|µ| small enough). Perhaps we should say that we expected the
invariant manifolds to be graphs because of their being close (for small|µ|) to W±

|µ=0 which
is a graph, and to be Lagrangian because of their being asymptotic toT which is an isotropic
submanifold of the phase space (seeRemark 5.1).

Note that in the isochronous case (α= 0), it is not true that all the partial derivatives of∆S
necessarily vanish at a point corresponding to a homoclinic orbit of thereducedsystem (1.3):
the only condition is that∂q∆S should vanish at such a point, since only∂qS

± is needed for the
description of the stable or unstable manifold of the reduced system (but, due to the conservation
of the energy, there is a priori a relation between the other partial derivatives of∆S at such a
point – see the next paragraph).

1.3.2. The geometrical tool of our method is a vector field of the configuration space which acts
by zero on the function∆S. We call it thecharacteristic vector field of the pair(S−, S+).

PROPOSITION 1.2. – Fix any q0 ∈ ]π,2π[ and consider the functionsS− and S+ of
Proposition1.1. The vector field

D =
1
2
∂q(S+ + S−)

∂

∂q
+
(
ω+

1
2
α∂ϕ(S+ + S−)

)
· ∂

∂ϕ

is defined and analytic forq ∈ ]2π − q0, q0[, ϕ ∈ Td, ε > 0, |µ| < µ0, and the function∆S =
S+ − S− satisfies

D ·∆S = 0.

3 We may callW− = Gr(dS−) semi-localunstable manifold in opposition to the local unstable manifoldW−
loc

and to the global unstable manifold. The local manifold is defined by the use of some small enough neighbourhoodV
of T (we can assume in particular thatV is contained inT∗(] − q0, q0[×Td)); it consists of all the points inV whose
trajectories are negatively asymptotic toT . The global manifold is the union of the trajectories of the points ofW−

loc
,

i.e.{φt
H(M); M ∈W−

loc
, t ∈ R} if we denote byφt

H the time-t map of the Hamiltonian flow, whereas

W− = {φt
H(M); M ∈W−

loc
, t∈ R such thatφt

H(M) ∈ T∗(] − q0, q0[×T
d)}.

Analogously we may callW+ semi-local stable manifold. For that reason the homoclinic points obtained as intersections
of W− andW+ may be called “primary” homoclinic points.
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Proof. –We present this property in Section 2.1 in a slightly more general context, but
it follows from the Hamilton–Jacobi equation by a straightforward computation – take the
difference between equation (1.4) forS+ and equation (1.4) forS−:

0 = ω · ∂ϕS+ +
1
2
α(∂ϕS+)2 +

1
2
(∂qS+)2 + ε(cos q− 1) + µεF,

0 = ω · ∂ϕS− +
1
2
α(∂ϕS−)2 +

1
2
(∂qS−)2 + ε(cos q− 1) + µεF. ✷

Note that forµ= 0 this vector field reduces to the characteristic vector field of the unperturbed
invariant manifold:

D|µ=0 =
dS0

dq
∂

∂q
+ ω · ∂

∂ϕ
.

The invariance of the function∆S under the flow of the vector fieldD is a simple manifestation
of the conservation of energy and of the exact symplectic features of the problem that we have
tried to take into account as much as possible. This fact has important consequences for us, since
our goal is to study∆S and we discover now that this function is determined by its restriction
to any global section of the configuration space which is transversal toD, and such a section
is a torus of dimensiond. (All this seems very related to the approach of [5], where a “splitting
potential” is introduced which is also a function onTd, but we have not yet completely elucidated
the connection between that recent method and ours.) However, we do not want to fix once for
all a particular section, since there is no privileged choice – except maybe in the case of an even
perturbation, whereD is conjugate to its opposite by the symmetry(q,ϕ) �→ (2π− q,ϕ) and the
section{q = π} may look more natural since(π,0) is a critical point of∆S.

Proposition 1.2 (together with a detail from Theorem 3.1 about the dependence ofS± on ε
andµ) allows us to obtain very easily the following geometrical result, which is a particular case
of a theorem by L.H. Eliasson ([9], [5]):

COROLLARY 1.2. – There exists a positive constantµ′
0 such that, forε > 0 and|µ| � µ′

0, the
Hamiltonian system associated toHε,µ admits at leastd+ 1 distinct homoclinic orbits.

Proof. –Let us chooseq0 ∈ ]π,2π[ andµ0 so that Proposition 1.1 applies and let us pick any
q∗ ∈ ]2π − q0, q0[. We shall use the notationS= {(q∗, ϕ), ϕ ∈ Td}: this set is a global section
of the configuration space and is isomorphic to the torusTd.

The characteristic vector fieldD depends analytically onµ and is transversal to the sectionS

for µ = 0; thus it is still transversal to that section forµ small enough, as long as the function
1
2∂q(S

+ + S−) does not vanish onS. One can ensure that to be the case for|µ| � µ′
0 with a

positive numberµ′
0 which does not depend onε, since Theorem 3.1 provides bounds for the

partial derivatives ofε−1/2(S± − S0) = O(µ) which do not depend onε.
Now, for ε > 0 and|µ| � µ′

0, if we denote byχ the restriction toS of the function∆S, we
observe that any critical point ofχ is necessarily a critical point of∆S (because of the equation
D ·∆S = 0, viewed as a relationship between the partial derivatives of∆S). And χ, being a
real-analytic function on a torus of dimensiond, admits at leastd+ 1 critical points according
to a theorem by Ljusternik and Schnirelman [2]. According to Corollary 1.1, those critical points
yield homoclinic orbits. ✷

The Ljusternik–Schnirelman theorem was already used in [9] to prove the existence of
homoclinic orbits, but in a more general context and in a slightly different manner (seealso [5]).

1.3.3. The analytical tool of our method is already present in [4] and consists in a lemma
(Lemma 2.1) from which we deduce that, in order to obtain an exponentially small upper
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166 D. SAUZIN

bound for∆S and its derivatives, it is sufficient to study the analytic continuation of the flow
of D. More precisely, it is sufficient tostraightenthe vector fieldD, i.e. to conjugate it to its
unperturbed formD|µ=0 which has constant coefficients in a proper set of coordinates, namely
the coordinates(u,ϕ) which are defined according to formula (1.7) below.

The straightening ofD will be achieved in Proposition 3.3. As a result there exist
coordinates(v, θ) of the configuration space, which depend on(ε,µ) and differ from the
coordinates(u,ϕ) only byO(µ), such that∆S can be written in these coordinates as a function
χ(v, θ; ε,µ) which is periodic in the anglesθj and satisfies(∂v + ε−1/2ω · ∂θ)χ= 0. Lemma 2.1
then implies that its Fourier coefficients satisfy, for0< ρ < π

2 and0< h< h0, the inequalities

|χk(v; ε,µ)|� constε1/2|µ| exp
(
−ρε−1/2|k · ω| − h|k|

)
for k ∈ Zd � {0}, v ∈ R, ε > 0, µ ∈ [−µ0, µ0]. The constanta(ε,µ) is nothing but the mean
value ofχ, which does not depend onv.

In these inequalities, the traditional “small divisors”|k · ω| do not appear as divisors but as
coefficients of−ε−1/2 in the argument of an exponential, hence a difficulty which we call the
problem of “small exponents” and which we explain in Section 2.2. In order to overcome it, we
shall impose a Diophantine condition onω.

1.3.4. An advantage of this method is the fact that it deals as much as possible with functions on
the configuration space which has dimensiond+ 1. For instance the straightening of the vector
field D consists in finding a kind of flow-box coordinates in that space; we need not study the
Hamiltonian flow in the(2d+ 2)-dimensional phase space outside the invariant manifolds.

We have restricted ourselves to the case whered � 2 (at least two fast frequencies) although
the present method would apply as well in the case whered= 1. In fact, if there is only one fast
frequency, the problem is simpler because there are no “small exponents”, and for some technical
reasons it is easier to solve the Hamilton–Jacobi equation, but the results would require a slightly
different presentation in that case (and it would be worthwhile to compare them with the results
obtained in [6], [7], or [13] – this will be the subject of some other article).

1.4. General results

The proofs of the statements below are spread over Sections 2, 3, 5 and 6.

1.4.1. The first result claims that the invariant manifoldsW− andW+ are exponentially close
one to the other: it provides an upper bound for the partial derivatives of∆S of order1 or 2. We
shall use the notation|k|= |k1|+ · · ·+ |kd| if k ∈ Zd.

THEOREM 1.1. – Consider the Hamiltonian system(1.1) with F satisfying the assump-
tions(A1) and (A2) of p.160andω satisfying the Diophantine condition

∀k ∈ Z
d

� {0}, |k · ω|� γ|k|1−τ(1.5)

for some fixed positive numbersγ andτ (τ � d). Denote by∆S the differenceS+ − S− of the
two functions determined in Proposition1.1and byw∗ the number

w∗ =
(
1+ (τ − 1)−1

)(
(τ − 1)γhτ−1

0

π

2

)1/τ

.
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For any w ∈ ]0,w∗[ and for any closed subinterval[q1, q2] of ]0,2π[, there exist positive
numbersµ0 andC such that the inequalities

|d(∆S)|,
∣∣d2(∆S)∣∣�Cε1/2|µ| exp

(
−wε−1/2τ

)
(1.6)

hold for

q ∈ [q1, q2], ϕ ∈ T
d, ε > 0, µ ∈ [−µ0, µ0].

Of course the inequalities (1.6) mean that each of the first and second-order derivatives with
respect to the variablesq or ϕj of ∆S is bounded by the right-hand side. Note that all the
variables are required to be real for that exponentially small bound to hold. To quote the words
of [17], we could say that “the most important feature in the formula (1.6) is the exponent−1/2τ
of ε”. Indeed, in the case whereτ = d, this exponent coincides with the one which is involved
in the lower bound for the exponentially long time of stability for trajectories starting in the
vicinity of a simply resonant surface (see[19] for this version of Nekhoroshev theorem with
local exponentsof stability).

In order of importance, the coefficientw inside the exponential of the formula (1.6) comes
after the exponent−1/2τ of ε. We shall see how to let it reach the valuew∗ in order to obtain a
smaller upper bound.

Remark1.1. – In view of Corollary 1.1, what we are interested in is reallyd(∆S) andd2(∆S).
But the function∆S itself is exponentially close to a constant: under the hypotheses of Theo-
rem 1.1, there exists a real-analytic functiona(ε,µ) such that, for allw ∈ ]0,w∗[ and for all
closed subinterval[q1, q2] of ]0,2π[,

∃µ0, C > 0 such that ∀(q,ϕ, ε, µ) ∈ [q1, q2]×T
d ×R

∗+ × [−µ0, µ0],

|∆S(q,ϕ; ε,µ)− µa(ε,µ)|�Cε1/2|µ| exp
(
−wε−1/2τ

)
.

1.4.2. In order to go farther and to obtain a better information on the asymptotics of∆S with
respect toε, it is natural to try to isolate the first-order approximation∆S1 with respect toµ of
that function, which is usually called the Poincaré–Melnikov approximation.

DEFINITION 1.1. – ThePoincaré–Melnikov approximation of∆S is the function

∆S1(q,ϕ; ε) = ∂µ(∆S)(q,ϕ; ε,0).

Thus we can write∆S(q,ϕ; ε,µ) = µ∆S1(q,ϕ; ε) + O(µ2), and our goal is to study that
remainder “O(µ2)”: is it smaller than the Poincaré–Melnikov approximation itself? Of course,
in order to provide a true answer to that question, we would need to know how large∆S1 is
exactly, and this turns out to be a difficult problem. Proposition 1.3 below shows that∆S1 can
be expressed directly as an integral involving the perturbation functionF and bounded from
aboveby an exponentially small quantity depending onF , but in the general situation we do
not know how to obtain alower bound for∆S1 (the problem is more tractable whend = 2;
seeSection 4). We shall thus content ourselves with proving that the remainder∆S − µ∆S1 is
smaller than a quantity which can be compared to the known upper bound of∆S1, although this
is not completely satisfactory.

Let us define the change of variable

q = q0(u) = 4arctaneu.(1.7)
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The variableu is nothing but the time along the separatrix of the pendulum and it will prove very
useful in the sequel. In particular, it will be essential to see it as a complex variable, and to try to
obtain the largest possible domains of analyticity with respect to it for all the functions defined
on the configuration space. We shall put a tilde over the symbol denoting such a function in order
to indicate that we have performed the change of variableq = q0(u).

The functionq0(u) extends analytically to the universal covering ofC � ( iπ2 + iπZ) with
logarithmic singularities only, and it defines a (uniform) analytic2πi-periodic function4 in

C =C �

([
iπ
2
,
3iπ
2

]
+ 2iπZ

)
.

For0< δ < π/2, we shall denote byCδ a subset ofC which containsR:

Cδ =
{
u ∈ C

∣∣ dist(u,[ iπ
2
,
3iπ
2

]
+ 2iπZ

)
� δ

}
.(1.8)

Because of the assumptions (A1) and (A2), the function

F̃ (u,ϕ) = F
(
q0(u), ϕ

)
is analytic inC ×Tdh0

and for allδ, σ > 0 (with δ < π/2 andσ < h0), there exists a number

A=A(δ, σ)� 1

such that

∀(u,ϕ) ∈ Cδ ×T
d

h0−σ, |F̃ (u,ϕ)|�Ae−2|�eu|(1.9)

(we have used the notationTh = {φ ∈ C/2πZ; |�mφ| � h} if h > 0). We shall consider this
functionA(·, ·) as a datum of the problem in the same way as the functionF itself; it is in fact
a manner of measuring the size ofF , or the strength of the singularities of̃F on the imaginary

axis for the variableu and on the boundary ofT
d

h0
for the variableϕ. One may keep in mind

the typical example of a function likeA(δ, σ) = constδ−nσ−m, with n,m ∈ N∗, which would
correspond to polar singularities (cf. the notion oforder of the perturbation along the separatrix
in [7]).

Here is an example taken from [4]: if

F (q,ϕ) = (1− cos q) cosϕ1

coshh0 − cosϕ1
· · · cosϕd
coshh0 − cosϕd

,

one choosesA(δ, σ) = constδ−2σ−d (observe that1 − cos q0(u) = 2 cosh−2 u has a second-
order pole).

4 The image ofC by q0 is the vertical strip{q ∈ C| − π < �e q < 3π} except for the points 0 and2π which are
obtained only at the limit when�eu tends to−∞ or +∞ respectively (the singular pointsiπ/2 and3iπ/2 correspond
to�mq = +∞ and�m q = −∞ respectively, and the left and right sides of the cut] iπ

2
, 3iπ

2
[ correspond to the vertical

boundaries�e q = −π and�e q = 3π respectively).
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PROPOSITION 1.3. – The Poincaré–Melnikov approximation can be expressed in the vari-
ableu as

∆S̃1(u,ϕ; ε) = ε1/2
+∞∫

−∞

F
(
q0(u+ ζ), ϕ+ ε−1/2ζω

)
dζ.

Assume thatω satisfies the Diophantine condition(1.5)and use the notation

w∗ =
(
1+ (τ − 1)−1

)(
(τ − 1)γhτ−1

0

π

2

)1/τ

.

For any closed subinterval[q1, q2] of ]0,2π[, there exist positive constantsε0 andb such that, for
(r0, r) ∈N×Nd with 1� r0 + |r| � 3,

∣∣(∂q)r0(∂ϕ)r∆S1

∣∣� bA
(
ε1/2τ , ε1/2τ

)
ε−

r0+|r|+d−τ

2τ exp
(
−w∗ε

−1/2τ
)

(1.10)

whenever

(q,ϕ) ∈ [q1, q2]×T
d and ε ∈ ]0, ε0].

Of course,(∂ϕ)r means(∂ϕ1)r1 · · · (∂ϕd
)rd and |r| meansr1 + · · · + rd. This proposition

may be viewed as a refined version of the result which appears already in [17]. Observe that the
analyticity widthh0 enters into the upper bound (1.10) throughw∗; in fact, ifF is a trigonometric
polynomial (and thus anyh0 is allowed), one can obtain a much smaller bound, with−1/2 in
place of−1/2τ as an exponent forε inside the exponential.

THEOREM 1.2. – Under the hypotheses and notations of Theorem1.1, for any closed
subinterval[q1, q2] of ]0,2π[ there exist positive constantsε0 and b such that, for(r0, r) ∈
N×N

d with r0 + |r|= 1 or 2,∣∣(∂q)r0(∂ϕ)r(∆S − µ∆S1)(q,ϕ; ε,µ)
∣∣(1.11)

� b|µ|2A
(
ε1/2τ , ε1/2τ

)2
ε−

r0+|r|+3d+3−τ

2τ exp
(
−w∗ε

−1/2τ
)

whenever

(q,ϕ) ∈ [q1, q2]×T
d, ε ∈ ]0, ε0], µ ∈ [−µ0(ε), µ0(ε)],

with

µ0(ε) = b−1A
(
ε1/2τ , ε1/2τ

)−1
ε

d+2
2τ .

Remark1.2. – As for the case(r0, r) = (0,0), there exists a real-analytic functiona(ε,µ) such
that∆S − µ∆S1 − µ2a satisfies the same kind of an inequality:∣∣(∆S − µ∆S1)(q,ϕ; ε,µ)− µ2a(ε,µ)

∣∣� b|µ|2A
(
ε1/2τ , ε1/2τ

)2
ε−

3d+4−τ
2τ exp

(
−w∗ε

−1/2τ
)
.

As we said before, what is not satisfactory is the fact that in general∆S1 does not admit a
lower boundwhich would be of the same kind as the upper bound (1.10) and thus comparable to
the upper bound (1.11) for the remainder∆S−µ∆S1. We must insist on this point:Theorem1.2
does not solve the question of the preponderance of the Poincaré–Melnikov approximation over
the remainder.But in some sense the problem is reduced to the estimation of∆S1, because the
method that we use is quite adaptable: if an argument is given for obtaining a better upper bound
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of ∆S1, one can also try to incorporate it to the method in order to bound the remainder. This
is done in Section 4 in a particular case withd = 2, where the coefficientw∗ is replaced by an
oscillating function ofε.

In inequalities (1.10) or (1.11) we focused on the exponent ofε and the coefficient inside
the exponential, but we did not pay much attention to the prefactor (the quantity in front of the
exponential) which could be slightly decreased easily.

1.4.3. We believe that our method can be applied to Hamiltonian systems more general
than (1.1). The first generalization that we envisage would consist in taking a perturbationF
which depends on(q,ϕ, p, I) (and alsoε andµ) and not only on(q,ϕ), but which still satisfies
assumptions analogous to (A1) and (A2). The characteristic vector field would still be defined
according to Section 2.1, but the technical details (especially the proof of the analyticity ofS±)
would need to be rewritten. One could also consider the case where the invariant torusT depends
onε andµ, i.e. the case where (A1) is no longer satisfied and some KAM-type result5 is needed
at the beginning to find an invariant hyperbolic torus before to study its whiskers. In fact, one
would demand from such a KAM theorem the largest possible domain of analyticity for the
parametrization of the torus, and in order to go on with the method, one would put the torus at
the origin by a symplectic change of coordinates (or one would exploit its isotropy and look for
its invariant manifolds as (non-exact) Lagrangian graphs – the characteristic vector field is still
defined because the default of exactness is the same for both manifolds [21]). Finally, it would
be interesting to investigate more general models, e.g. including a coupling term between the
variablesp andI like for a general simple resonance [5].

2. Characteristic vector fields

2.1. Geometrical aspect

In all the Section 2.1 we suppose thatM is a differentiable manifold of dimensionn
(configuration space),T∗M its cotangent bundle (phase space) andH :T∗M →R a Hamiltonian
function.

Letπ :T∗M →M be the natural projection. The canonical exact symplectic structure ofT∗M
is induced by the Liouville formλ, which is defined as follows: forα ∈T∗M , λ(α) = α ◦Tαπ,
whereα is considered as a linear map fromTπ(α)M toR andTαπ denotes the linear tangent map
to π (fromTα(T∗M) toTπ(α)M ). A local system of coordinates(Q1, . . . ,Qn) of M induces a
local system of coordinates(Q1, . . . ,Qn, P1, . . . , Pn) of T∗M in which λ takes the usual form
P1dQ1 + · · ·+ PndQn.

The Hamiltonian vector fieldXH associated toH is characterized by the propertydH =
−ιXHdλ. For a Lagrangian submanifold ofT∗M to be invariant byXH , it is necessary and
sufficient that some constant-energy hypersurface contains it.6

5 This kind of result usually requires non-degenerate torsion, i.e.αj �= 0 for j = 1, . . . , d. But [20] shows how to deal
with the case whereα1 = · · · = αm = 0 (m � d) andF depends only on(q,ϕ, p, Im+1, . . . , Id). The case where
α= 0 andF does not depend onI is the easiest one, since the normal hyperbolicity which is then present in the reduced
system (1.3) provides an invariant torus for (1.3) (without any KAM technique) which can be lifted in an invariant torus
for (1.2).

6 A submanifoldW is said to be Lagrangian if the restriction toW of the symplectic2-form dλ vanishes identically
and if the dimension ofW is n (maximal dimension for the previous property): at each point ofW , the tangent space is
equal to its symplectic orthogonal. And ifH is constant onW , at each point ofW the Hamiltonian vector field belongs
to the symplectic orthogonal of the tangent space toW , thus to the tangent space itself, and conversely.
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If α is a one-form ofM , we denote by imα its image inT∗M (wiewingα as a section ofπ):

imα= {α(x), x∈M} ⊂T∗M.

It is a submanifold ofT∗M andπ induces a diffeomorphism between imα andM , by which
λ| imα can be identified toα itself (this property characterizes the Liouville form). Thus imα

is Lagrangian if and only ifα is closed, and exact Lagrangian if and onlyα is exact.7 We are
particularly concerned with the latter case; what we have denotedGr(dS) previously should be
written imdS in this intrinsic formulation.

In the case whereα is closed, imα is invariant by the Hamiltonian vector fieldXH if and only
if H is constant on it, i.e. if and only if the functionH ◦α is constant onM : this is the Hamilton–
Jacobi equation. In that situation thecharacteristic vector fieldof imα is usually defined to be
the vector field ofM which corresponds viaπ to the restriction of the Hamiltonian vector field
to imα. It may be writtenTπ ◦XH ◦ α.

We propose the following generalization of that construction:

DEFINITION 2.1. – Given any pair(α0, α1) of 1-forms ofM , we call characteristic vector
field of(α0, α1) the vector field ofM obtained as

D=

1∫
0

Dt dt, where for allt ∈ [0,1], Dt = Tπ ◦XH ◦
(
α0 + t(α1 − α0)

)
.

In the exact case, i.e.α0 = dS0, α1 = dS1, with S0, S1 functions on the configuration space,D
will be calledcharacteristic vector field of(S0, S1) as well.

Thus, if we consider a pointx of the configuration space, the fiberT∗
xM intersects the

manifolds imα0 and imα1 at the pointsα0(x) and α1(x), this determines a “vertical”
segmentΣ(x) between both manifolds abovex: Σ(x) = {α0(x) + t(α1 − α0)(x), t ∈ [0,1]},
and the characteristic vector field atx is nothing but the projection onto the configuration space
of the Hamiltonian vector field averaged alongΣ(x).

In a local system of coordinates(Q1, . . . ,Qn) of M we can write

D=
∑

1�j�n
Dj

∂

∂Qj
, Dj(Q) =

1∫
0

∂H

∂Pj

(
αt(Q)

)
dt,

settingαt = (1− t)α0+ tα1 for t ∈ [0,1] and using the induced canonical system of coordinates
(Q,P ) of T∗M . If the Hamiltonian function is quadratic in the momentaP1, . . . , Pn, the vector
field is merely the arithmetic mean ofD0 and D1, the ordinary characteristic vector fields
associated toα0 andα1, hence the definition ofD in Proposition 1.2 in the case ofHε,µ,
α0 = dS−, α1 = dS+.

PROPOSITION 2.1. –Let D be the characteristic vector field of a pair(α0, α1) of 1-forms
ofM . Its action on the differenceα1 − α0 may be described as

〈α1 − α0,D〉=H ◦ α1 −H ◦ α0.

7 A submanifoldW is said to be exact Lagrangian if its dimension isn and if the restriction toW of the Liouville
form λ is exact.
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Proof. –Fix x ∈ M , denote byHx the restriction ofH to T∗
xM and consider the path

αt = α0(x) + t(α1 − α0)(x) in T∗
xM :

(H ◦ α1 −H ◦ α0)(x) =

1∫
0

d(Hx(αt))
dt

dt=

1∫
0

〈
dHx(αt),

dαt
dt

〉
dt.

But if t ∈ [0,1], using the canonical isomorphism between the vector spaceT∗
xM and its tangent

spaceTαt(T∗
xM) at αt (as well as the dual isomorphism), we can identifydαt

dt ∈ Tαt(T∗
xM)

with (α1 − α0)(x) ∈T∗
xM , anddHx(αt) ∈ T∗

αt
(T∗

xM) with Dt(x) = Tαtπ ·XH(αt) ∈TxM
(the last identification may be checked in local coordinates).✷

COROLLARY 2.1. –If S0 andS1 are solutions of the Hamilton–Jacobi equation associated
to the same energy(i.e. if Gr(dS0) andGr(dS1) are both contained in the same constant-energy
hypersurface), their characteristic vector field acts by zero on their difference, i.e.〈

d(S1 − S0),D
〉
= 0

with the notations of the previous definition.

2.2. Analytical aspect

The linear homogeneous partial differential equationD ·∆S = 〈d(∆S),D〉 = 0 obtained in
Proposition 1.2 is thus a particular case of the previous corollary. According to the following
lemma, the knowledge of a large domain of analyticity for∆S and for the flow ofD will be of
importance to us: in the case where all but one of the coordinates are angular variables and if new
coordinates can be found in whichD has constant coefficients, complex extension is sufficient
to ensure exponential smallness with respect to large frequency-vectors.

We shall use the notations]·, ·[ and[·, ·] for open and closed segments of the complex plane.

LEMMA 2.1. – Letχ(v, θ1, . . . , θd) be a function2π-periodic with respect to the variablesθj ,
analytic in ]− iρ0, iρ0[×Tdh0

for someρ0, h0 > 0. Suppose that, for someΩ ∈ Rd, it satisfies
the partial differential equation (

∂

∂v
+Ω · ∂

∂θ

)
χ= 0.

Then the functionχ extends analytically to{|�mv|< ρ0}×Tdh0
and its Fourier coefficients with

respect to the anglesθj satisfy the following inequalities, for all positiveρ < ρ0 andh < h0,

∀k ∈ Z
d, ∀v ∈R, |χk(v)| � e−h|k|−ρ|k·Ω| sup

[−iρ,iρ]×T
d

h

|χ|

with the notationsχk(v) = (2π)−d
∫

Td χ(v, θ)e−ik·θdθ, |k|= |k1|+ · · ·+ |kd| if k = (k1, . . . , kd),
andTh = {φ ∈C/2πZ; |�mφ| � h}.

A version of this lemma was already given in [4]; it is the quasiperiodic generalization of a
lemma by Lazutkin [16] on the Fourier coefficients of a periodic function.

Proof. –The function

Ψ(θ) = χ(0, θ)
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is analytic and2π-periodic with respect to the variablesθj . Because of the partial differential
equation, we have

χ(v, θ) = Ψ(θ− vΩ),

hence a relation between the Fourier coefficients:

χk(v) = Ψke−ivk·Ω.(2.1)

Let us denote byB the supremum of|χ| over[−iρ, iρ]×T
d

h. The Cauchy inequalities

∀v ∈ [−iρ, iρ], |χk(v)| �Be−h|k|,

when specialized tov =±iρ (according to the sign ofk ·Ω), show that

∀k ∈ Z
d, |Ψk|�Be−h|k|−ρ|k·Ω|.

Thus Eq. (2.1) implies that

∀k ∈ Z
d, ∀v ∈ C, |χk(v)| �Be−h|k|−(ρ−|�m v|)|k·Ω|

and the Fourier series
∑

χk(v)eik·θ converges for|�mv| � ρ and|�m θj |< h. ✷
In the situation described by the lemma, if moreoverΩ= ε−1/2ω, each Fourier coefficient ofχ

of nonzero index is thus exponentially small with respect toε (as soon asω is non-resonant).
It is natural to try to deduce from that fact a result of exponential smallness for the whole
oscillatory part of the functionχ. But we are now faced with a difficulty which is typical of
the cased � 2 and which we could name theproblem of small exponents: even if ω is non-
resonant, the coefficientε−1/2|k · ω| which enters into the argument of the exponential in the
bound of |χk| may reach arbitrary small values ask varies. Yet if we impose a Diophantine
condition onω, there will be a balance between the termsε−1/2|k · ω| andh|k|: for the former
to be small, the latter must be large. We shall thus recover some exponential smallness for the
oscillatory part ofχ. This phenomenon was clearly identified in [17] or [18], and then in [27], [4]
and [25].

COROLLARY 2.2. – Let χ(v, θ, ε) be analytic for (v, θ) ∈ ] − iρ0, iρ0[×Tdh0
and ε > 0.

Suppose that there existsω ∈Rd satisfying the Diophantine condition

∀k ∈ Z
d

� {0}, |k · ω|� γ|k|1−τ

for some fixed positive numbersγ and τ (τ � d), and such thatχ is a solution of the partial
differential equation (

∂

∂v
+ ε−1/2ω · ∂

∂θ

)
χ= 0.

For all positiveρ < ρ0 andh < h0, we shall use the notations

B(ρ,h, ε) = sup
(v,θ)∈[−iρ,iρ]×T

d

h

|χ(v, θ, ε)| and ν =
(
1+ (τ − 1)−1

)(
(τ − 1)γ

)1/τ
.

The functionχ extends analytically to{|�mv| < ρ0} × Tdh0
× {ε > 0}, its mean value on the

torusa(ε) = (2π)−d
∫

Td χ(v, θ, ε)dθ does not depend on the variablev and
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(i) for all δ ∈ ]0, ρ0[, σ ∈ ]0, h0
2 [, ε > 0, (v, θ) ∈ R×Td,

|χ(v, θ, ε)− a(ε)|� c

σd
B(ρ0 − δ, h0 − σ, ε) exp

(
−w(δ, σ)ε−1/2τ

)
,

wherew(δ, σ) = ν(ρ0 − δ)1/τ (h0 − 2σ)(τ−1)/τ and c > 0 depends only on the dimen-
siond;

(ii) there exists a positive numberε0 which depends only onρ0 and h0 such that, for
δ0, σ0 ∈ ]0,10] andε ∈ ]0, ε0], (v, θ) ∈ R×Td,∣∣χ(v, θ, ε)− a(ε)

∣∣� c′ε−d/2τB
(
ρ0 − δ0ε

1/2τ , h0 − σ0ε
1/2τ , ε

)
exp

(
−w∗ε

−1/2τ
)
,

wherew∗ = νρ
1/τ
0 h

(τ−1)/τ
0 andc′ > 0 depends only ond, τ, γ, ρ0, h0.

Remark2.1. – Unfortunately this result is not optimal. We focused on the exponent−1/2τ
of ε and the coefficientw∗ inside the exponential, but we do not know how to improve them
under general hypotheses – in Section 4 we shall see how to replacew∗ by something larger in a
particular situation withd= 2. On the other hand the prefactorc′ε−d/2τB(· · ·) could be slightly
decreased by an appropriate modification of the proof below.

Proof. –The fact that the functiona(ε) does not depend onv is an obvious consequence of the
partial differential equation.

(i) Let ρ= ρ0 − δ, h= h0 − σ andh1 = h0 − 2σ. For eachε > 0, we obtain from Lemma 2.1
the following bounds for the Fourier coefficients ofχ:

∀k ∈ Z
d, ∀v ∈ R, |χk(v, ε)|�B(ρ,h, ε)e−h|k|−ρε

−1/2|k·ω|

�B(ρ,h, ε)e−σ|k|e−h1|k|−γρε−1/2|k|1−τ

(we have used the Diophantine condition in the second inequality). On one hand, one checks
easily that

∀x, y > 0, y+ γxy1−τ � νx1/τ ,

so, if k ∈ Zd � {0},

h1|k|+ ρε−1/2|k · ω|�w(δ, σ)ε−1/2τ .

On the other hand, ∑
k∈Zd�{0}

e−σ|k| =−1+ cothd
(
σ

2

)
<

c

σd

with a positive constantc depending only on the dimensiond.
Thus, ifv ∈ R, θ ∈ Td andε > 0,

∣∣χ(v, θ, ε)− a(ε)
∣∣= ∣∣∣∣ ∑

k∈Zd�{0}

χk(v, ε)eik·θ
∣∣∣∣� c

σd
B(ρ,h, ε) exp

(
−w(δ, σ)ε−1/2τ

)
.

(ii) With the choice(δ, σ) = (δ0ε1/2τ , σ0ε1/2τ ), we get

w(δ, σ)ε−1/2τ �w∗ε
−1/2τ − c′′, 0< ε< ε0,

where ε0 depends only onρ0, h0 and c′′ depends only onν, ρ0, h0 (becausew(δ, σ) =
w∗ +O(δ, σ)). It is thus sufficient to takec′ = cec

′′
. ✷
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Remark2.2. – There is no necessity of confining the variablesv andθ to the real domain: we

could have worked in a set of the form{|�mv| � ρ′}×T
d

h′ with ρ′ < ρ andh′ < h, but then the
coefficientsw(δ, σ) andw∗ would have been smaller, whereas we were interested in the largest
possible coefficients (even if they were not optimal). On the other hand we could have replaced
ε−d/2τ in front of the upper bound in (ii) by a smaller term, but we prefered a simpler result.

3. Exponential closeness of the invariant manifolds

3.1. Hamilton–Jacobi algorithm

Let us return to our Hamiltonian (1.1). The notations will be slightly simplified by a rescaling
of time and variables (the timet being multiplied byε1/2, and the action-like variablesp andI
divided by the same factor): it is equivalent to study the Hamiltonian system generated by

Hz,µ(q,ϕ, p, I) = zω · I + 1
2
αI2 +

1
2
p2 + cosq− 1 + µF (q,ϕ),(3.1)

with a large frequency-vectorzω, where

z = ε−1/2.

The unperturbed solution of the Hamilton–Jacobi equation is now

S0(q,ϕ) = S0(q) = 4
(
cos

q

2
− 1
)
.

After having determined and studied particular solutions of the Hamilton–Jacobi equation for
the system (3.1), we shall have to multiply them byε1/2 in order to come back to the original
system (1.1). Still, we shall use the same notationS± before and after this rescaling.

Our first task is to prove Proposition 1.1. To begin with we shall see how the Taylor expansions
of S− andS+ with respect toµ are determined: we shall work with formal series inµ whose
coefficients are functions of(q,ϕ) but also onε, but the dependence onε will be understood.

PROPOSITION 3.1. – Fix ω ∈ Rd and suppose that the functionF satisfies the assumptions
(A1) and (A2). For all z > 0, there exists a unique sequenceS−

1 , S
−
2 , . . . of real-analytic

functions of(q,ϕ) defined forq close to0 andϕ ∈ Td, vanishing at order2 on {q = 0}, and
such that

S− = S0(q) +
∑
n�1

µnS−
n (q,ϕ)

satisfies formally the Hamilton–Jacobi equationHz,µ(q,ϕ, ∂qS,∂ϕS) = 0. In fact, these
functions extend to]− 2π,2π[×Td and depend analytically onz = ε−1/2.

For all z > 0, there exists a unique sequenceS+
1 , S

+
2 , . . . of real-analytic functions of(q,ϕ)

defined forq close to2π andϕ ∈ Td, vanishing at order2 on{q= 2π}, and such that

S+ = S0(q) +
∑
n�1

µnS+
n (q,ϕ)

satisfies formally the Hamilton–Jacobi equation. In fact, these functions extend to]0,4π[×Td

and depend analytically onz = ε−1/2.
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Proof. –Of course the two parts of the proposition are analogous, and we shall content
ourselves with the proof of the first one. Let us denote byB− the space of all analytic functions
vanishing at order2 at q = 0:

B− =
{
U(q,ϕ) analytic forq close to0 andϕ ∈ Td, with U(0, ϕ) = ∂qU(0, ϕ) = 0

}
,

and use the notationD0 = dS0
dq

∂
∂q + zω · ∂

∂ϕ . Let us call

T =
∑
n�0

µnS−
n+1(q,ϕ)

the formal expansion that we are looking for:S0 + µT is solution of the Hamilton–Jacobi
equation if and only if

D0T =−F (q,ϕ)− 1
2
µ
[
α(∂ϕT )2+ (∂qT )2

]
.

We observe thatF belongs toB−. Thus, expanding the equation in powers ofµ, we can
determine inductively the functionsS−

n+1 and conclude the proof by applying a simple lemma
(whose proof is left to the reader):

LEMMA 3.1. – The operatorD0 induces an automorphism ofB−. The change of variable
w = tan q

4 gives to it the formD0 = w ∂
∂w + zω · ∂

∂ϕ and allows to express its inverseE− =
(D0|B−)−1 as

(E−U)(w,ϕ) =−
−∞∫
0

U
(
weζ , ϕ+ zζω

)
dζ.

Note that, ifU depends analytically onz for z > 0, this is also the case ofE−U : indeed,
if z is allowed to move in a sector which containsR∗+, we still can change the half-line of
integration[0,−∞[ into [0,−z−1∞[ in order to keepzζ real and the new formula will provide
the analytic continuation ofE−U with respect toz. ✷

Here are the induction formulas that we obtain:

S−
1 =−E−F,

S−
n+1 =−1

2
E−
( ∑
n1+n2=n−1

[
α∂ϕSn1+1 · ∂ϕSn2+1 + ∂qSn1+1∂qSn2+1

])
, n� 1.

They define what we call the Hamilton–Jacobi algorithm.

DEFINITION 3.1. – The vector field (or differential operator) of the configuration space

D0 =
dS0

dq
∂

∂q
+ zω · ∂

∂ϕ

will be called the unperturbed characteristic vector field.Note that after the change of
variable (1.7) it reduces to

D̃0 =
∂

∂u
+ zω · ∂

∂ϕ
.
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Proof of Proposition1.3 of p. 169. – It follows from the proof of Proposition 3.1 that
S−
1 =−E−F and similarlyS+

1 =−E+F , which means

S̃±
1 (u,ϕ) = S±

1

(
q0(u), ϕ

)
=

±∞∫
0

F̃ (u+ ζ,ϕ+ zζω)dζ

when one uses the variableu. The difference is the familiar Poincaré–Melnikov integral, as
announced in Proposition 1.3. Let us prove the inequalities (1.10) for the function∆S̃1(u,ϕ; ε) =
S̃+
1 − S̃−

1 .
This function is obviously analytic in

{
|�mu|< π

2

}
× Tdh0

× R∗+. Using the functionA to
measure the size ofF according to the formula (1.9) of p. 168, we obtain easily the following
bounds: if(r0, r) ∈N×Nd with r0 + |r| � 3,

∣∣(∂u)r0(∂ϕ)r∆S̃1

∣∣� 24A
(
δ

2
,
σ

2

)
δ−r0σ−|r| in

{
|�mu|� π

2
− δ

}
×T

d

h0−σ ×R
∗+,(3.2)

where(∂ϕ)r = (∂ϕ1)r1 · · · (∂ϕd
)rd , |r| = r1 + · · · + rd. SinceD̃0 · (∆S̃1) = 0, we can apply

Corollary 2.2 to the function∆S̃1 or to its partial derivatives (becausẽD0 has constant
coefficients); if we assume1 � r0 + |r|, there is no mean value to substract in the results of
exponential smallness we get: the first part of the corollary yields

∣∣(∂u)r0(∂ϕ)r∆S̃1

∣∣� 24cA
(
δ

2
,
σ

2

)
δ−r0σ−d−|r| exp

(
−wε−1/2τ

)
in R×T

d ×R
∗+,(3.3)

with w = (1 + (τ − 1)−1)((τ − 1)γ)1/τ (π2 − δ)1/τ (h0 − 2σ)(τ−1)/τ , and the second part (with
δ0 = σ0 = 2) yields

∣∣(∂u)r0(∂ϕ)r∆S̃1

∣∣� 24c′A
(
ε1/2τ , ε1/2τ

)
ε−

r0+|r|+d

2τ exp
(
−w∗ε

−1/2τ
)
,

for (u,ϕ) ∈ R×Td andz = ε−1/2 > 0 large enough, with

w∗ =
(
1 + (τ − 1)−1

)(
(τ − 1)γhτ−1

0

)1/τ(π
2

)1/τ

.

This allows us to end the proof of Proposition 1.3, since the inverse change of variableq �→ u
has its derivatives bounded in any closed subinterval[q1, q2] of ]0,2π[. We just have to multiply
by ε1/2 because of the rescaling from (3.1) to (1.1).✷

Remark3.1. – Link with parametric resurgence and Gevrey properties.In [26] the operator
D̃0 was studied in the case whered= 1which is much simpler, and it was shown that its inversion
led to divergent series in the parameterε. More precisely, the obtained series were expanded in
powers ofε1/2 and wereresurgentin z = ε−1/2. Here we can at least show that Gevrey properties
take place in the variablex = z1/τ = ε−1/2τ , in the sense that formel Borel transforms with
respect tox will be convergent.
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Since this remark is a little far from our topic, we shall only give a statement without proving
it. We recall that the formal Borel transform with respect tox is defined by the formula:

χ(x) =
∑
N

χ[N ]x−N �→ χ̂(ξ) =
∑
N

χ[N ] ξ
N−1

Γ(N)
;

in our situation the indexN will run through τN∗ and ξχ̂(ξ) will converge to a regular
holomorphic germ in the variableξτ , which means that̂χ(ξ) will be analytic with ramification
at the origin. Thus we may consider thatξ ∈ C•, the Riemann surface of the logarithm. For
simplicity we shall consider the case where the variableu moves only inside disks.

PROPOSITION 3.2. –Let ρ0, h0 > 0 and denote byDρ0 the open disk of centre0 and
radiusρ0. Suppose that a functionψ(u,ϕ) is analytic inDρ0 ×Tdh0

and extends continuously to
the closure of that domain, and suppose thatω ∈ Rd satisfies the Diophantine condition

∀k ∈ Z
d

� {0}, |k · ω|� γ|k|1−τ .

The partial differential equatioñD0χ= ψ admits a unique formal solution of the type

χ=
∑
n�1

χ[n](u,ϕ)z−n,

and its formal Borel transform with respect tox = z1/τ converges and defines a function
χ̂(u,ϕ, ξ) analytic in

E=
{
(u,ϕ, ξ) ∈Dρ0 ×T

d
h0

×C•; |ξ|�W (u,ϕ)
}

with W (u,ϕ) = γ1/τ (ρ0 − |u|)1/τ (h0 −maxj |�mϕj |)(τ−1)/τ .

In fact the formal Fourier coefficientsχk(u; z) of χ have a Borel transform with respect toz
which is convergent and can be expressed as− 1

ik·ωψk
(
u − ζ

ik·ω
)
, and this leads to parametric

resurgence (with respect toz), e.g. if the dataψk are meromorphic functions, but the associated
Fourier series may be divergent (because the singularities in theζ-plane may accumulate the
origin). One could present things using the apparatus ofaccelero-summation[8]: the deceleration
operator fromz tox= z1/τ yields entire functionŝχk(u, ξ) as individual Fourier coefficients and
restores the convergence of the whole Fourier series. Moreover, this operator should allow one
to express these Borel transforms with respect tox, χ̂k(u, ξ), as integrals involving the Borel
transforms of theχk with respect toz and some kernel. This could lead to a better knowledge of
the analytic continuation of̂χ with respect toξ.

Thinking of the Hamilton–Jacobi equation and its particular solutionsS− andS+, we suspect
the existence of a formal solution (formal power series inε1/2) to which bothS− andS+ are
Gevrey asymptotic (Gevrey−1 in the variablex = ε−1/2τ ) and which must be considered as
resurgent in the variablez = ε−1/2 (even if the Borel transform with respect toz does not
converge as a Fourier series). This could shed another light on their exponential proximity.
(Notice that a relationship between Gevrey properties and exponential smallness was recently
studied in [23].)

3.2. Analyticity of the solutions

Let us now define complex domains in theu-plane,D−
u1,δ

andD+
u1,δ

, in which the Taylor

expansions with respect toµ of the solutions̃S− or S̃+ will be proved to converge. Foru1 ∈ R
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and0< δ < π/2, we consider all the open sectors{
u=−u1 + ξeiβ ; ξ > 0, β ∈ ]− β1, β1[

}
for β1 ∈ ]0, π/2], and select among them the largest one which is contained inCδ: we callD+

u1,δ

this sector; ifu1 >−δ, its vertex is−u1 and its aperture2β1 is determined by the equation

π

2
cosβ1 = δ+ u1 sinβ1,

but if u1 �−δ, it is the open half-plane{�eu >−u1} andβ1 = π/2.
Similarly,D−

u1,δ
is the largest of the sectors{
u= u1 − ξeiβ; ξ > 0, β ∈ ]− β1, β1[

}
, β1 ∈ ]0, π/2],

which is contained inCδ; it is the opposite sector:

D−
u1,δ

=
{
− u; u ∈D+

u1,δ

}
.

We define also a complex domain for the variablez: for ∆β ∈]0, π/2[, with moreover
∆β < arctan π

2u1
if u1 > 0,

Σu1,δ,∆β :=
{
z = ξeiβ ; ξ > 0, β ∈ ]− β1 +∆β, β1 −∆β[

}
,

where the half-apertureβ1 ∈ ]0, π/2] of the sectorsD−
u1,δ

andD+
u1,δ

is supposed to be strictly
larger than∆β; this will be the case ifδ is small enough with respect tou1 and∆β.

THEOREM 3.1. – For all u1 ∈ R and∆β ∈ ]0, π/2[ with ∆β < arctan π
2u1

if u1 > 0, and
for all small enoughδ, σ > 0, there exist positive numbersµ1 and{B∂} such that the series of
Proposition3.1expressed in the variableu

S̃± = S̃0(u) +
∑
n�1

µnS̃±
n (u,ϕ; z)

converges to a functioñS±(u,ϕ; z,µ) analytic with respect to all its arguments for

u ∈D±
u1,δ

, ϕ ∈ T
d
h0−σ, z = ε−1/2 ∈Σu1,δ,∆β, |µ|< µ1,

satisfying in the closure of that domain the inequalities∣∣∂(S̃± − S̃0 − µS̃±
1

)∣∣�B∂ |µ|2e−(±2�eu),
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where∂ stands for one of the operators(∂u)r0(∂ϕ)r with (r0, r) ∈ N×Nd, r0 + |r| � 2.
More precisely, ifδ � σ, one can takeµ1 = b−1

1 A(δ/2, σ/2)−1δσd+1 and

B∂ =
{
b1A(δ/2, σ/2)2δ−2−sup{1,r0}σ−2d−1 if |r|= 0,
b1A(δ/2, σ/2)2δ−2σ−2d−|r| if |r| � 1,

where the positive numberb1 depends only onu1 and∆β, and the functionA measures the size
of F according to the formula(1.9).

Of course,(∂ϕ)r means(∂ϕ1)r1 · · · (∂ϕd
)rd and|r|= r1 + · · ·+ rd. The proof of this theorem

is delayed to Section5, because it involves some technicalities although it is not difficult:
appropriate Banach spaces are defined and the ordinary fixed-point theorem is applied. The key-
point lies in Lemma 5.2 which asserts the boundedness of the inverse to the operatorD0 (this
inverse isE+ orE−, depending on whether one studies the stable or the unstable manifold, with
the notation of Lemma 3.1; in other words the “homological” equation – or rather the linearized
equation – which is̃D0χ= ψ in the variables(u,ϕ), can be solved byχ=E±ψ, whereE± is a
bounded operator of the suitable Banach space: no small divisor appears because of the presence
of the variableu beside the angular variablesϕj ).

Proof of Proposition1.1 and of its corollary. –Proposition 1.1 is indeed a consequence of
what has been done up to now: if we considerS− for instance, by lettingδ andu1 vary we see
that the variableu can reach (provided that|µ| is kept small enough) any compact subset of

D− =
⋃

δ>0,u1∈R

D−
u1,δ

= {u ∈C | �eu < 0 or |�mu|< π/2}

whose image byq0 is {−π < �e q < 2π} � {0}; the 2πi-periodicity in u of S̃− and its
exponential decrease for�eu tending to−∞ ensure that it defines a functionS− analytic for
q belonging to any compact subset of{−π <�e q < 2π} provided that|µ| is small enough. We
would obtain any compact subset of{−2π < �e q < π} simply by repeating the previous work
with the change of variableq =−2π+4arctane−u instead ofq = q0(u).

Now, the manifoldW− = Gr(dS−) is Lagrangian and contained in the zero-energy level of
the HamiltonianHz,µ (sinceS− satisfies the Hamilton–Jacobi equation), it is thus invariant by
the Hamiltonian flow. This manifold contains the torusT becausedS− vanishes forq = 0 – it is
in fact its unstable manifold; more information on the dynamics on it is given in Section 5.✷
3.3. Exponentially small upper bounds

Theorems 1.1 and 1.2 will derive from the following result. We use here the variableu and
we recall that the solutions of the Hamilton–Jacobi equation for system (3.1) must be multiplied
by ε1/2 in order to yield solutions corresponding to (1.1).

THEOREM 3.2. – Consider the Hamiltonian system(3.1) with F satisfying the assump-
tions(A1) and(A2), andω satisfying the Diophantine condition

∀k ∈ Z
d

� {0}, |k · ω|� γ|k|1−τ

for some fixed positive numbersγ andτ (τ � d). Denote by∆S̃ the differencẽS+ − S̃− of the
two functions determined above.
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For all u0 > 0 and for all small enoughδ, σ > 0, there exist a real-analytic functiona(ε,µ)
and positive numbersµ0,{C∂} such that, if we use the notation

w =
(
1+ (τ − 1)−1

)
((τ − 1)γ)1/τ

(
π

2
− δ

)1/τ

(h0 − 2σ)(τ−1)/τ ,(3.4)

the inequalities∣∣∂((∆S̃ − µ∆S̃1)
(
u,ϕ; ε−1/2, µ

)
− µ2a(ε,µ)

)∣∣�C∂ |µ|2 exp
(
−wε−1/2τ

)
(3.5)

hold for

u ∈ [−u0, u0], ϕ ∈ T
d, ε > 0, µ ∈ [−µ0, µ0]

and∂ = (∂u)r0(∂ϕ)r with r0 + |r| � 2.
If 2δ � σ, one can takeµ0 = b−1

0 A(δ/4, σ/4)−1δ2σd and

C∂ =
{
b0A(δ/4, σ/4)2δ−3σ−3d−1 if r0 + |r|= 0,
b0A(δ/4, σ/4)2δ−2−r0σ−3d−1−|r| if r0 + |r|= 1 or 2,

where the positive numberb0 depends only onu0 and the functionA measures the size ofF
according to formula(1.9).

Theorem3.2 implies Theorem1.1. – The numberw defined by (3.4) can be made arbitrarily
close tow∗ by an appropriate choice ofδ andσ. Then inequalities (3.5) and (3.3) together with
the assumption|µ| � µ0 produce bounds for the partial derivatives of the function∆S̃, which
translate into the bounds (1.6) for the partial derivatives of∆S since the change of variableq �→ u
has its derivatives bounded in[q0(−u0), q0(u0)]. ✷

Theorem3.2 implies Theorem1.2. – Fix any u0 > 0 and chooseb, σmax such that, for all
ε, δ, σ > 0 satisfying2δ � σ � σmax, inequalities (3.5) hold foru ∈ [−u0, u0], ϕ ∈ Td and
µ ∈ [−µ0, µ0], with the numbersµ0 andC∂ which are indicated at the end of Theorem 3.2.
Let us specialize the result to the case whereδ = 4ε1/2τ andσ = 8ε1/2τ , for ε small enough (in
order to ensure2δ � σ � σmax). As noticed earlier (at the end of the proof of the last statement
of Corollary 2.2), we have in that case

wε−1/2τ �w∗ε
−1/2τ − const,

hence the result in the variables(u,ϕ). We transfer it to the variables(q,ϕ) by the same argument
as above. ✷

Proof of Theorem3.2. –
(a) Let us callD the characteristic vector field of(S−, S+). Since the dependence on the

action-like variables in our Hamiltonian (3.1) is so simple (it is quadratic), we find

D · (∆S) = 0 with D=
1
2
∂q(S+ + S−)

∂

∂q
+
(
zω+

1
2
α∂ϕ(S+ + S−)

)
· ∂

∂ϕ

(so, in our case,D is the characteristic vector field associated to the Lagrangian manifold

Gr
(
1
2
d(S+ + S−)

)
,
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i.e. the projection onto the configuration space of the Hamiltonian vector field restricted to this
“averaged” manifold which is generally not invariant!).

The components ofD are real-analytic in the intersection of the domains of analyticity ofS−

andS+, and forµ= 0 we find the unperturbed characteristic fieldD0 again. In the same manner
that we had at our disposal the coordinates(u,ϕ) in the configuration space to straightenD0,
i.e. to conjugate it to a vector field̃D0 with constant coefficients, we shall “straighten”D. Let us
start by writing it in the coordinates(u,ϕ):

D̃ · (∆S̃) = 0,(3.6)

D̃ =
1
2

(
dq0
du

)−2

∂u(S̃+ + S̃−)
∂

∂u
+
(
zω+

1
2
α∂ϕ(S̃+ + S̃−)

)
· ∂

∂ϕ
.

We shall henceforth use the notationDu2,δ =D+
u2,δ

∩D−
u2,δ

.

PROPOSITION 3.3. – For all u2 > 0, for all ∆β ∈ ]0,arctan π
2u2
[ and for all small enough

δ, σ > 0, there exist positive numbersµ2 and{M∂}, and there exists a real-analytic change of
coordinates

(u,ϕ) = (v, θ) + µU(v, θ; z,µ) ⇐⇒ (v, θ) = (u,ϕ) + µV(u,ϕ; z,µ)

satisfying the following properties:
– it conjugatesD̃ and ∂

∂v + zω · ∂
∂θ ;

– the mappingId+µU induces a bijection between the domain

v ∈Du2,δ, θ ∈ T
d

h0−σ

and its image for|µ|� µ2, z ∈Σu2,δ,∆β ; for those values of(v, θ, z, µ), the componentsUj ofU
are analytic with respect to all their arguments and satisfy

|∂Uj| �M∂,

where∂ stands for one of the operators(∂v)r0(∂θ)r with (r0, r) ∈ N×Nd, r0 + |r| � 2;
– the mappingId+µV induces a bijection between the domain

u ∈Du2,δ, ϕ ∈ T
d

h0−σ

and its image for|µ| � µ2, z ∈Σu2,δ,∆β; for those values of(u,ϕ, z,µ), the componentsVj ofV
are analytic with respect to all their arguments and satisfy

|∂Vj |�M∂ ,
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where∂ stands for one of the operators(∂u)r0(∂ϕ)r with (r0, r) ∈ N×Nd, r0 + |r| � 2.
More precisely, if2δ � σ, one can take

µ2 = b−1
2 A(δ/4, σ/4)−1δ2σd and M∂ = b2A(δ/4, σ/4)δ−1−r0σ−d−|r|,

where the positive numberb2 depends only onu2 and∆β, and the functionA measures the size
of F according to the formula(1.9).

The proof of Proposition3.3 is postponed to Section 6. –However, we already notice that it
claims only the existence of global flow-box coordinates forD in some complex neighbourhood
of [2π − q2, q2]× Td, for π < q2 < 2π and|µ| small enough. This is not surprising, at least in
the real domain, since there exist global transversal sections toD as we have already noticed
earlier (Section 1.3.2). At a technical level, only the Banach fixed-point theorem is needed, the
key-point lying in Lemma 6.2 which provides a bounded inverse to the right forD̃0.

(b) Let us see now how we can deduce Theorem 3.2 from what has been done up to now. The
idea is simply to apply Corollary 2.2 to the function

χ(v, θ; ε,µ) =∆S̃ ◦ (Id+µU)− µ∆S̃1

and to its partial derivatives, and then to transfer the exponentially small bounds which we shall
obtain from the real part of the(v, θ)-domain to the real part of the(u,ϕ)-domain. We shall end
up with exponentially small bounds for

(∆S̃ − µ∆S̃1)
(
u,ϕ; ε−1/2, µ

)
= χ ◦ (Id+µV) + µ

[
∆S̃1 ◦ (Id+µV)−∆S̃1

]
and its derivatives (but only for real values ofε andµ since we want realness to be preserved by
the transfer). We only need to write carefully each step of the process in order to keep track of
the dependence of the bounds onδ andσ.

We thus suppose that the hypotheses of Theorem 3.2 are fulfilled and that we are givenu0 > 0.
We define

u1 =
π√
3
, u2 =

π

2
√
3
, ∆β = inf

{
arctan

π

2u0
, β

(
u1,

π

8

)
, β

(
u2,

π

4

)}
,

where we have used the notationβ(ui, δ) for the half-aperture of the sectorsD−
ui,δ

andD+
ui,δ

,
and

σ0 =
1
2
h0, δ0 =

1
2
inf
{
σ0,

π

2
cos∆β − u0 sin∆β

}
.

These definitions are quite arbitrary. In particular, they are meant to ensure that, if0 < δ � π
4 ,

Σu1,δ/2,∆β , Σu2,δ,∆β andΣu0,δ0,∆β are well defined sectors which containR∗+ and

[−iρ, iρ]⊂Du2,δ, ρ=
π

2
− 2δ.

(c) Let δ andσ be positive numbers such thatδ � π
4 , and small enough for Theorem 3.1

to apply with (u1,∆β, δ/2, σ/2) and for Proposition 3.3 to apply with(u2,∆β, δ, σ). Let
ρ= π

2 − 2δ and definew according to formula (3.4).
– Proposition 3.3 provides an analytic vectorial functionU whose components are bounded by

someM =M(u2,∆β, δ, σ) in Du2,δ ×T
d

h0−σ ×Σu2,δ,∆β ×Dµ2 , whereµ2 = µ2(u2,∆β, δ, σ)
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is some positive number andDµ2 denotes the closed disk of centre0 and radiusµ2. If (z,µ) ∈
R+ × [−µ2, µ2], the image ofDu2,δ × T

d

h0−σ by Id+µU is contained inD
u2+

|µ|M
sinβ2

,δ−|µ|M ×

T
d

h0−(σ−|µ|M), whereβ2 = β(u2, δ). In particular, if

|µ|� µ3 := inf
{
µ2,

δ

2M
,
σ

2M

}
,

this image is contained inDu1,δ/2 ×T
d

h0−σ/2 (sinceu2 = π
2
√
3

andδ � π
4 , we havesinβ2 �

√
3
4

andu2 + δ
2sinβ2

� u2 + π
2
√
3
= u1). We can summarize by

Id+µU :E2 =Du2,δ ×Tdh0−σ → E1 =Du1,δ/2 ×Tdh0−σ/2

if we forget about the parameters(ε,µ) and focus on the variables.
– The definition of an analytic function

χ=∆S̃ ◦ (Id+µU)− µ∆S̃1(3.7)

is allowed by Theorem 3.1 which shows that∆S̃ is analytic inE1 × Σu1,δ/2,∆β × Dµ1 and
bounded in the closure of that domain for someµ1 = µ1(u1,∆β, δ/2, σ/2):

∆S̃ :E1 → R,
∣∣∆S̃ − µ∆S̃1

∣∣� 2e2u1B|µ|2 in E1.

Thus the functionχ is bounded inE2R
+ × [−µ4, µ4] whereµ4 = inf{µ3, µ1}. The identity

χ= (∆S̃ − µ∆S̃1) ◦ (Id+µU) + µ
[
∆S̃1 ◦ (Id+µU)−∆S̃1

]
(3.8)

shows that|χ| is bounded byC′|µ|2 in that domain, where

C′ = 2e2u1B +M sup
Du1,δ/2×T

d

h0−σ/2

∣∣d(∆S̃1)
∣∣.

We retain

χ :E2 → R, |χ| �C′|µ|2 in E2.

– SinceD · (∆S) = 0 andD̃0 · (∆S̃1) = 0, the functionχ defined by formula (3.7) satisfies
the partial differential equation (

∂

∂v
+ zω · ∂

∂θ

)
χ= 0

and so do all its partial derivatives. Since[−iρ, iρ]⊂Du2,δ, Corollary 2.2 applies and we find

∣∣χ− µ2a
∣∣� cσ−dC′|µ|2 exp

(
−wε−1/2τ

)
in R×Td ×R∗+ × [−µ4, µ4],
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wherea is an analytic function ofz = ε−1/2 andµ only which is defined by the formula

µ2a(z,µ) = (2π)−d
∫
Td

χ(v, θ; z,µ)dθ.

– In order to come back to the variables(u,ϕ) we apply Proposition 3.3 again, but
with (u0,∆β, δ0, σ0): we get an analytic vectorial functionV whose components are bounded

by M ′ = M(u0,∆β, δ0, σ0) in Du0,δ0 × T
d

h0−σ0
× Σu0,δ0,∆β × Dµ′

2
, for some µ′

2 =
µ2(u0,∆β, δ0, σ0). We choose

µ0 = inf{µ4, µ
′
2}.

Since realness is preserved by our change of variables (for real parameters), we have

Id+µV : [−u0, u0]×Td → R×Td

and the identity

∆S̃ − µ∆S̃1 = χ ◦ (Id+µV) + µ
[
∆S̃1 ◦ (Id+µV)−∆S̃1

]
(3.9)

yields the inequality∣∣∆S̃ − µ∆S̃1 − µ2a
∣∣� (cσ−dC′ exp

(
−wε−1/2τ

)
+M ′ sup

R×Td

∣∣d(∆S̃1)
∣∣)|µ|2

in [−u0, u0]×T
d×R

∗+× [−µ0, µ0]. And it is clear that bounds of the type (3.5) may be obtained
too, since at each step of the process we could bound the appropriate partial derivatives too.

(d) Let us now suppose that2δ � σ � 1 and compute explicit values that the numbersµ0

andC∂ may assume. We shall denote byA the numberA(δ/4, σ/4) (which is not smaller than1).
According to the above chain of reasoning, we can take

µ0 = inf
{
µ2,

δ

2M
,
σ

2M
,µ1, µ

′
2

}
.

According to Proposition 3.3, we can take

µ2 = µ2(u2,∆β, δ, σ) = b−1
2 A−1δ2σd, M =M(u2,∆β, δ, σ) = b2Aδ

−1σ−d,

where the numberb2 depends only onu0, andµ′
2 = µ2(u0,∆β, δ0, σ0) depending only onu0.

According to Theorem 3.1, we can take

µ1 = µ1(u1,∆β, δ/2, σ/2)= b−1
1 A−1δσd+1, b1 depending only onu0.

Hence the choiceµ0 = b−1
0 A−1δ2σd with a numberb0 which depends onlyu0.

Let us number from0 to d the coordinates inC × (C/2πZ)d and denote by∂i the operator
of partial differentiation with respect to theith variable;∂ will denote a differential operator
∂r00 ∂r11 · · ·∂rd

d with r0 + r1 + · · ·+ rd � 2. According to Proposition 3.3, the components ofU
satisfy

|∂Uj |�M∂ = b2Aδ
−1−r0σ−d−|r| in E2 ×R

+ × [−µ0, µ0], j = 0,1, . . . , d
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(the above numberM coincides withMId). And according to Theorem 3.1, the function
Ψ=∆S̃ − µ∆S̃1 satisfies

|∂Ψ|� 2e2u1B∂ |µ|2 in E1 ×R
+ × [−µ0, µ0],

with

B∂ =
{
b1A

2δ−2−sup{1,r0}σ−2d−1 if |r|= 0,
b1A

2δ−2σ−2d−|r| if |r| � 1.

The formula (3.8) can be rewritten as

χ= χ1 + χ2, χ1 =Ψ ◦ (Id+µU), χ2 = µ2Φ · U

with

Φ=

1∫
0

d(∆S̃1) ◦ (Id+µxU)dx.

The following lemma (whose proof is left to the reader) will help us to compute numbersC′
∂

such that

|∂χ|�C′
∂ |µ|2 in E2 ×R

+ ×Dµ0 .

LEMMA 3.2. – Let E1 and E2 be subsets ofC × (C/2πZ)d, and number from0 to d the
coordinates in that space. LetΨ be a function analytic inE1 andU an analytic vectorial function
such that the image ofE2 by Id+µU is contained inE1. Suppose thatΨ and the components
of U satisfy the inequalities{

|∂Ψ|�B∂ in E1,
|∂Uj| �M∂ in E2, j = 0,1, . . . , d,

for ∂ = ∂r00 ∂r11 · · ·∂rd

d with r0 + r1 + · · ·+ rd � 2. Then the functionΨ ◦ (Id+µU) satisfies the
inequalities ∣∣∂(Ψ ◦ (Id+µU)

)∣∣�C∂ in E2

with

CId =BId,

C∂j =B∂j + (d+ 1)|µ|M∂j sup
)

{
B∂�

}
,

C∂j∂k
=B∂j∂k

+ (d+ 1)|µ|
(
M∂j sup

)

{
B∂k∂�

}
+M∂k

sup
)

{
B∂j∂�

}
+M∂j∂k

sup
)

{
B∂�

})
+ (d+1)2|µ|2M∂jM∂k

sup
),)′

{
B∂�∂�′

}
.

We apply the lemma toχ1 = Ψ ◦ (Id+µU) and toΦx = d(∆S̃1) ◦ (Id+µxU) (bounds
for the functions∂∂j(∆S̃1) in E1 = E1 are given by formula (3.2)). Using the assumption
|µ|� b−1

0 A−1δ2σd, we obtain

C′
∂ =

{
b′0A

2δ−3σ−2d−1 if r0 + |r|= 0,
b′0A

2δ−2−r0σ−2d−1−|r| if r0 + |r|= 1 or 2.
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By Corollary 2.2, we deduce that∣∣∂(χ− µ2a
)∣∣� cσ−dC′

∂ |µ|2 exp
(
−wε−1/2τ

)
in R×T

d ×R
+ × [−µ0, µ0],

and the formula (3.9) can be rewritten as

∆S̃ − µ∆S̃1 − µ2a= χ∗
1 + χ∗

2, χ∗
1 = (χ− µ2a) ◦ (Id+µV), χ∗

2 = µ2Φ∗ · V

with

Φ∗ =

1∫
0

d(∆S̃1) ◦ (Id+µxV)dx.

We apply again Lemma 3.2, but withE1 = E2 =R×T
d andV (or xV) in place ofU (its partial

derivatives are bounded by a number which depends only onu0, and we use the bounds for the
functions∂∂j(∆S̃1) in E1 which are given by the formula (3.3)). We end up with inequalities∣∣∂(∆S̃−µ∆S̃1−µ2a)

∣∣�C∂ |µ|2 exp
(
−wε−1/2τ

)
, where we can take for the numbersC∂ the

values which were announced in Theorem 3.2.✷
Remark3.2. – Proposition 3.3 allows one to present things slightly differently and to obtain

an interesting intermediary result without any Diophantine condition onω.
Let C2 =]q0(−u2), q0(u2)[×Td be the part of the configuration space which corresponds to

the real part of the domain(v, θ) ∈ Du2,δ × T
d
h0−σ. The change of coordinatesId+µU induces

a mappingf according to the formula

(u,ϕ) = (Id+µU)(v, θ) ⇐⇒ (q0(u), ϕ) = f(q0(v), θ),

which is a diffeomorphism betweenC2 and some domainC1. We may considerf as a change of
coordinates as well, its reciprocal will be denotedg:

(q,ϕ) = f(Q,θ) ⇐⇒ (Q,θ) = g(q,ϕ).

According to the classical constructionf admits an exact symplectic lift defined as

Φf :
{
T∗C2 −→T∗C1,
β �−→Φf (β) = t(Tf◦π(β)g) · β,

whereπ denotes the projectionT∗C2 → C2.

Not onlyΦf is a lift of f (i.e.π ◦Φf = f ◦π) which preserves the Liouville formλ, but its action
on exact Lagrangian graphs is easily described: ifS is a function onC1,

Gr(dS) = Φf
(
Gr(dΣ)

)
with Σ= S ◦ f.
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Thus we have two reciprocal transformationsΦf andΦg, that we can consider as an exact
symplectic change of coordinates inT∗C1, under whichW− = Gr(dS−) andW+ = Gr(dS+)
become the exact Lagrangian graphs associated to new generating functions defined onC2:

W± =Φf
(
Gr(dΣ±)

)
with Σ± = S± ◦ f.

The interest of all this is the possibility of applying Lemma 2.1 to the function∆Σ=Σ+ −Σ−

(or rather to the functions∂(∆Σ̃ − µ∆S̃1)), sincef was chosen precisely in order to yield
D0 ·∆Σ= 0.

Of course all these transformations depend onε andµ, but we notice that, sincef = Id+O(µ),
the functionχ = ∆Σ − µ∆S1 (which is the same as in the formula (3.7) up to the change of
variableQ= q0(v)) isO(µ2). Using the same inequalities as above we end up with the following
result:

THEOREM 3.3. –Let Q2 ∈ ]π,2π[ and let δ, σ be small enough positive numbers. Let
ρ= π

2 −2δ,h= h0−σ andC2 =]2π−Q2,Q2[×Td. There exist a subdomainC1 of ]0,2π[×Td,
an exact symplectic diffeomorphismΦ betweenT∗C2 andT∗C1 and functionsΣ− andΣ+ onC2

(which depend analytically on(ε,µ)) such that

W± =Φ
(
Gr(dΣ±)

)
, Σ+ −Σ− = µ∆S1 +χ,

where the Fourier coefficientsχ∂k of the partial derivatives∂χ of the functionχ satisfy∣∣χ∂k(Q; ε,µ)∣∣�C′
∂ |µ|2e−ρε

−1/2|k·ω|−h|k|

for

k ∈ Z
d, Q ∈ ]2π−Q2,Q2[, ε > 0, µ ∈ [−µ2, µ2]

and∂ = (∂Q)r0(∂θ)r with r0 + |r| � 2.
If 2δ � σ, one can takeµ2 = b−1

2 A(δ/4, σ/4)−1δ2σd and

C′
∂ =

{
b2A(δ/4, σ/4)2δ−3σ−2d−1 if r0 + |r|= 0,
b2A(δ/4, σ/4)2δ−2−r0σ−2d−1−|r| if r0 + |r|= 1 or 2,

where the positive numberb2 depends only onQ2.

4. Results for the three-degree-of-freedom case (d= 2)

In this section we restrict ourselves to a very specific case in order to benefit from some
arithmetic results contained in [4] and to adapt them to our situation. Our goal here is to obtain
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in the upper bound of the splitting an exponential term of the same kind as in [4], which will
be optimal in some cases. We shall be concerned not only by the function∆S and its partial
derivatives, but also by its Hessian matrix: we saw in Proposition 1.2 and its corollary that∆S
is determined by its restriction to any section{q = q∗} of the configuration space and that it
admits critical points. In fact the Hessian (i.e. the determinant of the Hessian matrix) of such a
restriction∆S|q=q∗ at a critical point provides a symplectic measure of the splitting along the
corresponding homoclinic orbit [21], whereas the gradient of∆S only measures the distance of
the invariant manifolds above a given point of the configuration space. We shall see cases where
lower bounds are available for the gradient of∆S and the Hessian of its restrictions.

4.1. Statement of the results

Notations. – In this section,τ = d= 2 andω = (1,Γ) with Γ = 1+
√
5

2 . We denote by{x} the
distance of a real numberx to Z:

∀x ∈ R, {x}= dist(x,Z) ∈ [0,1/2],

and for anyρ,h > 0 we define a continuous(4 logΓ)-periodic functionwρ,h onR by the formula

∀X ∈ R, wρ,h(X) =Cρ,h cosh
({

X −Xρ,h

4 logΓ

}
logΓ

)
,

where

Cρ,h = 5−1/4Γ
√
4ρh, Xρ,h = 2 log

(
ρ
√
5

h

)
.

THEOREM 4.1. – Consider the Hamiltonian system(1.1) with F satisfying the assump-
tions (A1) and (A2), the difference∆S of the solutions of the Hamilton–Jacobi equation as-
sociated to the stable and unstable manifolds and its Poincaré–Melnikov approximation∆S1.
We shall use the notation

w∗ =wπ/2,h0 .

Under the above hypotheses and notations, for any closed subinterval[q1, q2] of ]0,2π[ there
exist positive constantsε0 andb such that the inequalities∣∣(∂q)r0(∂ϕ)r∆S1

∣∣� bA
(
ε1/4, ε1/4

)
ε−

r0+|r|−2
4 exp

(
−w∗(log ε)ε−1/4

)
(4.1)

and ∣∣(∂q)r0(∂ϕ)r(∆S − µ∆S1)(q,ϕ; ε,µ)
∣∣(4.2)

� b|µ|2A
(
ε1/4, ε1/4

)2
ε−

r0+|r|+5
4 exp

(
−w∗(log ε)ε−1/4

)
hold for

(q,ϕ) ∈ [q1, q2]×T
2, ε ∈ ]0, ε0], µ ∈ [−µ0(ε), µ0(ε)],

with r0 + |r|= 1 or 2 andµ0(ε) = b−1A(ε1/4, ε1/4)−1ε.

The improvement with respect to Proposition 1.3 and Theorem 1.2 consists in the replacement
of the fixed coefficient previously denoted byw∗ by a new coefficientw∗(log ε) which oscillates
between two positive values (the new coefficient being never smaller than the fixed value it

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



190 D. SAUZIN

assumed in Section 1.4). Moreover, the upper bound (4.2) may be compared to a lower bound
of∆S1 which is available whenF satisfies further assumptions:

THEOREM 4.2 [4]. – Suppose thatK,a > 0 and

F (q,ϕ) =m(ϕ1, ϕ2)(1− cos q)

with an analytic functionm whose Fourier coefficients satisfy:
– for all k ∈ Z2, |mk|�Ke−h0|k|;
– for all n ∈ N∗,

∣∣m±k(n)

∣∣ � ae−h0|k(n)|, if we denote byk(n) = (−Fn,Fn−1) the Fourier
numbers which correspond to the Fibonacci sequenceF0 = 1,F1 = 1, Fn =Fn−1+Fn−2

for n� 2.
Then there exists a positive constantb such that

max
ϕ∈T2

{∣∣(∂q)r0(∂ϕ)r∆S1(q,ϕ; ε)
∣∣}� b−1ε−

r0+|r|−1
4 exp

(
−w∗(log ε)ε−1/4

)
(4.3)

for ε > 0 small enough andr0 + |r|= 1 or 2.

Note that the left-hand side in inequality (4.3) does not depend on the variableq because of
the invariance of∆S1 underD0. The first hypothesis on the Fourier coefficients ofm could be
replaced by the conditionA(δ, σ) = constδ−2σ−2 which is slightly weaker.

Thus the size of the Poincaré–Melnikov approximation is always bounded as indicated by
the inequality (4.1) of Theorem 4.1, and under the assumptions of Theorem 4.2 it is not
“abnormally small” (i.e. it is not exponentially small with an exponent which would be smaller
than−1/4 or with a coefficient which would be larger thanw∗(log ε)): in that case one can take
A(ε1/4, ε1/4) = constε−1 and inequalities (4.2) and (4.3) indicate as a range of values ofµ for
whichµ∆S1 is the dominant part of∆S an interval{µ ∈ R; |µ|� constε7/2} at least.

Theorem 4.1 constitutes a generalization of one of the results of [4], inasmuch as that paper
was confined to the case whereα= 0.

Were the first-order approximation abnormally small (e.g. because the right harmonics are
lacking inF ), we could still try our luck with the second-order approximation, or look for the
first finite-order approximation of∆S of the “right” exponentially small size. The Hamilton–
Jacobi algorithm above gives a way of determining the functionsS− andS+ at each finite order
with respect toµ (there still remains the problem of bounding from below the partial derivatives
of the functions∆Sn = S+

n − S−
n ), and the method for proving Theorem 4.1 may be adapted to

bound the partial derivatives of the remainder

∆S − µ∆S1 − · · · − µN∆SN

at any orderN . But perhaps a better solution would be to perform a change of variables in order
to modify the form of the perturbation as in [27].

Let us now introduce some other notations in order to deal with Hessians.

Notations. – For anyρ,h > 0 we define a continuous(4 logΓ)-periodic functionsρ,h onR by
the formula

∀X ∈ R, sρ,h(X) =Cρ,hΓ3/2 cosh
((

1
2
−
{
X −Xρ,h

4 logΓ

})
logΓ

)
,

with the same numbersCρ,h andXρ,h as above. We sets∗ = sπ/2,h0 andX∗ =Xπ/2,h0 .
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Forκ ∈ ]0,1/4[, we define

Lκ =
{
X ∈ R

∣∣ κ�
{
X −X∗
4 logΓ

}
� 1
2
− κ

}
.

Notice thatR � Lκ is the union of the intervals of length4κ logΓ which are centered on the
solutionsX of the equationsw∗(X) =C∗ orw∗(X) =C∗ cosh log Γ

2 (i.e. the points of minimum
or maximum ofw∗).

Notice also that

sρ,h(X) =Cρ,h

[
cosh

({
X −Xρ,h

4 logΓ

}
logΓ

)
+ cosh

((
1−

{
X −Xρ,h

4 logΓ

})
logΓ

)]
,

hence2wρ,h(X) � sρ,h(X). According to Theorem 4.1, we know that the Hessian of the
restriction of∆S to any section{q = q∗} is exponentially small with at least a coefficient
2w∗(log ε) in front of ε−1/4, but we shall see that under the hypotheses of Theorem 4.2 it can
reachs∗(log ε). But we exclude some intervals forε by requiringlog ε ∈ Lκ.

THEOREM 4.3. – Let q∗ ∈ ]0,2π[ andκ ∈ ]0,1/4[. Under the hypotheses of Theorem4.2, for
ε > 0 small enough and such thatlog ε ∈ Lκ, and forµ ∈ R such that|µ| � constε13/4, the
function

ϕ ∈ T
2 �→∆S(q∗, ϕ;µ, ε)

is a Morse function with exactly four distinct critical points, at which the absolute value of its
Hessian is bounded from above and from below by expressions of the form

const|µ|2ε1/2 exp
(
− s∗(log ε)ε−1/4

)
.

The results for the three-degree-of-freedom case can be generalized to some extent: in all this
section the ratio of the two components of the frequency-vectorω is kept fixed to the valueΓ in
order to use the arithmetic arguments of [4], but [25] provides other arithmetic tools to deal with
the case of any constant-type ratio.

4.2. Proof of Theorems 4.1 and 4.2

The only difference with the previous sections lies in what we have called the analytic part
of the method (Section 2.2), which can be improved: the accurate knowledge of the arithmetic
properties ofω = (1,Γ) makes it possible to replace Corollary 2.2 by a refined result, which we
essentially take from [4] (Lemma 4, p. 50).

LEMMA 4.1. – Let ρ0, h0 > 0. Suppose that a functionχ(v, θ, ε) is real-analytic for(v, θ) ∈
]−iρ0, iρ0[×Tdh0

andε > 0, and satisfies the partial differential equation(
∂

∂v
+ ε−1/2ω · ∂

∂θ

)
χ= 0.

For all positiveρ < ρ0 andh < h0 we define

B(ρ,h, ε) = sup
(v,θ)∈[−iρ,iρ]×T

d

h

|χ(v, θ, ε)|.
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The functionχ extends analytically to{|�mv|< ρ0} × Tdh0
× {ε > 0}, its mean valuea(ε) =

(2π)−2
∫

T2 χ(v, θ, ε)dθ does not depend onv and
(i) there existsc > 0 such that, forε > 0 small enough,(v, θ) ∈ R × T2, 1

2ρ0 < ρ < ρ0 and
1
2h0 < h< h0,

|χ(v, θ, ε)− a(ε)|� cB(ρ,h, ε) exp
(
−wρ,h(log ε)ε−1/4

)
;

(ii) for all δ0, σ0 > 0, there existsc′ > 0 such that

∀ε > 0 small enough, ∀(v, θ) ∈ R×T
2,

|χ(v, θ, ε)− a(ε)| � c′B
(
ρ0 − δ0ε

1/4, h0 − σ0ε
1/4, ε

)
exp

(
−wρ0,h0(log ε)ε

−1/4
)
;

Proof. –(i) The proof is given in [4], p. 50–51. We reproduce it in order to show where the
functionwρ,h comes from.

We begin like for the proof of Corollary 2.2 (we are in the same position, but with additional
hypotheses) by applying Lemma 2.1 for eachε > 0; it yields the following bounds for the Fourier
coefficients ofχ:

∀k ∈ Z
2, ∀v ∈R, |χk(v, ε)|�B(ρ,h, ε)e−h|k|−ρε

−1/2|k·ω|.

Thus, ifv ∈ R, θ ∈ T2 andε > 0,

|χ(v, θ, ε)− a(ε)|=
∣∣∣∣ ∑
k∈Z2�{0}

χk(v, ε)eik·θ
∣∣∣∣�B(ρ,h, ε)Σ,

with

Σ=
∑

k∈Z2�{0}
e−h|k|−ρε

−1/2|k·ω|.

We decompose this sum according to a partition ofZ2 � {0}:

Σ=
∑

|k·ω|�1/2

+
∑

|k·ω|<1/2 and |k2|�ε−1/2

+
∑

|k·ω|<1/2 and |k2|<ε−1/2

.

Observe that in the last two terms the condition|k ·ω|= |k1+Γk2|< 1/2 implies that the indexk
is determined by its second componentk2. Now, one checks easily that each of the first two terms
can be bounded by an expression of the form

const2 e−const1ε
−1/2

with const1 = ρ/2 for the first term, const1 = h(Γ+1) for the second one, and const2 depending
only onh0 in both cases. In order to conclude, it is thus sufficient to show that∑

|k·ω|<1/2 and 0<k2<ε−1/2

e−h|k|−ρε
−1/2|k·ω| � c exp

(
−wρ,h(log ε)ε−1/4

)
,(4.4)

with somec > 0 independent ofρ andh (the restriction to positive values ofk2 is allowed by
parity).
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The left-hand side in (4.4) is a finite sum which contains no more thanε−1/2 terms; let us
look for the largest one. The Fibonacci sequence(Fn)n�0 appears here in relation with the best
approximations ofΓ. It is recalled in [4] that, if|k · ω| < 1/2 andk2 � 1, there are only two
possibilities:

– either there existsn ∈ N
∗ such thatk2 = Fn−1, then necessarilyk = k(n) (i.e. k1 =−Fn)

and

|k · ω|=Γ−n, |k|=C
(
Γn+2 − (−1)nΓ−n−2

)
,

with C = 5−1/2;
– ork2 does not belong to the sequence(Fn) and

|k · ω|� ΓC
|k| .

The second possibility leads immediately to a “very small” contribution:

k2 /∈ {Fn} =⇒ e−h|k|−ρε
−1/2|k·ω| � exp

(
−ε−1/4

√
4ΓCρh

)
,(4.5)

with
√
4ΓCρh >

√
Γ3Cρh=maxX∈R

{
wρ,h(X)

}
.

Whereas in the first case we can compute

e−h|k|−ρε
−1/2|k·ω| = exp

(
−
(
ρε−1/2 + (−1)n+1ChΓ−2

)
Γ−n −ChΓ2 · Γn

)
= exp

(
−Ax(n)

)
with 

Ax(n) = 2x1/4Γ
√
Cρh cosh

(
1
4
logx− 1

2
log
(
Γ2Ch

ρ

)
− n logΓ

)
,

x= ε−1

(
1 +

(−1)n+1Γ−2Ch

ρ
ε1/2

)2

,

(4.6)

(by use of the identityat+ bt−1 = 2
√
ab cosh

(
1
2 loga−

1
2 log b+ log t

)
for a, b, t > 0).

Observe thatx depends slightly onn but takes only two values ifε is fixed, and

x1/4 = ε−1/4
(
1 +O

(
ε1/2

))
, logx=− logε+O

(
ε1/2

)
.(4.7)

It is thus interesting to study, for a fixed value ofx" 1, the sequence

Ax(n) = x1/4Cρ,h cosh
(
logx+Xρ,h

4
− (n+ 1) logΓ

)
.

Let nx be the integral part oflogx+Xρ,h

4 log Γ : the sequence(Ax(n))n<nx is decreasing and the
sequence(Ax(n))n>nx is increasing, thus

min
n�0

{Ax(n)}=
(
Ax(nx − 1) orAx(nx)

)
= x1/4wρ,h(− logx),(4.8)

but apart from these two exceptional terms we get again “very small” contributions:

n /∈ {nx − 1, nx} =⇒ Ax(n)� x1/4Cρ,h cosh(logΓ),
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thus

k2 =Fn−1 with n /∈ {nx− 1, nx} =⇒(4.9)

e−h|k|−ρε
−1/2|k·ω| � c exp

(
−ε−1/4Cρ,h cosh(logΓ)

)
,

with Cρ,h cosh(logΓ) > Cρ,h cosh
(
1
2 logΓ

)
= maxX∈R

{
wρ,h(X)

}
, and with a constantc

stemming from the use of (4.7) to replacex1/4 by ε−1/4.
We finally obtain the inequality (4.4) by observing that its left-hand side is bounded by

c′ε−1/2 exp
(
−Wε−1/4

)
+ c′′ exp

(
−wρ,h(log ε)ε−1/4

)
,

whereW >maxwρ,h in the first term thanks to (4.5) and (4.9) (withW −maxwρ,h bounded
from below by some positive number which does not depend onρ andh), and the second term
takes into account the two exceptional indices (in order to replace− logx by log ε, one can use
the estimate (4.7) and the fact that the functionwρ,h is Lipschitzian with a Lipschitz constant
uniform inρ, h).

(ii) We apply the first part of the lemma withρ= ρ0 − δ0ε
1/4 andh= h0 − σ0ε

1/4, and we
observe that

wρ,h(X) =
Cρ,h
Cρ0,h0

wρ0,h0(X +Xρ0,h0 −Xρ,h),

Cρ,h

Cρ0,h0
= 1 +O(ε1/4), Xρ0,h0 −Xρ,h = O(ε1/4) and the functionwρ0,h0 is Lipschitzian, thus

wρ,h(X) =wρ0,h0(X)+O(ε1/4)where the involved constant depends only onρ0, h0, δ0, σ0. ✷
Proof of Theorem4.1. – In order to prove the inequalities (4.1) it is sufficient to adapt the proof

of Proposition 1.3 which was given on p. 177: the inequalities (3.2) are still valid but one can
now use Lemma 4.1 (instead of Corollary 2.2 which was used there) – we let the reader check
the details.

In order to prove the inequalities (4.2) we substitute to Theorem 3.2 the following assertion:

For all u0 > 0 there exist positive numbersε0 andb0 such that, for all small enoughδ, σ > 0
satisfying2δ � σ, the inequalities∣∣(∂u)r0(∂ϕ)r(∆S̃ − µ∆S̃1)(u,ϕ; ε,µ)

∣∣(4.10)

� b0|µ|2A(δ/4, σ/4)2δ−2−r0σ−5−|r| exp
(
−wρ,h(log ε)ε−1/4

)
hold for

(u,ϕ) ∈ [−u0, u0]×T
2, ε ∈ ]0, ε0], µ ∈ [−µ0, µ0],

with r0 + |r|= 1 or 2, andρ= π
2 − δ, h= h0 − σ, µ0 = b−1

0 A(δ/4, σ/4)−1δ2σ2.

Such a result is sufficient to conclude, since the choice(δ, σ) = (4ε1/4,8ε1/4) yields

wπ
2 −δ,h0−σ(X) =w∗(X) +O

(
ε1/4

)
as noticed previously. To prove the assertion we proceed as on p. 181–187, but where
Corollary 2.2 was used we apply Lemma 4.1 instead.✷

Proof of Theorem4.2. – See [4], p. 41–43, where it is shown that the chain of reasoning which
leads to Lemma 4.1 is optimal in the considered case. Indeed, if we use the variableu, we can
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write

∆S̃1(u,ϕ; ε) = ε1/2
+∞∫

−∞

2
cosh2(u+ ζ)

m
(
ϕ+ ε−1/2ζω

)
dζ

and the theorem of residues allows us to compute each Fourier coefficient of the function

χ∂ = ε−1/2∂(∆S̃1), ∂ = (∂u)r0(∂ϕ)r.

One finds

χ∂k(u; ε) = (−1)r0 ir0+|r| 2π(ε
−1/2k · ω)r0+1kr

sinh(π2 ε
−1/2k · ω) mke−iε−1/2uk·ω .(4.11)

Since

∀k ∈ Z
2, ∀(u, ε) ∈ R×R

∗+,
∣∣χ∂k(u; ε)∣∣�max

ϕ∈T2

{∣∣χ∂(u,ϕ; ε)∣∣},
it is sufficient to estimate the size of a well chosen Fourier coefficient. The largest one was
identified in the course of the proof of Lemma 4.1: it corresponds to the minimum of the sequence
which we had denotedAx, i.e.k = k(n) with n= nx or nx − 1 according to the formulas (4.6)
and (4.8) (we have nowρ= π/2 andh= h0). With that indexk,

∣∣χ∂k(u; ε)∣∣� const
(
ε−1/2|k · ω|

)r0+1|k1|r1 |k2|r2 exp
(
−π

2
ε−1/2|k · ω| − h0|k|

)
thanks to the second hypothesis on the Fourier coefficients ofm. We recognize in the exponential
termexp(−Ax(n)) = x1/4w∗(− logx); we conclude by observing that

∣∣n− logx
4 log Γ

∣∣ is bounded,
thus

|k · ω|=Γ−n � conste−
log x

4 � const ε1/4

and, forj = 1 or 2,

|kj | � constΓn � conste
log x

4 � constε−1/4. ✷
4.3. Proof of Theorem 4.3

Our goal is to study the critical points of the function

fε,µ =∆S|q=q∗ :ϕ ∈ T2 �→ fε,µ(ϕ) =∆S̃(u∗, ϕ; ε,µ)

with u∗ defined byq∗ = q0(u∗) (we shall often omitε,µ in subscript). We shall use the same
scheme (and the same notations) as in the proof of Theorem 3.2. In particular, we fix some
u0 > |u∗|, and we work withσ = 2δ = 8ε1/4 and

ρ=
π

2
− 8ε1/4, h= h0 − 8ε1/4.

The subsetsE1 andE2 of C× (C/2πZ)d now depend onε and we takeA(δ, σ) = constε−1.
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– The mutually reciprocal transformationsId+µU :E2 →E1 andId+µV : [−u0, u0]× Td →
R×Td provided by Proposition 3.3 allow to define

∆Σ̃ =∆S̃ ◦ (Id+µU) solution of
(
∂v + ε−1/2ω · ∂θ

)
∆Σ̃ = 0

for ε > 0 andµ ∈ [−µ0(ε), µ0(ε)], with µ0(ε) = constε2. The function∆Σ̃ is in fact determined
by its restriction

gε,µ =∆Σ̃|v=0 : θ ∈ T2 �→ gε,µ(θ) = ∆̃Σ(0, θ; ε,µ)

according to the rule∆Σ̃(v, θ) = g(θ − ε−1/2vω). Thus we can define a diffeomorphismΘε,µ
of T2 by

Θε,µ(ϕ) = ϕ− ε−1/2u∗ω+ µ
(
Vθ − ε−1/2Vvω

)
(u∗, ϕ; ε,µ)

which satisfies

fε,µ = gε,µ ◦Θε,µ.

As soon as|µ| is small enough, independently ofε, the JacobianJacΘ ofΘε,µ at any point has
a determinant larger than1/2 (because the definition ofV is required here only in the real domain,
we need not bound the partial derivatives of its components near the complex singularities). Thus,
for µ ∈ [−µ0(ε), µ0(ε)], there is a one-to-one correspondence between the critical points offε,µ
andgε,µ, any critical pointϕ0 of f with HessianHf (ϕ0) giving rise to a critical pointθ0 of g
with HessianHg(θ0) =Hf (ϕ0)(JacΘ)−2(ϕ0), and the problem is reduced to the study of the
critical points ofgε,µ.

We shall apply togε,µ the following lemma, in which‖dR‖ is a notation formaxT2{|∂θ1R|,
|∂θ2R|} and‖d2R‖ formaxT2{|∂2

θ1
R|, |∂θ1∂θ2R|, |∂2

θ2
R|}, and whose proof is left to the reader:

LEMMA 4.2. – LetA, A′ ∈ R∗, H,H′ ∈R, n ∈ N∗ andk = k(n−1), k′ = k(n). Consider the
function

θ ∈ T
2 �→ P (θ) =A cos(k · θ+H) +A′ cos(k′ · θ+H′)

and a perturbationR :T2 → R which is aC2 function such that

‖dR‖� min{|A|, |A′|}
10|k′1|

,
∥∥d2R∥∥� min{|A|, |A′|}

20|k′1|2
.

Then the functionP +R is a Morse function onT2, which possesses exactly four distinct critical
points. Furthermore, at each critical pointθ0 of P +R, the HessianHP+R(θ0) satisfies

1
3
|AA′|� |HP+R(θ0)|� 3|AA′|.

For that purpose, we shall identify inside the Fourier expansion ofgε,µ the two pairs of largest
coefficients (they go in pairs of terms with opposite indices due to realness) and show that the
corresponding indices are of the form

kε = k(nε−1), k′ε = k(nε), nε =
[
X∗ − log ε
4 logΓ

]
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([·] denotes the integral part of a real number). Note that isolating the dominant pair (with indices
saykε and−kε) would amount to providing a “monomial” approximation

gε,µ(θ)≈Aε sin(kε · θ+Hε)

which cannot be a Morse function onT2 for dimensional reasons: we need at least a “binomial”
approximation with independent pairs of indices, as in Lemma 4.2.

– Let us now state a refined version of Lemma 4.1 which will produce such approximations.
We shall use the notations

∀X ∈ R, w′
∗(X) =C∗ cosh

((
1−

{
X −X∗
4 logΓ

}
logΓ

))
andW =C∗ cosh(logΓ). Observe thats∗ =w∗ +w′

∗.

LEMMA 4.3. – Under the same hypotheses and notations as in Lemma4.1, there existsc > 0
such that, forε > 0 small enough such thatlogε ∈ Lκ, 1

2ρ0 < ρ < ρ0 and 1
2h0 < h < h0, one

can write

χ(0, θ, ε) =Akε cos(kε · θ+Hkε) +Ak′ε cos(k
′
ε · θ+Hk′ε) +Rε(θ)

with a perturbationRε which satisfies

‖dRε‖,
∥∥d2Rε

∥∥� cB(ρ,h, ε) exp
(
−Wε−1/4

)
,

and real numbersAk,Hk depending onε and defined by the Fourier coefficients ofχ|v=0 as

χk(0, ε) = 2Akei2k .

Moreover the absolute value of one of the numbersAkε ,Ak′ε is bounded by

cB(ρ,h, ε) exp
(
−w∗(log ε)ε−1/4

)
,

and the absolute value of the other is bounded bycB(ρ,h, ε) exp(−w′
∗(log ε)ε

−1/4), depending
on whethernε or nε + 1 is closest toX∗−log ε

4 logΓ .

For the sake of simplicity, we shall assume in the sequel thatnε is closer to X∗−log ε
4 log Γ

thannε + 1. The proof of Lemma 4.3 follows the same lines as the proof of Lemma 4.1 and we
omit it. We only indicate that the restrictionlog ε ∈ Lκ is meant to ensure gaps in the hierarchy
of Fourier indices, in the sense that

h|kε|+ ρε−1/2|kε · ω| ≈w∗(log ε)ε−1/4,

h|k′ε|+ ρε−1/2|k′ε · ω| ≈w′
∗(log ε)ε

−1/4,

h|k(n)|+ ρε−1/2|k(n) · ω|�Wε−1/4 if n /∈ {nε − 1, nε},
maxw∗ <minw′

∗ <maxw
′
∗ <W.

Moreover, when applied to the function∆S̃1, the chain of reasoning which leads to Lemma 4.3
yields also bounds from below for the main coefficients:

∆S̃1(0, θ, ε) =A
(1)
kε
cos
(
kε · θ+H

(1)
kε

)
+A

(1)
k′ε
cos
(
k′ε · θ+H

(1)
k′ε

)
+R(1)

ε (θ)
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with ‖dR(1)
ε ‖, ‖d2R(1)

ε ‖� constε1/2e−Wε−1/4
and∣∣A(1)

kε

∣∣& constε1/4e−w∗(log ε)ε
−1/4

,
∣∣A(1)

k′ε

∣∣& const ε1/4e−w′
∗(log ε)ε

−1/4
,

where he symbol& means that the left-hand side can be bounded from above and from below by
expressions like those in the right-hand side (use formula (4.11) and the inequalities (3.2)).

When applied to the functionχ=∆Σ̃− µ∆S̃1, which satisfies

|χ| � constε−3|µ|2 in E2,

Lemma 4.3 yields

gε,µ(θ)− µ∆S̃1(0, θ, ε) = µ2
(
A

(2)
kε
cos
(
kε · θ+H

(2)
kε

)
+A

(2)
k′ε
cos
(
k′ε · θ+H

(2)
k′ε

)
+R(2)

ε,µ

)
with ∣∣A(2)

kε

∣∣� constε−3e−w∗(log ε)ε
−1/4

,
∣∣A(2)

k′ε

∣∣� constε−3e−w
′
∗(log ε)ε

−1/4
,

and ∥∥dR(2)
ε

∥∥, ∥∥d2R(1)
ε

∥∥� constε−3e−Wε−1/4
.

– We are now in a position to apply Lemma 4.2 to

gε,µ(θ) =Aε,µ cos(kε · θ+Hε,µ) +A′
ε,µ cos(k′ε · θ+H′

ε,µ) +Rε,µ(θ)

with

Aε,µ = µA
(1)
kε
+ µ2A

(2)
kε

, A′
ε,µ = µA

(1)
k′ε
+ µ2A

(2)
k′ε

, Rε,µ = µR(1)
ε + µ2R(2)

ε,µ.

This yields the desired information on the number of critical points and the Hessian at them
for gε,µ, and thus forfε,µ. ✷

5. Proof of Theorem 3.1: domain of analyticity for the solution S±

5.1. Method

We shall content ourselves with the case ofS̃+. Let us fix once for allu1,∆β, δ, σ; we suppose
of course that the half-aperture of the sectorD+

u1,δ
is strictly larger than∆β.

In the particular cases whered = 1 or α = 0, we could treat directly the Hamilton–Jacobi
equation, but for the general situation we can only propose an indirect method. The idea is that
the Hamilton–Jacobi equation does not tell much – at least explicitly – about the dynamics on
the invariant manifold under concern, and for that reason we could not rephrase it as a fixed-
point integral equation involving only bounded operators (or perhaps we should say that all the
information is contained in the Hamilton–Jacobi equation but we do not know how to extract it in
an efficient manner). More specifically, this unboundedness phenomenon takes place with respect
to the angular variablesϕj and notu: when we solve the linearized equatioñD0χ = ψ in the
space of the functions decreasing exponentially fast whenu tends to+∞, we findχ = E+ψ
whereE+ is a bounded operator of the suitable Banach space, but beside the operatorD̃0
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the Hamilton–Jacobi involves separately the partial derivatives of the unknown function, which
means that we should study the operators∂u ◦ E+ and∂ϕj ◦ E+ too; the first of them is a
bounded operator, but not the others whend � 2, hence the difficulty (this difficulty does not
arise ifα = 0). But we shall see that the operators∂ϕj ◦ E+ are no longer involved when the
Hamilton–Jacobi equation is bypassed through dynamical considerations.

The alternative strategy which we propose consists in finding first a parametrization of the
invariant manifold

W+:


q = q0(u),
p= q̇0(u) + µP (u, θ; z,µ),
ϕ= θ+ µΦ(u, θ; z,µ),
I = µJ(u, θ; z,µ),

(5.1)

which makes use of the plain variableu and of new angular variablesθj with respect to which
the pull-back of the restricted Hamiltonian vector field is straightened, i.e. can be written{

u̇= 1+O(µ),
θ̇ = zω.

Requiring moreover that the functionsP,Φj , Jj decrease exponentially fast whenu goes to+∞,
we shall be able to apply the fixed-point theorem in some Banach space (the operators∂θj ◦E+

won’t appear thanks to the straightening condition) and to obtain the analytic extension of the
solution to the domain

u ∈D+
u1,δ

, θ ∈ T
d
h0− 7σ

10
, z ∈Σu1,δ,∆β, |µ|< µ′

1,

for some positiveµ′
1.

This means that we shall replace the representation of the invariant manifold as a Lagrangian
graph by a parametrization which will carry a better control of the dynamics on it because it will
correspond to the stable foliation:8 by fixing θ ∈ Td in the formulas (5.1) and lettingu vary, one
would obtain the parametrization of a curveW+

θ which is a part of the stable manifold of the
pointθ= (2π, θ,0,0)∈ T , i.e.

W+
θ =

{
M ∈T∗C | dist

(
φtH(M), φtH(θ)

)
tends to0 exponentially fast ast tends to+∞

}
,

denotingC=]2π− q0,2π[×T
d a part of the configuration space,T∗C the corresponding part of

the phase space, andϕtH the time-t map of the Hamiltonian flow associated toHε,µ.
Then we shall solve the inversion problem

ϕ= θ+ µΦ(u, θ; z,µ) ⇐⇒ θ = ϕ+ µΘ(u,ϕ; z,µ)

and find functionsΘj analytic for

u ∈D+
u1,δ

, ϕ ∈ T
d
h0− 9σ

10
, z ∈Σu1,δ,∆β, |µ|< µ′

2,

8 In fact our method is close to the usual one for proving the stable manifold theorem in finite differentiability (see[30],
[15]), and somewhat easier since the analyticity with respect toθ comes for free.
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for some positiveµ′
2. For |µ| small enough, we shall do the substitution:

W+:


q = q0(u),
p= q̇0(u) + µP (u,ϕ+ µΘ(u,ϕ; z,µ); z,µ),
ϕ= ϕ,
I = µJ(u,ϕ+ µΘ(u,ϕ; z,µ); z,µ),

and there will remain only to perform an integration in order to recover the functionS̃+.

5.2. Fixed-point theorem and various Banach algebras

We shall use twice (to find the parametrization and to solve the inversion problem) the
following classical fixed-point theorem:

THEOREM 5.1. – Let B be a Banach space andµ∗, c′, c′′ positive numbers. Denote by‖ · ‖
the norm ofB and suppose that for every complex numberµ such that|µ| � µ∗, a mappingFµ
is defined from the ballA= {X ∈ B; ‖X‖� 2c′} to B, which satisfies

‖Fµ(0)‖� c′ and ∀X,X ′ ∈A, ‖Fµ(X ′)−Fµ(X)‖� c′′|µ|‖X ′ −X‖.

Then, for|µ|� inf{µ∗, 1
2c′′ }, the mappingFµ admits a unique fixed pointXµ in A, the sequence

of iterates(Fm
µ (0))m�0 is well defined and converges toXµ in B uniformly with respect toµ,

and

‖Xµ‖� 2c′, ‖Xµ −Fµ(0)‖� 2c′c′′|µ|.
Let us define the Banach algebras9 which our unknown functions will belong to. We

begin with spaces for their Fourier coefficients. LetB+
0 be the Banach algebra of all analytic

functions in the domainD+
u1,δ

× Σu1,δ,∆β which extend continuously to bounded functions on

its closureD+

u1,δ × Σu1,δ,∆β, equipped with the supremum norm. Ifs ∈ N, we shall use the
notations

B+
s =

{
ψ ∈ B+

0 ; ‖ψ‖s <∞
}
, ‖ψ‖s := sup

(u,z)∈D+
u1,δ×Σu1,δ,∆β

{
esu1+s�eu|ψ(u, z)|

}
.

Sinceu1+�eu� 0 for all u in D+

u1,δ this defines a decreasing sequence of Banach algebrasB+
s

(with weighted norms‖ · ‖s). We define also the Banach algebras

B+
s

{
ψ ∈ B+

0 ; ‖ψ‖s <∞
}
, ‖ψ‖s := ‖ψ‖s+

∥∥∥∥∂ψ∂u
∥∥∥∥
s

.

If ψ ∈ B+
s+1, ‖ψ‖s � ‖ψ‖s+1; if ψ ∈ B+

s andχ ∈ B+
t , ψχ ∈ B+

s+t and‖ψχ‖s+t � ‖ψ‖s‖χ‖t.
And these properties hold also for the sequence(B+

s )s�0.
The corresponding Banach algebrasB+

s (h) andB+
s (h) are defined according to the following

construction: ifB is a Banach algebra (with norm‖ · ‖) andh a positive number, we consider the
Fourier series ind angular variables with coefficients inB and introduce the notation

‖ψ‖h =
∑
k∈Zd

e|k|h‖ψk‖ if ψ =
∑
k∈Zd

eik·θψk.(5.2)

9 All the Banach algebras that we consider are commutative Banach algebras overC in which the product of two
elementsψ,χ satisfies the inequality‖ψχ‖ � ‖ψ‖‖χ‖.
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Here of course,k · θ = k1θ1 + · · ·+ kdθd and|k|= |k1|+ · · ·+ |kd|. It defines a Banach norm
on the algebra

B(h) =
{
ψ =

∑
k∈Zd

eik·θψk with ψk ∈ B such that‖ψ‖h <∞
}
.(5.3)

Any Fourier seriesψ in B(h) converges to a continuous mappingψ from T
d

h to B which
satisfies the inequalitysup

T
d

h

‖ψ‖� ‖ψ‖h. Moreover, ifh′ <h, it also satisfies (see[24])

‖ψ‖h′ � cothd
(
h− h′

2

)
sup
T

d

h

‖ψ‖.(5.4)

One checks easily the inequality for the product:

∀ψ,χ ∈ B(h), ‖ψχ‖h � ‖ψ‖h‖χ‖h,

and if 0< h< h∗, the Cauchy inequalities:

∀ψ ∈ B(h∗), ∀r ∈ N
d,

∥∥(∂θ)rψ∥∥h � r1! · · ·rd!(h∗ − h)−|r|‖ψ‖h∗ .

(SeeAppendix A.)
Such a construction was already used in [24,25]. The reason why we too use this kind of norm

for Fourier series will appear in Lemma 5.2. We shall denote by‖ · ‖s,h and‖ · ‖s,h the norms of
B+
s (h) andB+

s (h). These are spaces of functions analytic in the domainD+
u1,δ

×T
d
h ×Σu1,δ,∆β

and bounded in its closure.
For the parametrization ofW+ and the inverse change of angular variables which we described

in Section 5.1, we shall obtain

X = (P,J,Φ) ∈ B+
1 (h1)×

[
B+
2 (h1)

]d × [B+
2 (h1)

]d
, Θ∈

[
B+
2 (h2)

]d
,

with h1 = h0 − 7σ
10 , h2 = h0 − 9σ

10 (andX andΘ will depend analytically onµ). When dealing
with products of Banach spaces of this kind, we shall use as a norm the supremum of the norms
of the components. Let us give already two lemmas which will prove useful:

LEMMA 5.1. – Let B be a Banach algebra and0 < h < h∗. SupposeG ∈ B(h∗) with
∂θG ∈ [B(h∗)]d, and letµ ∈ C andA=

{
ψ ∈ [B(h)]d; ‖µψ‖h � h∗−h

2

}
. The formula

∀ψ ∈A, G(ψ) =G ◦ (Id+µψ) :=
∑
r∈Nd

µ|r|

r1! · · ·rd!
ψr11 · · ·ψrd

d (∂θ)
rG

defines a mapping fromA to B(h) which satisfies:

∀ψ,ψ′ ∈A, ‖G(ψ′)−G(ψ)‖h � 2dd|µ|‖∂θG‖h∗‖ψ′ − ψ‖h.

(Proof in Appendix A.)
For the second one, we introduce the notation

p0(u) = q̇0(u) =
2

coshu
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and we note thatp0(u)−1 = 1
2e
u(1 + e−2u), thus

∀u ∈D+

u1,δ, |p0(u)−1| � λeu1+�eu and

∣∣∣∣d(p−1
0 )
du

(u)
∣∣∣∣� λeu1+�eu,

with λ= sup
{
1, 12 coshu1

}
(λ depends only onu1).

LEMMA 5.2. – Leth > 0 ands � 1. The formula

∀ψ ∈ B+
s (h), (E+ψ)(u, θ, z) =−

z−1∞∫
0

ψ(u+ ζ, θ+ zζω, z)dζ

defines an operatorE+ :B+
s (h)→B+

s (h) which is an inverse to the right for̃D0 = ∂
∂u + zω · ∂

∂θ

(i.e. D̃0 ◦E+ is defined and equal toId). Moreover, for allψ ∈ B+
s (h),

‖E+ψ‖s,h � κ‖ψ‖s,h and ‖p−1
0 E+ψ‖s−1,h � λκ‖ψ‖s,h

with κ= 4/ sin∆β (κ > 4 andκ depends only on∆β).

Proof. –We supposeh > 0, s � 1 andψ =
∑

k∈Zd ψk(u, z)eik·θ ∈ B+
s (h). Let β1 the half-

aperture of the sectorD+
u1,δ

. Fork ∈ Z
d, we define a functionχk:

∀(u, z) ∈D+

u1,δ ×Σu1,δ,∆β, χk(u, z) =−
z−1∞∫
0

ψk(u+ ζ, z)eizζk·ω dζ(5.5)

(observe that|argζ|= |argz−1| � β1, thusu+ζ ∈D+

u1,δ). This integral converges, sinces � 1,
|ψk(u+ ζ, z)|� e−su1−s�eu‖ψk‖se−s�e ζ and�e ζ = |ζ| cos(arg z) with cos(argz)� sin∆β
(because|argz|� π

2 −∆β). Moreover, the inequalities

|χk(u, z)|� e−su1−s�eu‖ψk‖s sin−1∆β

show thatE+ψ = χ=
∑

k∈Zd χk(u, z)eik·θ belongs toB+
s (h) and

‖χ‖s,h � κ

4
‖ψ‖s,h

with κ= 4sin−1∆β. Clearly,χ satisfies the partial differential equation

D̃0χ= ψ

in D+
u1,δ

×Tdh ×Σu1,δ,∆β .

Let (u, z) ∈ D+

u1,δ × Σu1,δ,∆β . The Cauchy theorem allows us to change the half-line of
integration in (5.5). Ifk · ω > 0, we increase the slope of the half-line in order to take advantage
of the decrease of the exponentialeizζk·ω :

χk(u, z) =−
+∞∫
0

ψk
(
u+ ξeiβ1

)
eize

iβ1ξk·ωeiβ1 dξ,
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and we obtain a new bound:

‖χk‖s � 1
s cosβ1 + |z|k · ω sin(β1 + argz)

‖ψk‖s.

Since0< β1 � π
2 and∆β � β1 +arg z � π−∆β, we end up with

‖zk · ωχk‖s � κ

4
‖ψk‖s.

Similarly, if k · ω < 0, we decrease the slope of the half-line of integration, and the previous
inequality holds true in all cases (even ifk · ω = 0). But ∂uχk = ψk − izk · ωχk because of the
partial differential equation, thus for allk ∈ Z

d, ‖∂uχk‖s � κ
2 ‖ψk‖s and

‖∂uχ‖s,h � κ

2
‖ψ‖s,h.

Lastly, the inequalities(∀u ∈ D+

u1,δ) |p0(u)−1|,
∣∣d(p−1

0 )

du (u)
∣∣ � λeu1+�eu imply that the

functionp−1
0 χ belongs toB+

s−1(h) and∥∥p−1
0 χ

∥∥
s−1,h

� λ‖χ‖s,h,

and its derivative∂u(p−1
0 χ) = d(p−1

0 )

du χ+ p−1
0 ∂uχ belongs toB+

s−1(h) too with∥∥∂u(p−1
0 χ)

∥∥
s−1,h

� λ‖χ‖s,h + λ‖∂uχ‖s,h,

since
∣∣d(p−1

0 )

du (u)
∣∣� λeu1+�eu. Hence∥∥p−1

0 χ
∥∥
s−1,h

� λ
[
2‖χ‖s,h+ ‖∂uχ‖s,h

]
� λκ‖ψ‖s,h. ✷

5.3. The (u, θ)-parametrization

Let P,J1, . . . , Jd,Φ1, . . . ,Φd be analytic functions of(u, θ1, . . . , θd, z) 2π-periodic in theθj
and consider the manifold

W =
{
(q,ϕ, p, I) =

(
q0(u), θ+ µΦ(u, θ, z), p0(u) + µP (u, θ, z), µJ(u, θ, z)

)}
.

A necessary and sufficient condition for the Hamiltonian vector field{
q̇ = p,
ṗ= sinq − µ∂qF (q,ϕ),

{
ϕ̇= zω+ αI,
İ =−µ∂ϕF (q,ϕ),

to leaveW invariant and for its pull-back to be of the form{
u̇= 1+O(µ),
θ̇= zω,
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is thatX = (P,J,Φ) satisfy
D̃0(p0P ) =−∂uF̃ (u, θ+ µΦ(u, θ, z))− µP∂uP,

D̃0J =−∂ϕF̃ (u, θ+ µΦ(u, θ, z))− µp−1
0 P∂uJ,

D̃0Φ= αJ − µp−1
0 P∂uΦ.

(5.6)

PROPOSITION 5.1. – Let h1 = h0 − 7σ
10 . There exists a positive numberµ′

1 such that
system(5.6) admits a solutionX in B = B+

1 (h1) × [B+
2 (h1)]d × [B+

2 (h1)]d for |µ| � µ′
1.

Moreover, the solutionX = (P,J,Φ) depends analytically onµ and there existB1,C1 > 0 such
that

‖P‖1,h1 �C1, ‖J‖2,h1 �C1, ‖Φ‖2,h1 �C1,

‖P + p−1
0 E+∂uF̃‖1,h1 �B1|µ|, ‖J +E+∂ϕF̃‖2,h1 �B1|µ|.

If δ � σ � λ−2, one can take

µ′
1 = b−1

1 A−1δσ, B1 = b1A
2δ−2σ−1, C1 = b1Aδ

−1,

whereA= σ−dA(δ/2, σ/2) and the positive numberb1 depends only onu1 and∆β.

Proof. –Let us define a mappingFµ of B in itself by the formulas

Fµ(P,J,Φ) = (P ∗, J∗,Φ∗),P ∗ =−p−1
0 E+(∂uF̃ (u, θ+ µΦ(u, θ, z)) + µP∂uP ),

J∗ =−E+(∂ϕF̃ (u, θ+ µΦ(u, θ, z)) + µp−1
0 P∂uJ),

Φ∗ =E+(αJ∗ − µp−1
0 P∂uΦ).

Our goal is to apply Theorem 5.1, since a fixed point ofFµ is a solution of (5.6). We first note
thatFµ(0) =X(1) = (P (1), J (1),Φ(1)) with

P (1) =−p−1
0 E+∂uF̃ , J (1) =−E+∂ϕF̃ , Φ(1) =E+

(
αJ (1)

)
.

In order to indicate explicit constants in the course of the demonstration, we shall assume
δ � σ � λ−2 right from the beginning. But it will be clear that, if this is not the case, there still
exist constants which satisfy the desired inequalities: only the formulas for them may then differ.

LEMMA 5.3. – LetA= σ−dA(δ/2, σ/2) andh1 = h0− 7σ
10 . There exists a positive constantc

(which depends only onu1) such that, for anyj, j′ ∈ {1, . . . , d}, the following inequalities hold:

‖∂ϕj F̃‖2,h1+
σ
10

� cAσ−1 and ‖∂uF̃‖2,h1+
σ
10

� cAδ−1,

‖∂ϕj∂ϕ′
j
F̃‖2,h1+

σ
10

� cAσ−2 and ‖∂u∂ϕj F̃‖2,h1+
σ
10

� cAδ−1σ−1.

(Proof in Appendix B.)
The lemma implies that

‖∂uF̃‖2,h1 � cAδ−1, ‖∂ϕF̃‖2,h1 � cAσ−1 � cAδ−1,
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and thus, by virtue of Lemma 5.2,∥∥P (1)
∥∥
1,h1

� λκcAδ−1,
∥∥J (1)

∥∥
2,h1

� κcAδ−1.

∥∥Φ(1)
∥∥
2,h1

� sup{|α1|, . . . , |αd|}κ2cAδ−1.

Let b′1 = λκ2c sup{1, |α1|, . . . , |αd|}: this positive number depends only onu1 and∆β and
allows to bound the first approximationX(1) by∥∥X(1)

∥∥� c′1 = b′1Aδ
−1.

By applying Lemma 5.1 to the Banach algebraB+
2 , we see that whenever

|µ| � µ∗
1 =

σ

40c′1
and ‖Φ‖2,h1 � 2c′1,

the composition of∂uF̃ or ∂ϕF̃ with Id+µΦ defines an element ofB+
2 (h1), thus the

mappingFµ is well defined on

A= {X ∈ B; ‖X‖� 2c′1}

provided that|µ| � µ∗
1.

Let us now compute a constantc′′ = c′′1 which will satisfy the assumptions of Theorem 5.1.
Suppose that|µ| � µ∗

1 andX,X ′ ∈ A. Let X∗ = Fµ(X),X ′∗ = Fµ(X ′). We must study the
componentsP ′∗ − P ∗, J ′∗ − J∗, Φ′∗ −Φ∗ of X ′∗ −X∗.

Lemmas 5.1 and 5.3 show that∥∥∂uF̃ ◦ (Id+µΦ′)− ∂uF̃ ◦ (Id+µΦ)
∥∥
2,h1

� 2ddcAδ−1σ−1|µ|‖X ′ −X‖(5.7)

and ∥∥∂ϕF̃ ◦ (Id+µΦ′)− ∂ϕF̃ ◦ (Id+µΦ)
∥∥
2,h1

� 2ddcAσ−2|µ|‖X ′ −X‖.(5.8)

We observe also that the identityP ′∂uP
′ − P∂uP = (P ′ − P )∂uP ′ + P∂u(P ′ −P ) implies

‖P ′∂uP
′ −P∂uP‖2,h1 � ‖P ′ − P‖1,h1‖P ′‖1,h1 + ‖P‖1,h1‖P ′ −P‖1,h1 � 4c′1‖P ′ −P‖1,h1 ,

hence

‖P ′∂uP
′ −P∂uP‖2,h1 � 4b′1Aδ−1‖X ′ −X‖.(5.9)

And the identityp−1
0 P ′∂uJ

′− p−1
0 P∂uJ = p−1

0 (P ′−P )∂uJ ′+ p−1
0 P∂u(J ′−J) together with

the inequalities|p−1
0 (u)| � λeu1+�eu (∀u∈D+

u1,δ
) imply∥∥p−1

0 P ′∂uJ
′ − p−1

0 P∂uJ
∥∥
2,h1

� λ‖P ′ −P‖1,h1‖J ′‖2,h1 + λ‖P‖1,h1‖J ′ − J‖2,h1 � 4λc′1‖X ′ −X‖.

Hence ∥∥p−1
0 P ′∂uJ

′ − p−1
0 P∂uJ

∥∥
2,h1

� 4λb′1Aδ
−1‖X ′ −X‖,(5.10)
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and similarly, ∥∥p−1
0 P ′∂uΦ′ − p−1

0 P∂uΦ
∥∥
2,h1

� 4λb′1Aδ
−1‖X ′ −X‖.(5.11)

Now, in view of the inequalities (5.7) and (5.9), Lemma 5.2 yields

‖P ′∗ − P ∗‖1,h1 � λκ
(
2ddc+ 4b′1σ

)
Aδ−1σ−1|µ|‖X ′ −X‖

� λ−1κ
(
2ddλ2c+ 4b′1

)
Aδ−1σ−1|µ|‖X ′ −X‖.

And, in view of the inequalities (5.8) and (5.10),

‖J ′∗ − J∗‖2,h1 � κ
(
2ddcδσ−1 + 4λb′1σ

)
Aδ−1σ−1|µ|‖X ′ −X‖(5.12)

� λ−1κ
(
2ddλc+ 4b′1

)
Aδ−1σ−1|µ|‖X ′ −X‖.

Finally, because of the inequalities (5.12) and (5.11),

‖Φ′∗ −Φ∗‖2,h1 � λκ
[
sup{|αj|}λ−1κ

(
2ddλc+ 4b′1

)
+4λb′1σ

]
Aδ−1σ−1|µ|‖X ′ −X‖

� κ2 sup{1, |αj|}
(
2ddλc+8b′1

)
Aδ−1σ−1|µ|‖X ′ −X‖,

and‖X ′∗ −X∗‖� b′′1Aδ
−1σ−1|µ|‖X ′ −X‖ with a positive number

b′′1 = κ2 sup{1, |α1|, . . . , |αd|}
(
2ddλ2c+ 8b′1

)
which depends only onu1 and∆β.

So, we can takec′′1 = b′′1Aδ
−1σ−1 and Theorem 5.1 provides a solutionX = (P,J,Φ) in A,

analytic inµ for

|µ| � inf
{
µ∗
1,

1
2c′′1

}
= inf

{
1
40b′1

,
1
2b′′1

}
A−1δσ.

Moreover,∥∥P − P (1)
∥∥
1,h1

,
∥∥J − J (1)

∥∥
2,h1

�
∥∥X −X(1)

∥∥� 2c′1c
′′
1 |µ|= 2b′1b′′1A2δ−2σ−1|µ|

and

‖P‖1,h1 , ‖J‖2,h1 , ‖Φ‖2,h1 � ‖X‖� 2c′1 = 2b′1Aδ−1;

one can thus easily chooseb1 large enough, but depending only onu1 and∆β, so to ensure
the three inequalities announced in Proposition 5.1. The uniform convergence of the sequence
(Fm

µ (0))m�0 guarantees the analyticity with respect toµ of the solution.

5.4. Elimination of the variable θ

Let us now focus on the functionsΦ1, . . . ,Φd discovered in the previous section. As functions
of (u, θ, z) they belong toB+

2 (h0− 7σ
10 ), but they also depend analytically onµ. They are defined

for |µ|� µ′
1 and satisfy‖Φ‖2,h0− 7σ

10
�C1.

PROPOSITION 5.2. – Let h2 = h0 − 9σ
10 . There exist positive numbersµ′

2,C2 such that, for
|µ|� µ′

2, the close-to-identity change of angular variables

ϕ= θ+ µΦ(u, θ, z, µ)
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admits an inverse

θ = ϕ+ µΘ(u,ϕ, z,µ)

withΘ belonging toB = [B+
2 (h2)]d, depending analytically onµ, and satisfying the inequality

‖Θ‖2,h2 �C2.

If δ � σ � λ−2, one can take

µ′
2 = b−1

2 A−1δσ, C2 = b2Aδ
−1,

whereA= σ−dA(δ/2, σ/2) and the positive numberb2 depends only onu1 and∆β.

Proof. –The equation to be satisfied byΘ can be written

Θ=Fµ(Θ) :=−Φ ◦ (Id+µΘ)

(here of course composition must be understood with respect to the variablesθj only, the rest of
the variables(u, z,µ) being considered as a parameter).

We shall assumeδ � σ � λ−2, so that we can takeµ′
1 = b1A

−1δσ and C1 = b1Aδ
−1

with A = σ−dA(δ/2, σ/2). In view of applying our fixed-point theorem, we first observe that
Fµ(0) =−Φ and

‖Φ‖2,h2 � ‖Φ‖2,h2+
2σ
10

� c′2 = b1Aδ
−1,

and that according to Lemma 5.1,Fµ(Θ) is defined and belongs toB as soon as‖Θ‖2,h2 � 2c′2
and

|µ|� µ∗
2 = inf

{
σ

40c′2
, µ′

1

}
.

Let us suppose that|µ|� µ∗
2 and‖Θ‖2,h2 , ‖Θ′‖2,h2 � 2c′2. According to Lemma 5.1,

‖Fµ(Θ′)−Fµ(Θ)‖2,h2 � 2dd|µ|‖∂θΦ‖2,h2+ σ
10
‖Θ′ −Θ‖2,h2 ,

but the Cauchy inequalities show that‖∂θΦ‖2,h2+
σ
10

� 10b1Aδ−1σ−1. Thus we can define

c′′2 = 10 · 2ddb1Aδ−1σ−1

and apply Theorem 5.1.✷
5.5. Substitution and integration

Let us supposeδ � σ � λ−2 and consider the functions{
P(u,ϕ, z,µ) = P (u,ϕ+ µΘ(u,ϕ, z,µ), z, µ),
J (u,ϕ, z,µ) = J(u,ϕ+ µΘ(u,ϕ, z,µ), z, µ).

Since‖Θ‖1,h0− 9σ
10

� ‖Θ‖2,h0− 9σ
10

�C2 = b2Aδ
−1, we can apply Lemma 5.1 withh= h0 − 9σ

10 ,

h∗ = h0 − 8σ
10 , B = B+

1 or B+
2 :

P ∈ B+
1

(
h0 −

9σ
10

)
, J ∈ B+

2

(
h0 −

9σ
10

)
for |µ|� inf

{
µ′
1, µ

′
2,

σ

20C2

}
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and these functions depend analytically onµ. Moreover,{
‖P − P‖1,h0− 9σ

10
� 2dd|µ|‖∂θP‖1,h0− 8σ

10
C2,

‖J − J‖2,h0− 9σ
10

� 2dd|µ|‖∂θJ‖2,h0− 8σ
10
C2.

Using the Cauchy inequalities and Proposition 5.1 withC1 = b1Aδ
−1, we find

‖∂θP‖1,h0− 8σ
10
,‖∂θJ‖2,h0− 8σ

10
� 10σ−1C1,

so

‖P − P‖1,h0− 9σ
10
, ‖J − J‖2,h0− 9σ

10
� b3A

2δ−2σ−1|µ|(5.13)

with b3 = 10 · 2ddb1b2.
Proposition 5.1 provides also the inequalities∥∥P −P (1)

∥∥
1,h0− 7σ

10
,
∥∥J − J (1)

∥∥
2,h0− 7σ

10
� b1A

2δ−2σ−1|µ|.

We thus end up with the inequalities∥∥P −P (1)
∥∥
1,h0− 9σ

10
,
∥∥J − J (1)

∥∥
2,h0− 9σ

10
� b4A

2δ−2σ−1|µ|,(5.14)

where we chooseb4 � b3+ b1 large enough (depending only onu1 and∆β) so that all this holds
for

|µ| � b−1
4 A−1δσ.

PROPOSITION 5.3. – The series of Proposition3.1

S̃+ = S̃0(u) +
∑
n�1

µnS̃+
n (u,ϕ, z)

converges for|µ| � b−1
4 A−1δσ to

S̃+(u,ϕ, z,µ) = S̃0(u)− µ

+∞∫
u

p0(u′)P(u′, ϕ, z, µ)du′

and

∂u(S̃+ − S̃0 − µS̃+
1 ) = µp0

(
P −P (1)

)
, ∂ϕ(S̃+ − S̃0 − µS̃+

1 ) = µ
(
J − J (1)

)
.

Theorem3.1 follows from this proposition: one checks that there exists a positive numberb5
which depends only onu1 such that‖p0‖1 � b5δ

−1 and‖p′0‖1 � b5δ
−2 (seeAppendix B), thus

the first inequality in (5.14) implies that for|µ| � b−1
4 A−1δσ,

∥∥∂u(S̃+ − S̃0 − µS̃+
1 )
∥∥
2,h0− 9σ

10
� b4b5A

2δ−3σ−1|µ|2,∥∥∂2
u(S̃+ − S̃0 − µS̃+

1 )
∥∥
2,h0− 9σ

10
� b4b5A

2(1 + δ−1)δ−3σ−1|µ|2.
(5.15)
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The second one can be rewritten
∥∥∂ϕ(S̃+ − S̃0 − µS̃+

1 )
∥∥
2,h0− 9σ

10
� b4A

2δ−2σ−1|µ|2,∥∥∂u∂ϕ(S̃+ − S̃0 − µS̃+
1 )
∥∥
2,h0− 9σ

10
� b4A

2δ−2σ−1|µ|2.

The Cauchy inequalities yield∥∥∂2
ϕ(S̃

+ − S̃0 − µS̃+
1 )
∥∥
2,h0−σ � 10b4A2δ−2σ−2|µ|2,

and, by integration, the first inequality in (5.15) implies also

∣∣(S̃+ − S̃0 − µS̃+
1 )(u,ϕ; z,µ)

∣∣� 1
2
b4b5A

2δ−3σ−1|µ|2e−2u1−2�eu

for u ∈D+

u1,δ, ϕ ∈ T
d

h0−σ andz ∈Σu1,δ,∆β. ✷
Proof of Proposition5.3. – The formal manifoldGr(dS+) may be written

W∗:


q = q0(u),
p= p0(u) + µ

∑
n�0 µ

nP∗
n(u,ϕ, z),

I = µ
∑

n�0 µ
nJ ∗

n (u,ϕ, z),

with coefficientsP∗
n = p−1

0 ∂uS̃
+
n+1,J ∗

n = ∂ϕS̃
+
n+1 exponentially decreasing at+∞ with respect

to u, and it is invariant by the Hamiltonian vector field{
q̇ = p,
ṗ= sinq − µ∂qF (q,ϕ),

{
ϕ̇= zω+ αI,
İ =−µ∂ϕF (q,ϕ).

The same is true for the Taylor expansion with respect toµ of W :

W :


q = q0(u),
p= p0(u) + µ

∑
n�0 µ

nPn(u,ϕ, z),
I = µ

∑
n�0 µ

nJn(u,ϕ, z),

with P =
∑

µnPn andJ =
∑

µnJn.
This means that we have got two formal solutions,(P∗,J ∗) and(P ,J ), of the system{

D̃0(p0P) =−∂uF̃ − µ(P∂uP + p0αJ · ∂ϕP),
D̃0J =−∂ϕF̃ − µ(p−1

0 P∂uJ + αJ · ∂ϕJ ),

which expresses the invariance by the Hamiltonian vector field. But this system has a unique
formal solution whose coefficients decrease exponentially with respect tou at+∞, as is easily
checked by using the invertibility of̃D0.

Therefore, we get for alln� 0 the identities

p−1
0 ∂uS̃

+
n+1 = Pn, ∂ϕS

+
n+1 = Jn,
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the first of which can be integrated:

S̃+
n+1(u,ϕ, z) =−

+∞∫
u

p0(u′)Pn(u′, ϕ, z)du′. ✷

Remark5.1. – The fact thatW is Lagrangian stems from the isotropy of the torusT . Indeed,
the symplectic 2-form is preserved by the flow, but onW , all the trajectories lead toT where
it vanishes identically, thus it vanishes onW too:W is isotropic – and Lagrangian since it has
dimensiond+ 1.

6. Proof of Proposition 3.3: straightening of the characteristic vector field D

In order to prove Proposition 3.3, we shall apply twice the fixed-point Theorem 5.1: once to
findU and once to invertId+µU ; then we shall deduce from the Cauchy inequalities bounds for
the derivatives ofU andV (each time the domain which we work in will shrink a little). We first
define the appropriate Banach algebras.

6.1. Definitions and initial bounds

Let D andΣ be open subsets ofC. We denote byBD×Σ the Banach algebra of all analytic
functions inD×Σ which extend continuously to bounded functions on the closureD×Σ of that
domain, equipped with the supremum norm, and byBD×Σ the subalgebra of the functions whose
partial derivative with respect to the first variable belongs toBD×Σ too. Forh > 0, we define then
the Banach algebrasBD×Σ(h) andBD×Σ(h) according to the construction of Section 5.2 (see
formulas (5.2) and (5.3)).

Let us fixu2 > 0,∆β ∈
]
0,arctan π

2u2

[
andδ, σ > 0. The last two parameters will be supposed

small enough with respect tou2 and∆β, even if we do not mention it explicitly (for instance the
half-aperture of the sectorsD−

u2,δ
andD+

u2,δ
must be larger than∆β). We define four domains

D(3) =Du(3), 6δ
6

⊂ D(2) =Du(2), 5δ
6

⊂ D(1) =Du(1), 4δ
6

⊂ D(0) =Du(0), 3δ
6

by the conditions

D(i) =Du(i),δ(i) , u(i) = u2 +
(3− i)δ
6 sinβ2

, δ(i) =
3+ i
6

δ, i= 0,1,2,

whereβ2 denotes the half-aperture of the sectorsD−
u2,δ

andD+
u2,δ

, so that

D(3) =Du2,δ,

{
u∈ C | dist

(
u,D(i)

)
<

δ

6

}
⊂D(i−1), i= 3,2,1,
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Since the sectorsD±
u(i),δ

have the same aperture, there is only one corresponding sector for the
variablez:

The interest of these definitions is the property that for allu in D(i), the disk of centreu
and radiusδ/6 is contained inD(i−1), which allows us to benefit from the Cauchy inequalities
with respect tou. Observe that, if sayδ � 1, the numbersu(0), u(1) andu(2) are bounded by a
numberu1 which depends only onu2 (one can takeu1 = π

2 cotβ, whereβ is the half-aperture
of the sectorD±

u2,1
).

We shall writeB(i) or B(i) instead ofBD(i)×Σ or BD(i)×Σ (the norm ofB(i), resp.B(i), will
be denoted‖ · ‖(i), resp.‖ · ‖(i)) and we shall use four different values ofh:

h(3) = h0 − σ < h(2) < h(1) <h(0) = h0 −
σ

2
, h(i) = h0 −

3 + i

6
σ.

We shall obtain, for|µ| small enough,

U ∈ B(1)
(
h(1)

)
×
[
B(1)

(
h(1)

)]d
, V ∈ B(2)

(
h(2)

)
×
[
B(2)

(
h(2)

)]d
.

When dealing with products of Banach spaces of this kind, we shall use as a norm the supremum
of the norms of the components.

Section 5 provides initial bounds inB(0)(h(0)) for the vector fieldD that we want to straighten:

LEMMA 6.1. – In the coordinates(u,ϕ), the characteristic vector fieldD can be expressed
as

D̃ = D̃0 + µ

(
D̃u

∂

∂u
+ D̃ϕ ·

∂

∂ϕ

)
,

with 
D̃u = µ−1

(
dq0
du

)−2

∂u

(
1
2
(
S̃+ + S̃−)− S̃0

)
,

D̃ϕ = µ−1α∂ϕ

(
1
2
(
S̃+ + S̃−)− S̃0

)
.

If ∆β, δ, σ are small enough, there exists a positive numberµ0 such that the functions
D̃u, D̃ϕ1, . . . , D̃ϕd

are analytic for

u ∈D(0), ϕ ∈ T
d
h(0) , z ∈Σ, |µ|< µ0.
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Moreover, these functions and their partial derivatives belong toB(0)(h(0)), and there exist
positive numbersC0,C1 such that

‖D̃u‖(0)h(0) , ‖D̃ϕj‖
(0)

h(0) �C0, ‖dD̃u‖(0)h(0) , ‖dD̃ϕj‖
(0)

h(0) �C1, 1� j � d.

If δ � σ � 1, one can take

µ0 = b−1
0 A−1δσ, C0 = b0Aδ

−1, C1 = b0Aδ
−1σ−1,

whereA= σ−dA(δ/4, σ/4) andb0 depends only onu2 and∆β.

(Proof in Appendix B.)

6.2. Straightening of D by Id+µU

We now prove the first part of Proposition 3.3:

PROPOSITION 6.1. – There exist positive numbersµ1 andM , and there exist real-analytic
functionsUu, Uϕ1 , . . . ,Uϕd

satisfying the following properties:
– the vector fields̃D andD̃0 = ∂

∂v + zω · ∂
∂θ are conjugated by the mapping

(u,ϕ) = (v, θ) + µU(v, θ; z,µ),

with U = (Uu,Uϕ1 , . . . ,Uϕd
),

– these functions are analytic with respect to all their arguments; for |µ| � µ1, they belong to

B(1)
(
h(1)

)
with ‖Uu‖(1)h(1) , ‖Uϕj‖

(1)

h(1) �M .
More precisely, ifδ � σ � 1, one can take

µ1 = b−1
1 A−1δ2 and M = b1Aδ

−1,

whereA= σ−dA(δ/4, σ/4) andb1 depends only onu2 and∆β.

Proof. –If we omit the variablesz andµ, the equations to be solved can be written

{
D̃0Uu = D̃u ◦ (Id+µU),
D̃0Uϕj = D̃ϕj ◦ (Id+µU).

(6.1)

In order to apply fixed-point Theorem 5.1, we shall define an inverse to the right for the
operatorD̃0 in B(1)(h(1)).

The domainD(1) is a lozenge whose corners areu(1), iρ, −u(1), −iρ, where

ρ= u(1) tanβ2 =
π

2
− 2δ
3 cosβ2
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(β2 denotes the half-aperture of the sectorsD−
u(1),δ

andD+
u(1),δ

).

LEMMA 6.2. – Letψ =
∑

k∈Zd ψk(v, z)eik·θ ∈ B(1)(h(1)). The formulas

∀k ∈ Z
d, χk(v, z) =



−e−izvk·ω
iρ∫
v

eizζk·ωψk(ζ, z)dζ if k · ω > 0,

e−izvk·ω
v∫

−iρ

eizζk·ωψk(ζ, z)dζ if k · ω < 0,

v∫
0

ψk(ζ, z)dζ if k · ω = 0,

define a functionχ =
∑

k∈Zd χk(v, z)eik·θ of B(1)(h(1)) such thatD̃0χ coincides withψ. The

correspondenceψ �→ χ=Eρψ defines an operatorEρ :B(1)(h(1))→B(1)(h(1)) which satisfies
a bound

‖Eρψ‖(1)h(1) � κ‖ψ‖(1)
h(1) ,

whereκ depends only onu2 and∆β.

(This lemma is slightly reminiscent of [10], Lemma 3.3, which deals with a difference
equation.)

Proof of Lemma6.2. – We note that ifv ∈D(1),{
[−iρ, v]⊂D(1), |v+ iρ|2 � π2 + u2

1,
[v,+iρ]⊂D(1), |v− iρ|2 � π2 + u2

1,

where the numberu1 depends only onu2 and is larger thanu(1).

Suppose thatk · ω > 0, (v, z)∈D(1) ×Σ andζ ∈ [v,+iρ]. We have∣∣e−izvk·ω+izζk·ω∣∣= e−k·ω�m(zζ−zv) � 1,

since�m(zv)��m(zζ)��m(izρ). Thus|χk(v, z)|� |v − iρ|‖ψk‖(1), and

‖χk‖(1) �
(
π2 + u2

1

)1/2‖ψk‖(1).
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In fact, the previous inequality holds also ifk · ω < 0 or k · ω = 0. Thusχ ∈ B(1)
(
h(1)

)
and

‖χ‖(1)
h(1) �

(
π2 + u2

1

)1/2‖ψ‖(1)
h(1) .

Since for allk ∈ Zd, ∂uχk + izk · ωχk = ψk, the functionχ satisfies the partial differential
equation

D̃0χ= ψ

in D(1) ×Td
h(1) ×Σ.

But we can derive another bound by using the inequality

�m(zw)� |zw| sin∆β,

wherew = iρ− v, in the case wherek · ω > 0: if we parametrize the segment of integration by
ζ = v + ξw, ξ ∈ [0,1], we obtain

|χk(v, z)|� ‖ψk‖(1)|w|
1∫

0

e−ξk·ω�m(zw)dξ � |w|
k · ω�m(zw)‖ψk‖

(1),

hence

‖zk · ωχk‖(1) � 1
sin∆β

‖ψk‖(1).

In the case wherek · ω < 0, we would obtain the same inequality by usingw = v + iρ. Finally,
in all cases,

‖∂uχk‖(1) �
(
1+

1
sin∆β

)
‖ψk‖(1)

because of the partial differential equation, thusχ belongs toB(1)
(
h(1)

)
and we have the desired

bound. ✷
Remark6.1. – One checks easily that, ifψ is real-analytic,χ=Eρψ is real-analytic too.

End of the proof of Proposition6.1. – System (6.1) is thus equivalent to the equationFµ(U) =
U where the mappingFµ is defined by the formulas

Fµ(U) = U∗

{
U∗
u =Eρ

[
D̃u ◦ (Id+µU)

]
,

U∗
ϕj
=Eρ

[
D̃ϕj ◦ (Id+µU)

]
, 1� j � d.

In order to specify its domain of definition and to study that mapping, we apply the following
lemma, which is analogous to Lemma 5.1 but with the variablev involved as well as the angular
variablesθj :

LEMMA 6.3. – LetD andD∗ be open subsets ofC andh a positive number. Suppose that for
eachv in D, the closed disk of centrev and radiusδ6 is contained inD∗

, and leth∗ = h+ σ
6 .

SupposeG ∈ BD∗×Σ(h∗) with dG ∈
[
BD∗×Σ(h∗)

]d+1
and letµ ∈ C and

A=
{
U = (χ,ψ) ∈ BD×Σ(h)×

[
BD×Σ(h)

]d; ‖µU‖h � inf
{

δ

12
,
σ

12

}}
.
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The formula

∀U = (χ,ψ) ∈A, G(U) = G ◦ (Id+µU)

:=
∑

(r0,r)∈N×Nd

µr0+|r|

r0!r1! · · ·rd!
χr0ψr11 · · ·ψrd

d (∂v)
r0(∂θ)rG

defines a mapping fromA to BD×Σ(h) which satisfies:

∀U ,U ′ ∈A, ‖G(U ′)−G(U)‖h � 2d+1(d+ 1)|µ|‖dG‖∗h∗‖U ′ −U‖h.

(Proof in Appendix A.)

From now on we shall assume thatδ � σ � 1 in order to indicate explicit constants (but it
will be clear that, if this is not the case, there still exist constants which satisfy the desired
inequalities). Specializing the previous lemma withD = D(1) ⊂ D∗ = D(0) andh = h(1) <

h∗ = h(0), we find that our mappingFµ is defined at least for‖µU‖(1)
h(1) � δ

12 (and|µ|<µ0).

By virtue of Lemmas 6.1 and 6.2,Fµ(0) = (EρD̃u,EρD̃ϕ) satisfies

‖Fµ(0)‖(1)h(1) � c′ := κb0Aδ
−1.

In view of applying Theorem 5.1 we define the Banach spaceB
(1) = B(1)(h(1))× [B(1)(h(1))]d,

denote by‖ · ‖(1)
h(1) its norm, and we restrict the domain of definition ofFµ to {U ∈ B

(1);

‖U‖(1)
h(1) � 2c′} assuming

|µ|� µ∗ :=
δ

12
· 1
2c′

=
1

24κb0
A−1δ2.

We observe now that, for‖U‖(1)
h(1) ,‖U ′‖(1)

h(1) � 2c′, the imagesU∗ = Fµ(U) andU ′∗ = Fµ(U ′)
satisfy

‖U ′∗ −U∗‖(1)
h(1) � c′′|µ|‖U ′ −U‖(1)

h(1) .

with c′′ = 2d+1(d + 1)κC1 = 2d+1(d + 1)κb0Aδ−1σ−1. We thus obtain a solutionU ∈ B
(1)

which satisfies

‖U‖(1)
h(1) � b1Aδ

−1 for |µ|� µ1 = b−1
1 A−1δ2

with a positive numberb1 which depends only onu2 and∆β. And one checks easily thatU is
real-analytic thanks to Remark 6.1.✷
6.3. Inversion of Id+µU and end of the proof of Proposition 3.3

PROPOSITION 6.2. – There exist positive numbersµ2 andN , with µ2 � µ1, and there exists
a real-analytic vectorial functionV = (Vv,Vθ1 , . . . ,Vθd

)which satisfies the following properties:
– the components ofV are analytic with respect to(u,ϕ, z,µ); for |µ| � µ2, they belong

to B(2)(h(2)) and‖Vv‖(2)h(2) ,‖Vθj‖
(2)

h(2) �N ;
– for u ∈ D(2), ϕ ∈ Td

h(2) , z ∈ Σ and |µ| � µ2, the point (u,ϕ) + µV(u,ϕ, z,µ) belongs

to D(1) ×T
d

h(1) and its image byId+µU coincides with(u,ϕ).
More precisely, if2δ � σ � 1, one can take

µ2 = b−1
2 A−1δ2 and N = b2Aδ

−1,
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whereA= σ−dA(δ/4, σ/4) andb2 depends only onu2 and∆β.

Proof. –The equation to be solved isV =Fµ(V), where

Fµ(V) :=−U ◦ (Id+µV).

We use Lemma 6.3 with a slight adaptation: we defineD = D(2) ⊂ D∗ = D(1) andh= h(2) <
h∗ = h+ σ

12 . Sinceh(1) = h∗ + σ
12 , we can use the Cauchy inequalities forU in order to obtain

bounds inB∗ := B∗(h∗)× [B∗(h∗)]d:

‖∂uU‖∗h∗ � ‖U‖(1)
h(1) �M, ‖∂θU‖∗h∗ � 12σ−1M.(6.2)

We shall supposeσ � 1 and we retain that‖dU‖∗h∗ � 12σ−1M . According to Lemma 6.3,Fµ(V)
is defined as soon asV ∈ B(2) := B(2)(h(2)) ×

[
B(2)

(
h(2)

)]d
and ‖µV‖(2)

h(2) �
inf{δ/12, σ/24}. From now on we shall suppose2δ � σ.

Let us check the hypotheses of Theorem 5.1: the first approximation isFµ(0) =−U and

‖Fµ(0)‖(2)h(2) � c′ :=M = b1Aδ
−1.

We can restrictFµ to the set
{
V ∈B(2); ‖V‖(2)

h(2) � 2c′
}

if we suppose

|µ|� µ∗ :=
δ

12
· 1
2c′

=
1
24b1

A−1δ2.

And if ‖V‖(2)
h(2) , ‖V ′‖(2)

h(2) � 2c′, we find

‖Fµ(V ′)−Fµ(V)‖(2)h(2) � c′′|µ|‖V ′ −V‖(2)
h(2)

with c′′ = 2d+1(d+1) · 12σ−1M = 12 · 2d+1(d+1)b1Aδ−1σ−1. We thus obtain a solutionV ∈
B
(2) which satisfies‖V‖(2)

h(2) � b2Aδ
−1 for |µ| � µ2 = b−1

2 A−1δ2, with someb2 = b2(u2,∆β).
Of courseV is real-analytic sinceU is. ✷

According to Proposition 6.2, forz ∈Σ and|µ| � µ2, the image ofD(2)×T
d

h(2) by Id+µV is

contained inD(1)×T
d

h(1) and(Id+µU)◦(Id+µV) = Id. Moreover, we can ensure the injectivity

of Id+µU onD(2)×T
d

h(2) by takingb2 large enough, thanks to the inequalities (6.2). This means

that Id+µU induces a bijection between(D(2) × T
d

h(2)) ∩ (Id+µU)−1(D(2) × T
d

h(2)) and its
image, the reciprocal beingId+µV .

Since‖U‖(1)
h(1) �M and‖V‖(2)

h(2) �N , the sets(Id+µU)−1(D(2)×T
d

h(2)) and(Id+µU)(D(2)

× T
d

h(2)) containD(3) × T
d

h(3) as soon as|µ|M � inf{ δ6 ,
σ
6 } and |µ|N � inf{ δ6 ,

σ
6 }. Thus, for

|µ| � inf{M−1,N−1} · inf{ δ6 ,
σ
6 }, we have by restriction a bijectionId+µU betweenD(3) ×

T
d

h(3) and its image, and a bijectionId+µV betweenD(3) × T
d

h(3) and its image. The Cauchy

inequalities provide the desired bounds for their partial derivatives inD(3) ×T
d

h(3) .

Appendix A. Fourier norms and composition lemmas

LetB be a Banach algebra, denote by‖ · ‖ its norm, and leth > 0.
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(B(h),‖ · ‖h) is a Banach space.Suppose indeed that(ψ(n))n�0 is a Cauchy sequence inB(h).
For eachk ∈ Zd, the sequence(ψ(n)

k )n�0 of Fourier coefficients of indexk is a Cauchy sequence
in B and admits thus a limitψk. Let us check thatψ =

∑
k∈Zd ψkeik·θ belongs toB(h): if K is

fixed inN∗, we can choosen large enough so that∑
|k|�K

∥∥ψk −ψ
(n)
k

∥∥e|k|h � 1,

and the partial sum
∑

|k|�K ‖ψk‖e|k|h � 1 + ‖ψ(n)‖h is thus bounded independently ofK

(An = ‖ψ(n)‖h tends to some limitA � 0 since |An − Am| � ‖ψ(n) − ψ(m)‖h, thusAn is
bounded independently ofn), andψ ∈ B(h). Let us check that‖ψ − ψ(n)‖h tends to zero: let
ε > 0; we fix N ∈ N such that, for alln,m�N , ‖ψ(n) − ψ(m)‖h � ε, and we fixK ∈ N∗ such
that ∑

|k|�K

∥∥ψ(N)
k

∥∥e|k|h � ε,
∑

|k|�K
‖ψk‖e|k|h � ε.

We observe that forn�N ,∑
|k|�K

∥∥ψ(n)
k

∥∥e|k|h �
∑

|k|�K

∥∥ψ(N)
k

∥∥e|k|h + ∥∥ψ(n) − ψ(N)
∥∥
h

� 2ε,

and∑
k∈Zd

∥∥ψk −ψ
(n)
k

∥∥e|k|h �
∑

|k|<K

∥∥ψk − ψ
(n)
k

∥∥e|k|h + ∑
|k|�K

‖ψk‖e|k|h +
∑

|k|�K

∥∥ψ(n)
k

∥∥e|k|h.
But for n large enough the first sum in the right-hand side is less thanε, thus‖ψ − ψ(n)‖h �
4ε. ✷

The inequality for the product‖ψχ‖h � ‖ψ‖h‖χ‖h is obvious. Let us prove theCauchy
inequalities: ∥∥(∂θ)rψ∥∥h � r1! · · ·rd!(h∗ − h)−|r|‖ψ‖h∗

if 0< h< h∗, ψ ∈ B(h∗) andr ∈ Nd. We have∥∥(∂θ)rψ∥∥h = ∑
k∈Zd

∥∥kr11 · · ·krd

d ψk
∥∥e|k|h �M1 · · ·Md‖ψ‖h∗ ,

with Mj = supkj∈N

{
k
rj

j e
−(h∗−h)kj

}
for j = 1, . . . , d, and we observe that

Mj � (h∗ − h)−rj sup
t�0

{
trje−t

}
� (h∗ − h)−rjr

rj

j e
−rj � (h∗ − h)−rjrj !. ✷

Proof of Lemma5.1. – We suppose that we are givenG ∈ B(h∗) andψ ∈ [B(h)]d which satisfy
the assumptions of the lemma. We apply the Cauchy inequalities toG and we observe that∥∥∥∥ µ|r|

r1! · · ·rd!
ψr11 · · ·ψrd

d (∂θ)
rG

∥∥∥∥
h

� ‖µψ‖|r|h (h∗ − h)−|r|‖G‖h∗ � 2−|r|‖G‖h∗ ,
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hence the convergence inB(h) of the series which definesG(ψ), and the inequality‖G(ψ)‖h �
2d‖G‖h∗ .

We suppose now that we are givenψ andψ′ in A. According to what has just been proved, for
eacht ∈ [0,1], ∂θG ◦ (Id+µ[tψ+ (1− t)ψ′]) is bounded inB(h) by 2d‖∂θG‖h∗ . But

G(ψ′)−G(ψ) = µ(ψ′ − ψ) ·
1∫

0

∂θG ◦
(
Id+µ[tψ+ (1− t)ψ′]

)
dt,

hence the result. ✷
Proof of Lemma6.3. – The proof is the same as for Lemma 5.1, except that there is one more

variable involved. The Cauchy inequalities that we use are

∥∥(∂v)r0(∂θ)rG∥∥h � r0!r1! · · ·rd!
(
δ

6

)−r0(σ
6

)−|r|
‖G‖∗h∗ . ✷

Appendix B. Initial bounds

We first adopt the notations of Section 5. The numbersu1, δ, σ and∆β are given, with
δ � σ � λ−2.

Proof of Lemma5.3. – According to inequality (1.9),

∀(u,ϕ) ∈ C δ
2
×T

d

h0−σ
2
, |F̃ (u,ϕ)|�A(δ/2, σ/2)e−2|�eu|.

The Cauchy inequalities with respect tou show that

∀(u,ϕ) ∈ Cδ ×T
d

h0−σ
2
,

{
e2u1+2�eu|F̃ (u,ϕ)|� e2u1A(δ/2, σ/2),
e2u1+2�eu|∂uF̃ (u,ϕ)| � e2u1+1A(δ/2, σ/2)2δ .

(We have used the fact thatδ � 1.) SinceD+
u1,δ

⊂ Cδ, the inequalities (5.4) provide a constantc0
which depends only on the dimensiond such that

‖F̃‖2,h0− 11
20σ

� c0e2u1A and ‖∂uF̃‖2,h0− 11
20σ

� c0e2u1Aδ−1,

whereA = σ−dA(δ/2, σ/2). The Cauchy inequalities with respect to the angles now allow to
bound‖∂ϕj F̃‖2,h0− 6

10σ
, ‖∂uF̃‖2,h0− 6

10σ
, ‖∂ϕj∂ϕ′

j
F̃‖2,h0− 6

10σ
and‖∂u∂ϕj F̃‖2,h0− 6

10σ
. ✷

Bounds forp0 andp′0. – We can writep0(u) = e−uf(u) wheref(u) = 4(1+ e−2u)−1 is 2πi-
periodic and meromorphic, with simple poles atiπ/2 and−iπ/2. A compacity argument shows
that, if u belongs to the intersection ofCδ/2 and the strip{−u1 � �eu � 1}, f(u) satisfies an
inequality

|f(u)|� bδ−1,

where the positive numberb depends only onu1. On the other hand, for�eu � 1, |f(u)| is
bounded by|1− e−2|−1. Thus

∀u ∈Cδ/2, �eu�−u1 =⇒ |p0(u)|� b′δ−1e−�eu,
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whereb′ depends only onu1. The Cauchy inequalities allow us to conclude that

‖p0‖1 � b5δ
−1 and ‖p′0‖1 � b5δ

−2

for someb5 which depends only onu1. ✷
Proof of Lemma6.1. – We now adopt the notations of Section 6. The first assertion of

Lemma 6.1 is a simple restatement of formula (3.7). Let us denote byp0 the function dq0
du .

According to Proposition 5.3, we had

∂u(S̃+ − S̃0) = µp0P+ := µp0P , ∂ϕ(S̃+ − S̃0) = µJ + := µJ ,

and if we use again the bounds of Section 5 but with(u(0), δ/2, σ/2) replacing(u1, δ, σ),
especially the bounds forP − P andJ − J in inequality (5.13) and the bounds forP andJ
in Proposition 5.1, we find

‖P+‖(0)
h(0)+ σ

20
, ‖J+‖(0)

h(0)+ σ
20
, ‖∂uP+‖(0)

h(0)+ σ
20
, ‖∂uJ+‖(0)

h(0)+ σ
20

� b′Aδ−1

for |µ|� µ0 = b′
−1

A−1δσ, whereA= σ−dA(δ/4, σ/4) andb′ depends only onu2 and∆β.
The functions∂u(S̃+ − S̃0) = µp0P− and∂ϕ(S̃+ − S̃0) = µJ − satisfy the same kind of

inequalities, and we have

D̃u =
1
2
p−1
0

(
P+ +P−), D̃ϕj =

1
2
αj
(
J +
j +J−

j

)
, j = 1, . . . , d,

where the functionp−1
0 and its derivative are bounded inD(0) by a number which depends only

onu2. We thus obtain

‖D̃u‖(0)h(0)+ σ
20
, ‖D̃ϕ‖(0)h(0)+ σ

20
, ‖∂uD̃u‖(0)h(0)+ σ

20
, ‖∂uD̃ϕ‖(0)h(0)+ σ

20
� b′′Aδ−1

with some newb′′ = b′′(u2,∆β) and we can conclude by the Cauchy inequalities.✷
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